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The interaction of femtosecond KfHaser pulses with plasmas of various solid target materials has been
studied up to intensities exceeding ¥0W/cm?. Absorption measurements were performed forand
s-polarized laser light and as a function of the laser intensity and the angle of incidence. They reveal substan-
tial absorption up to 70% even at intensities in excess d¢f ¥/cm?. The results have also been compared to
simulations of the absorption at high intensities and, in particular, the peaking of the absorption for large angles
of incidence(70°—-80°) appears to be consistent with the anomalous skin effect as an important contribution to
the total laser pulse absorption. X-ray spectra were measured in the ke\(iandsetween 6.5 and 8.4)And
in the soft-x-ray regiorfi.e., between 25 and 400)AThe electron density and temperature of the plasma has
been estimated by comparison of the experimental spectra with spectral simulations. A systematic study of the
hot electrons produced by 248-nm light is presented. Targets consisting of an Al layer on a Si substrate have
been used to determine the hot electron yield and the corresponding enerdy:-d fiee emission produced
by the hot electrons has been observed as a function of the Al-layer thickness. The measurements have been
compared to simulations. The estimated hot electron temperat8réeV is considerably lower than that
deduced from experiments using lasers of longer wavelength and comparable intensities. Scaling indicates that
0.25um lasers can simultaneously fulfill the requirements for both intensity and hot electron temperature for
the “fast ignitor.” [S1063-651X96)08610-3

PACS numbse(s): 52.40.Nk, 52.25.Nr, 52.50.Jm, 32.30.Rj

I. INTRODUCTION high enough to ignite the fuel, the electrons should not pen-
etrate through the fuel.

The interaction of high-intensity laser pulses with matter In principle, such suprathermal electrons can be generated
is an important means of studying the physics of high-and accelerated by collisionless absorpt[@®9] of an in-
temperature laser plasmpk]. During the past two decades tense ultrashort laser pulse. To achieve a good coupling of
high-energy laser systems with nanosecond laser pulses hate laser light with the plasma and into suprathermal elec-
been used for plasma production and many studies have be&fns the laser pulse absorption has to be characterized and
performed related to inertial confinement fusid@F) [2].  optimized. _ _

More recently the development of high-power laser systems Several experiments of laser pulse absorpftb,10-12
with much lower laser energy but ultrashort pulse duration@?d hot electron productiori, 1317 have been performed
(see, for example[3,4]) has created an opportunity to gen- with infrared high-intensity subpicosecond laser pulses.

erate plasmas under unique conditions, i.e., very high eled[:é?;‘gvg’ J’;éh:hg?tn;re)l(;;f}r”ﬁa?;:ngr;lrtrgr :L;?;XCZG vam-
tron densities and very short scale lengtb$]. 9 '

One of the most exciting ideas that has been proposed iI| ht), because in this case the laser pulse could propagate to

connection with the interaction of high-intensity ultrashort igher electron density, i.e., closer to the compressed core,
lon wit interacti Igh-intensity u than a pulse of longer wavelength. In addition, frau?
laser pulses with matter is the so-calliedt ignitor concept

. L . scaling laws for the hot electron enerf}8], it may be esti-
Originally proposed by Tabatt al.[7], the basic idea of this  ateq that with shorter laser wavelengths the necessary hot

scheme is to separate fuel ignition from the compressioRectron flux and the optimized energy might be achieved
phase, thus lowering the requirements for inertial confinemgre readily.

ment fusion dramatically. Briefly, after fuel compression the  yp to now absorption measurements of ultrashort UV-
ignition of the core could be performed by a burst of high-|aser pulses have been reported for intensities up t/ 10
energy electrons that will heat the target to the necessanw/cm? [19-22. However, to our knowledge hot electron
temperature. However, in order to exploit this means of ig-generation by such laser pulses have not yet been studied and
nition in a controlled way, electrons have to be generatecbsorption measurements at the much higher intensities pres-
with high efficiency. Furthermore, the electron energy has taently accessible are not available.

be optimized. This means that although the energy has to be In this paper the results of the investigation of laser pulse
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be presented and discussed. Using the SPRITE*Kaser
system at the Daresbury Rutherford Appleton Laboratory the
absorption has been studied for various experimental condi-
tions, such as different angles of incidensandp polariza-
tion, and different laser intensities. The results are present
in Sec. lll.

The plasma parameters have been deduced from the ewhich the full energy beam might suffer, the equivalent
perimental x-ray spectra. Section IV is related to these paplane measurement actually showed that these effects were
rameters and to the suprathermal electrons. Using the estadmall. From both measurements the maximum laser intensity
lished technique of layered targdi$3,15,16 with a K-« (for normal incidencgl, in the central spot could be esti-
fluorescer to indicate the penetration depth and intensity ofnated to be % 10'® W/cn? with an overall accuracysys-
the hot electrons, the conversion efficiency and the averagematic erroy of 40%.
energy has been determined. The amplified spontaneous emissidASE) from the
whole amplifier chain generates a relatively low-intensity
prepulse on the target. This intensity is a maximum during
the 20 ns period when all three KfFamplifiers are operat-

The experiments were carried out using the chirped puls&g. Its maximum value was estimated by measuring the en-
amplification SPRITE laser systdr@3] at the Daresbury Ru- ergy in this period7 mJ at the targetand dividing it by the
therford Appleton Laboratory. The experimental scheme ipulse duration(20 ng and the measured spot sizé um
shown in Fig. 1. The laser system delivered approximatelfFWHM). The resulting intensity is about>510'* W/cn?,

1.7 J pulses at a wavelengh=248.5 nm. The repetition i.e., an ASE intensity contrast ratio of 10After some im-

rate was 1 shot every 10—20 min. The energy was monitoregrovements some of the x-ray measurements have been per-
for each shot and the shot-to-shot fluctuation was 25%. Théormed also with an about one order of magnitude improved
pulse duration was 380 fs assuming a Gaussian pidfile  contrast ratio.

width at half maximum(FWHM); with an uncertainty of The following targets have been used for the experiment:
20%. (1) plane highly polished and massive solids of glassy carbon

The pulses were focused onto the target with an off-axisSIGRADUR), aluminum, silicon, copper, and platinium for
parabola {-number 3.2 The intensity distribution of the the absorption measurements and some of the x-ray measure-
laser energy in the focus for a typical shot is displayed inments and(2) layered targets for most of the other x-ray
Fig. 2. The average diameter of the central part of the focaneasurementgvapor deposited aluminum layers of 100,
spot was 3um (FWHM; with an uncertainty of 20% and a 200, 400, 600, 800, and 1000 nm thickness and foil targets of
shot-to-shot fluctuation of 30@&and was 2-times diffraction 1, 1.5, 2, and Gum thickness. The substrate of the layered
limited. The central spot contained 30% of the maximumtargets was either massive or L@n thick silicon). The tar-
energyEq on the target surface. The rest of the energy isgets were located in a vacuum chamber and mounted on an
distributed in an area of roughly 15—20m. The maximum xyztranslation and rotation unit in order to vary the angle of
energy ofEy~250 mJ was limited by the damage thresholdincidencea and to adjust the polarization of the pumping
of the grating compressor in the target chamber. pulse either to thg or to thes direction with respect to the

The beam profile was carefully characterized in two waysplane of incidence. Using a high-magnification alignment
(1) the profile of the unamplified laser beam was measured atystem the target position was controlled with an accuracy of
the position of the target using an UV microscope togethedO um. The targets were moved perpendicular to the laser
with a CCD camera, an@) it was measured at full energy in beam between consecutive shots so that the incident laser
a corresponding plane after the last amplifier and near to theeam always struck a fresh spot on the target surface.
target chamber. Although the characterization of the unam- The absorption measurements were carried out at three
plified laser beam would not be subjectBeintegral effects different intensities by changing the energy of the laser beam
in transport or perturbations from the-beam amplifiers (the focal spot diameter was always the sanig) full en-

FIG. 2. Intensity distribution of the laser energy in the focus in
erborizontal(a) and vertical(b) direction.

Il. EXPERIMENTAL ARRANGEMENT
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ergy shots with the whole amplifier chaii{~250 mJ, (2) 100 ey
shots with the whole amplifier chain, but now including a R gol (@ ]
dielectric mirror which reduced the energy by one order of = I ]
magnitude Ey~25 mJ and(3) shots using the preamplifier £ 60 .’ T—
(GOBLIN) only and the final amplifie(<SPRITE switched "§ 20 ® ﬁ. Aﬁ ]
off (Eg~1 mJ. s | > &b T+
The fraction of the absorbed energy was determined by oC 20t @ -
measuring the reflected UV-laser light. This measurement T

was performed with both a calibrated energy meter and a 0 '“'1(;15 1616I 1(';17'

: . . ..|O18
calibrated Ulbricht sphere which collects all the reflected

2
light except the backreflected fraction. This fraction, how- lp [W/em’]

ever, is less than a few percent and thus neglidibld. The 100 T T
calibration of the Ulbricht sphere and its linearity were a0k (b) ]

checked before and after the absorption measurements and
no significant difference was observed. Interference filters
have been used to discriminate between the reflected laser
light and the plasma radiation.

The time-integrated x-ray emission of the plasma was
measured at various laser intensities, mainly at an angle of
incidence ofa=45° and withp-polarized light. The mea-
surements were carried out with an x-ray photodiode and an
x-ray pinhole cameréb um pinhole and filtered by a 2am
Be-foil). The soft-x-ray regiorii.e., between 25 and 400)A . e -
was dispersed by a flatfield spectrometer including an aperi-. ;AOG%S'Z(?slmens't% d.epznde”dat “567 )(?f thel r?ﬂegt;vﬁy
odically 1200 Ip/mm reflection grating and a cylindrical col- © s, 248-nmp-polarized(open symbolsands-polarizedifu

. . . symbolg laser pulses. The diagram shows the reflectivity data mea-
lection mlrror[2.4] onto an x-ray film(liford Q plates. The sured in the present experimditangles and also the data from a
spectral resolution was between 0.7 and 1.7 A .

" . " ith fil previous experimen(circles [20]. Two typical error bars are in-
A “von Hamos” spectrometef25] with an x-ray film cluded for the statistical error of the individual data points in the
(Kodak DER as the detector was used to measurekh@  jresent experiment. The systematic error of each reflectivity point is

emission and the x-ray spectra in a wavelength region whicBpproximatelyAR~ = 10% in both experiments. The accuracy of
could be adjusted in a range between 5 add/. For each I, is about 40%(b) Dependencéat o= 67°) of the reflectivity on
spectrum it was necessary to accumulate between 1 andtge atomic numberZ. The measurement was performed with
shots on the film, depending on the laser intensity and th@-polarized light at an intensity dfy, ~2.5x 10'® W/cn? and an
polarization. The spectral resolution/AN was approxi- angle of incidence of:=80°.
mately 1800. Due to the Bragg angle and the aperture of the
crystal the observation angle depends on the x-ray wavehe reflectivity data measured in the present experirtteint
length (35.2° for the SiK-a line and 42.4° for the AK-a angle$ and also includes the data from a previous work
line). The observation was from the front side of the Al (circleg [20]. The systematic error of each reflectivity point
layers and in a second series from the back side, i.e., behing approximatelyA R~ + 10% in both the present experiment
the Si substrate. and also in the previous work. The statistical error of the
Beside these spectrographs some filter combinatighs individual data points may be seen from their fluctuation in
filters of up to 1.02 mm thicknestiave been used to detect the diagram. As mentioned before, the accuracyl pfis
x-rays up to 20 keMthe detector was a Kodak DEF fiim gpout 40%.
and the hard-x-ray component about 20 kemth a high From Fig. 3a) it may be seen that the reflectivity for
sensitive hard-x-ray scintillator behind a 13 mm thick Al p_polarized laser lightR,, increases only weakly with the
platg. The electron temperature of the hot plasma has beefhe |aser intensity fromR,~25% at lo~10" Wicn? to
estimated from a measurement of the x-ray emission using ~ 450, at 1,~10'® W/cn?. The R, values from the
also various transmission foils of different elements a”%fesent work and for intensities upltg~10'" Wi/cn? agree
thicknesses[26]. Here the x-ray detector was again the yith the previous result§20] obtained at lowell, but all
Kodak DEF film. Finally, and in addition to the x-ray mea- other experimental conditions are not much different. In ad-
surements, the current of the ions emitted from the plasmgjtion, the measurements at the lower laser intensities show

20 f

Reflectivity [%]

gy 1

10 20 30 40 50 60 70 80 90 100
z

was detected by Faraday cups. that nearly all of the light is reflected into the specular direc-
tion with a solid angle not much larger than that of the input
Ill. LASER PULSE ABSORPTION beam. The angular dependence of the reflectiVRy(«),

not shown herghas a distinct minimum in the vicinity of

a=45° (at intensitiesl ,~10'® W/cn?) and agrees within
Figure 3a) shows the measured total reflectivity as athe error bars with the previous resulfo].

function of the laser intensity on the target surfalge In contrast to the previous lower intensity experiment, at

(Io=14, cosw). The target was highly polished massive alu-intensities exceeding several times'A®W/cn? the non-

minum, the angle of incidence=67°, and the laser light specular component increases substantially, although the

was p-polarized R,, open symbols The diagram shows light is still mostly reflected into the specular direction. The

A. Experimental results
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100 ————————————— used (168 Wicn?) exhibits a Fresnel-type angular depen-
= 80 (@) ] dence with a maximum at=70-80°. Such behavior is pre-
= &4 dicted for collisional absorptiofinverse Bremsstrahlungn
g 60 [ A E . .

8 % a highly overdense ste_p profl[e_Q], put fpr temperature_s .of

5 401 ba,nt ] the order of 1 keV this contribution is almost negligible

§ 20 % g [5,27]. Collisionless absorption via the anomalous skin effect
0 R also shows a maximum at large ang[@€8,29. These two

— a0l 1 contributions are displayed in Fig() for parametergsee

& . ) Sec. V) relevant to the experiment, along with results ob-

5 6or tained using a particle-in-ce(PIC) code.

8 40} o For the step profile, in which/A =0 and the ions remain

o e o . . o

8 ool ] stationary, this is qualitative agreement between the reflec-

< - e tivity measurements, theory, and PIC simulations. However,
OEO?E 15 30 45 60 7'5 "90 further simulations including ion motion and realistic pulse

o [deg] shapegfilled circles in Fig. 4b)] indicate that the absorption

maximum should shift back to 40—50° due to the formation
FIG. 4. () Angular dependence of the absorption of 380 fs, Of an underdense plasma shelf in front of the tardy.

248-nm p-polarized laser pulsefat 14, ~2.5x 10'® Wicn?; the  Relaxation of the density scale length by the prepulse would
standard deviation of the intensity of each single shot is23%e  also shift the absorption maximum towards smaller angles.
data points are reproducible and each point is the average of severBhis would imply that the density gradient remains very
shots with the statistical error shown as the error bar. The systensteep throughout the interaction with the main pulse, and that
atic error of all data points together &R/R~36%. (b) Calculated  jon motion is somewhat inhibited in the present experiment.
absorption for obliquely incident light at 3 W/cn? on a step  The reason for this may be the strong ponderomotive force
profile from: (i) Fresnel equations witine/n.=50, Te=1 keV (see Sec. IV B We conclude that although the theoretical

(solid ling); (i) PIC simulation withne/ne=10, Te=15 keV with 1o i breliminary, the reflectivity results forlight ap-
fixed ions(squares and (iii) analytical curve for anomalous skin y P Y: y 9 P

effect with n./n,=10, T,=1.5 keV: after Ref[28] (dashed line  P&a&r to bg consistent with anomalous skin heating in a step-

A,, dotted line A); (iv) PIC simulation with mobile ions; like density profllle.. . . )

m; /m,= 1836 (filled circles. For the reflectivity ofs-polarized laser lightRs, a dis-
crepancy is found and in particular at the highest laser inten-

solid angle at 18° W/cn? is roughly a factor of 3 larger SIY it may be seerFig. 4a)] that Re~R,. This may be
than at 16% W/cn? (measured at=45°). Furthermore, for explained by the ASE cgntrast ratio, which leads to a
these higher intensities a shift of the minimum of theprepu(l)%e Wltrrrllz an intensity of some Tow/en? (at
Ry(a) curve to larger angles of incidence has been found!o~1 Wienr). For s-polarized laser light the pondero-

This may be seen from Fig.(d, where the absorption motive force is less efficient and the preplasma may enhance
A,=1-R, is displayed as a function af (1o, ~2.5x 108 thg absorptllon of Fhe main pulse anq thus rgdupe the reflec-
Wicn?). tivity and, in particular, because this polarization is even

The measured reflectivity a-polarized laser lighR, is more sensitive to the surface conditions thmpolarized .Ia—
lower than expected from the previous lower intensity ex-S¢r light[20]. The preplasma effect would also explain the
periment. From Fig. @) it may be seen that, for instance, at d|_screpancy betweer! the present re_sults af ag/cn? and_
lo, ~10'® W/cn? Ry is lower than measured previously and With preplasma(at this lower intensity the ponderomotive
at intensities exceeding ¥Wicr? the reflectivity and force is also less efficienaind the previous results measured
hence also the absorption seems to be the samp-fand with no.preplasmiZO]. -
s-polarized laser light. However, due to the experimental er- The increase of the nonspecular part of the reflectivity at

: high intensities may also be explained by the presence of the
0, -

[:cl)l:dzéjlﬁerence of 25% betweeR, and R; cannot be ex preplasma that is created by both, the leading edge of the
Sorﬁe further reflectivity measurements were performed rpain laser pulséat these high intensities the plasma forma-
lo, ~1.5x 10 W/cm? and a=80° with p-polarized laser at|on threshold is exceeded about 1 ps before the peak of the
o4 - L ; laser pulsg and the ASE: when the main part of the laser
light using various target materialsarbon, aluminum, cop- energs hitt the preplasma it can be refle(F:)ted with a much

per, and platinium, and massive, foil and evaporated targets

It has been found that the reflectivity scales only weakly with\’v'.d(.er angular distribution than from the flat undistributed
original target surface.

) ) ) 0
the atomic number and increases from approximately 30% Other effects which can flatten the angular dependence

for light elements Z=6) to nearly 45% forZ=78 [Fig. T ; )
3(b)]. For Al no significant difference in the reflectivity has a;?;rl;gg\ss :‘Ic?rréhen%fatnhdehlglseetr)oter;('tg:géle]déstiléml?;smg pcr)erzgsure
been observed between the highly polished massive target . P P
the foil targets, and the layered targets. _dompare to Ref[27]), the critical surface WI|! be pushed
' inwards at the center of the focal spot, forming a hole the

B. Discussion of the absorption results depthh (in ..m) given by

The reflectivity measurements in FiggaBand 4a) imply h~ E 12 Ne Y2t a
that the absorptiolA (=1—R) for the higher intensities Ne 0

P
A 200 f
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FIG. 5. Microdensitometer scans of two typical soft-x-ray spec- — 80 s *
tra from a carbon plasmé) and an aluminum plasméb). The & .
spectra are time- and space-integrated and corrected for background < sl satellites Al Ly-o |
radiation and were measured at an average intensity of 2 SiK«
10'® W/en?, at a=45° and with p-polarized light pulses. Five w
laser shots were accumulated for each spectrum. oL . - ]
6.5 7.0 7.5 8.0 8.5
where A is the atomic numbera, the normalized quiver A [A]

momentump,s.//mc, n, andn. are the electron and critical

density, respectlyely, am; is the pulse length in fs. For the FIG. 6. Von Hamos spectrum observed from a target consisting
parameters of interest here, we haw¢Z~2, a,=0.3,  5f 4d=1000 nm(a), a 600 nm(b) and a 100 nmic) Al layer on a
ne/nc~10, and t,=400 fs, which gives a depth gj substrate(frontside observation The spectra were measured
h~0.13 um, or around 1/20 of the spot size. Assuming thewith p-polarized light atl,=3x10"® W/cm? and a=45°. The
hole formed acts as a spherical mirror, this will lead to anASE intensity contrast ratio was 108-5 shots have been accumu-
additional divergence of 10°, consistent with the observedated for each spectrum. The x-ray emissiofis normalized to 1
increase in the nonspecular reflectivity. However, the effecshot and the background is subtracted. The insef@ohows the
is not strong enough on its own to account for the highspectrum at short wavelengths. Lines of H-like ions have been ob-
absorption seen witls-polarized light. We also note that a served up to the Ly line. However, lines from even higher tran-
more realistigtwo-dimensiongl analysis would have to take sitions might be present but not be distinguishable from noise.
into account the radial intensity distribution of the focal spot,
as we consider later for the temperature calculation in Sec. gjmilar to before Fig. B) shows a soft-x-ray spectrum
IVF. recorded with the same experimental conditions but now the
target material was Al. The observed lines originate mainly
from L-shell transitions. The strongest line in the spectrum
IV. X-RAY MEASUREMENTS can be associated with the Al IVs3p transition at 160.1
A. From Fig. 5 it may be seen that the soft-x-ray emission is

. L of the same order of magnitude for both materials.
Figure %a) shows a time integrated carbon spectrum. The

observed line emission is due to the radiation from H-like,

He-like, Li-like, and a small amount from Be-like carbon B. keV x-ray spectroscopy of the hot plasma

ions. The spectrum is dominated by three lines in first and

higher orders(up to the eighth ordér The identified lines Figure &a) shows aK-shell spectrum observed with the
are, namely, the Ly, Ly-B8, He-, and Heg lines. Al-  von Hamos spectrograph from the front side of a 1000 nm Al
though lines from higher transitions of the H-like ions might layer on a Si substrate. The spectrum was measured with
be present as well they are not distinguishable from noisep-polarized light atl,=3x10'® W/cn? and a=45°. The

The strongest line in the spectrum is the Wdine, indicat-  spectrum consists of the Al-shell lines, i.e., the H-like and
ing that an appreciable amount of He-like ions are present ithe He-like resonance lines together with their satellites
the plasma. From the Inglis-Teller lim[82] of the H-like  which are labeled according to the notation of Gabiras].

and He-like ions the upper limit of the electron density canSelf-absorptior{due to opacityin the peaks of the He-and

be estimated for emission volume of the resonance lines tble-3 resonance lines has been obser{ed. 7). The dou-

be less tharf5—10x 10?%cn?, i.e., less than 3—6 times the blet in the Ly« resonance can be resolvédsert in Fig. 7
critical electron densityn, (n.=1.8x10°2 cm 3 for and the intercombination line may be clearly seen. Weak
KrF*-laser radiatiohn continuum emission has been observed as the background of

A. Soft-x-ray spectroscopy of the hot plasma
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FIG. 7. Spectral shape of the Al He-group measured with .§; ’
p-polarized light atl,=2x10"® W/cn?, a=45° and observed 2
from the frontside. All spectra have been normalized to the maxi- 0.02 4
mum of the Hee resonance line. The influence of the layer thick- o
ness is shown for a spectrum from a mass_ive Al tafgetles and 10 0 10 20 30 40
layered targets with @=100 nm (dotted ling and d=1000 nm
(solid line). The ASE intensity contrast ratio was ‘10The insert t[pm]

shows the Lye line from a massive Al target.
FIG. 8. Time of flight spectra of Al ions from plasmas produced

by a full energy shot lp=2x10'® W/cn?) (a) and by the ASE
Al 1) may be seen as well in this spectrum but nokSix prepulse only(fs-seed pulse blockedb), respectively. The signal
was measured with a Faraday cup biased wi#t0 V and mounted

emission.
L : in a distance of 20 cm from the target surface. The angle of obser-
Similarly, Figs. §b) and Gc) show spectra from targets vation was 40°. The laser light wgspolarized and the angle of

consisting of a 600 and 100 nm Al layer on the Si SUbStratei‘ncidence wasyr=45°. The ASE intensity was$10'° W/cn? for
r?SpeCt'YS_IY;\A{V'th dec_reasmg layer thicknasshe Al 1-v both curves. The labeled peaks correspond to ion velocities of
(_|.e., Al . ) _K-a I|.r+le(z)“q$<§reases -Whe:\reas at the same; 5 17 cm/s (1), 10 cmis (2) and (3).
time the Sii-vi (i.e., Si ) K-a line is enhanced. In
comparison to similar experiments performed at longer laser ] ]
wavelength[15-17 the K-a emission from Al and Si is Plasma depends even less on the laser intefi3#}).
relatively weak if compared to the emission from the hot The electron density of the hot Al plasma has been esti-
plasma(e.g., the Hew line). Furthermore, n&-a emission ~mated using the x-ray line diagnosis procedures described in
from multiply ionized atomsi.e., Alv, Al vi, etc) has been [34], i.e., the intensity ratio different satellite lines in the
observed within the present experiments. spectra, the width of the resonance lifky-«, He-w, and
For d<800 nm[Fig. 6b) and Fig. &c)] x-ray emission He-B) and in addition the intensity ratio of the lines in the
from a Si plasma has been observed, i.e., the SkHie Ly-« resonance doubleff35]. From these diagnostics an
together with the satellites. Thus a layer of 700—800 nm malectron densityr, of 1-2 times the critical density may be
be regarded as the time-averaged thickness of the hot plasmastimated for the emission volume of the resonance lines
The influence of the Al layer thickness (0.1,.,6 um and  whereas the emission from the satellites originates from even
massive Al targefson the spectral shape and hence on thenigher densitiesr(,>4n,).
plasma conditions is very small and as an example Fig. 7 Finally, it should be mentioned that there was no signal of
shows the shape of the Heg_roup for a massive Al target rays exceeding 10 keV photon energy.
(d==) and layered targets witth=1um andd=100 nm Al
on Si, respectively. The difference in the spectral shape in
this line group is negligible and also the laygroup and the
He-B line in the corresponding spectra have the same shape. The influence of the ASE prepulse was surveyed by
Ford=100 nm no cold AK-a emission has been observed. blocking the fs-seed pulse. By observation of the ion signals
This indicates that most of the Al atoms have been ionizedfrom the Faraday cupf36] an onset of plasma production
The main influence of the shot-to-shot intensity fluctua-has been found at both the lower and the improved contrast
tion on the x-ray emission is that this fluctuation leads toratio. As an example Fig. 8 shows the time-of-flight spectra
spectra which typically differ by a factor 1-3 in their of an Al plasma produced by a full energy shaj and a
strengthbut theshapeof the spectra is reproducibl€ig. 7).  plasma produced by only ASE), respectively. The tempo-
This observation agrees with previous measurements wheral zero point is assumed to coincide with the electromag-
it has been shown that the x-ray emission scales witmetic noise signal from the laser discharge. The peaks in
(Ig)* -2 [10,20,27,3% whereas for instance the electron Figs. 8§a) and 8b) correspond to ions with velocities of
temperature and the electron density are much weaker fund-2x 10" cm/s (1) and 16 cm/s(3) (fast ions with veloci-
tions onl, (e.g., T, scales roughly with the square root of ties exceeding 0 cm/s could not be distinguished from the
Iy [10,17,27 and the electron density in the highly ionized noise signal

the spectrum. The “cold”’K-a line of the solid Al (i.e.,

C. lon measurements
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Peak 1 can be explained by the thermal expansion of the 0.6
hot plasma. In addition, it has been found that the ion veloc-
ity is nearly the same for both contrast ratios and indepen-
dent of the target materidl.e., Al, Si or layered targetsbut
the signal height depends strongly on the contrast ratio and
differs by a factor of 2—6 between “low” and “high” con-
trast ratio. In contrast to the measurements of Meyerhofer
et al.[10] it has been observed that the signal increases with
the prepulse intensity. Using a convenient model for the 0.1
plasma expansiof87] a lower limit for the electron tempera-
ture may be estimated from this peak to be of the order of
300-400 eMthis value corresponds to the expanded plasma
which is collisionles$38]). Peak 3 arises from the preplasma
and it may be seen that a similar pei@ is covered in the FIG. 9. SiK-a line intensity/ emitted from Al layered targets
wing of the time-of-flight signal in Fig. @). These peaks on a Si substrate and observed from both, front ¢iiesed square
correspond to an electron temperature of the preplasma of §mbols and back sidécross symbolsas a function of Al layer
ev. thicknesgd. The incident laser intensity was *f0w/cn?, the angle
However, the effect of the prepulse on the generation opf incidence 45° and the light wgspolarized. All data have been
the x-ray emission from the hot plasnia not too strong. corrected for reabsorption in the Al and Si layers, respectively, and
This may be seen from both the Faraday cup measuremer‘lfkadd't'on’ they have been normallzeq to th_e accumulated incident
(see aboveand from the comparison of the Al spectra from laser energy. The resglt of the simulation using a hot ellect.ron tem-
. erature ofT,=8 keV is shown for both the front-sidsolid line)
the present work with those measured at one order of mad;-nd back-sidédashed ling observation
nitude less intensity but better contrast rdd]. The shape '
of the line emission in both experiments is nearly the same
and thus indicates that also the electron density is not much E. Energy of the fast electrons
different. The measurement of thk-a emission in multilayered
The reason for this may be the following. Although it is targets is a well established methfB,15,14 to study the
expected that the ASE prepulse leads in principle to a loweenergy of the hot electrons. In the present experiments these
density plasma this may be partly compensated by the porelectrons were produced near the target surface in a region
deromotive force at high laser intensities which stronglynot larger than several hundred nanometers thickiess
pushes the plasma at the critical den$ity,27,34,3% Thus Sec. IV B) and at densities close to the critical density.
the x-ray emission and the energy deposition still take place The basic idea to determine the energy of the hot elec-
in the overdense region. trons(i.e., the so-calledhot electron temperatureJ is that
they lose part of their kinetic energy in the Al layer before
they penetrate into the Si substrate. In both materials those
electrons which still have enough energgxceeding the
__The time averaged electron temperatoféhe hot plasma K -shell binding energycan ionize the cold atoms and thus
Te has been estimated from the foil transmission measurdead toK-a emission from the Al and Si atoms. Thus, vary-
ments. For the aluminum plasmas produced by an intensiting the thickness of the Al layers affects the absolute value
of 1,=10'"® W/cn? and p-polarized laser light aw=45°  and the ratio of the Al and K-« line intensity. Hence a

T, is approximately 1500 eV with a systematic error of 500mMeasurement of the line intensity ratio as a function of layer

: ; thickness(e.g., see Figs. 6 and) Yrovides a method for
eV. This value agrees with thg,(l,) dependence deduced ; .
previously for Al Subpicosecong(u({)/ Iasre)r produced plasma educing the penetration depth of the hot electrons and thus

. he electron energy.
[27,34. The electron temperaturds of the Si plasmas and To our knowledge all previous experiments which have

the plasmas from the massive and layered Al targets progseq this method detected tHee emission from the front
duced with nearly the same experimental conditions are apsige of the target surface, which means that the emission
proximately the same and thus indicate similar plasma confrom the substrate material had to penetrate the layer on the
ditions for both materials. target surface. By contrast, back-side observation has advan-
Obviously, T, is much lower than the “initial tempera- tages: reabsorption of th€-« line in the substrate material
ture” T.,, i.e., the temperature at the peak of the laseis relatively low because of the lack of tiie shell for pho-
pulse, which can be estimat¢@7] for the present experi- toelectric absorption. Thus th€-« line emission may be
mental conditions to exce€l, ,~3 keV (in the vicinity of  observed quite efficiently from the back side if the thickness
the critical density. Similar to the hot electron temperature of the substrate does not exceed a value of the order of
deduced from the high energetic electrons, iTg.{this will 1/u (u is the photoelectric absorption coefficignthis cor-
be discussed in the following sectiothis temperature cor- responds to a maximum thickness for the substrate of 9.5
responds to a temporal snapshot, however, from a differenem for aluminum and 12.3.:m for silicon.
tial spatial region T, : from the hot plasmaf,: from elec- The advantage arises from the possibility to exciteKkhe
trons which are accelerated into the bulk material, wherestates of Al by the emitted -« line. Due to the lower
most of theK-a line radiation occurs energy AlK-a emission cannot lead to the excitation of the

0.5
0.4
0.3

0.2

Cgi [arb. units]

0.0

d [um]

D. Electron temperature of the hot plasma
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K state of silicon. However, SK-a emission can in prin- S —
ciple excite the AIK states and thus influence the relative [

ratio of both lines. Thus, in the case of front-side observation 10° kb * O
where the SK-« emission has to propagate through the Al Stanford® Vulcan]
layer the absorption depth of about Juin gives a limitation [ ]
of the precision of the electron energy determination. %‘ 102 | B MBI 4

Before the hot electron temperature was calculated the £

artificial contribution of theK-shell excitation by x-ray pho- = OINRS

tons emitted from the hot plasma has been estimated by tak 10" E EILULI ® r

ing into account all spectral components of the hot plasma o LLE[] q\ 3

which could excite th& shell. However, it has been found F SPRITE ]

that suchK-a fluorescence is not of much importance, in 100 Lot vt s anad e veenel el

particular, for thick Al layers. 10'° 10'° 10" 10" 10'°
In order to extracfl,, from the dependence of the-« A2 [Wcm'2 umz]

signals on the layer thickness a simple model has been de-

veloped and the experimental data were compared with the

simulation. The one-dimensional model is based on the as- FIG. 10. Comparison of the hot electron temperatures deduced
sumption of the Bethe-Bloch energy loss functioE./dx  from various experimentéopen squargs LLE is from Ref.[15]

(E, is the electron energyand neglects elastic scattering of (@=60°, p-pol.), LULI from Ref. [16] (a=7°, p-pol.), SPRITE

the electrons. As a first approximation the electron energjfom the present work ¢=45°, p-pol), INRS from Ref.[17]
distribution, which cannot be determined from the experi-(¢=0°, s-pol), MBI from Ref. [11] (a«=45°, p-pol,), Stanford
ment, is assumed to be Maxwellian. Later we consider disom Ref.[14] («=30% p-pol, Vulcan from Ref[1] (p-pol.). The
tributions calculated from PIC simulatioiSec. IV B. With corresponding points calculated by PIC simulations with the same

. RAE . conditions are shown as webkolid circleg. The two points of the
f:]_ej?azsizﬁg:]prsons the energy fract e) converted into present work correspond to the two intensities of the “double-box”

energy distribution described in the text.

Naok(Ee)Ex . i .
—dE. (1) more sens!uve. The best'ﬁt of thg experimental data was
€ obtained withT,=8 keV (Fig. 9. This temperature may be
dx regarded as a lower limit because additional consideration of
electron scattering in the calculation would give a smaller
simulated penetration depth for an electron of the same en-
ergy and hence a lowé€-a intensity[42].

It should be mentioned that the detection efficiency in the
experiment did not permit the high-energy component to be
1E measured more precisely. This was because for thicker layers
UEQ)dEe=—— —Ka 7cF(Eo)dE,, (2)  itwould have been necessary to accumulate much more than

4m Eg five shots for a spectrum, which was not possible with the

. repetition rate of 1 shot every 10—20 min.
with the energyEy, of oneK-« photon and the fluorescence P y

efficiency ¢ . Now the total yield may be obtained by inte-
grating over the whole energy range

F(Ee) =

wheren, is the number of atoms per unit volumey the
cross section foK-shell impact ionizatiorftaken from[40]),
and E¢ the energy necessary to ionize tkeshell. TheK-
« yield per electron and solid angle is given by

F. Discussion

The value ofT;, deduced from th&-a measurements is
_ |- significantly lower than that expected from similar experi-
(T = fo BT (Ee, Th)dE,, @ ments with short pulse lasers assuming the usual scialitlg
with some fractional power dfA?; see Fig. 10. In fact, the
where f(Eg,T,) is the Maxwell-Boltzmann distribution value from the present experiment would be consistent with
function (this turns out to be a reasonable assumption whegharacteristic energies acquired by electrons under
compared to self-consistently calculated energy distributions-polarized illumination. In this case, one can naively expect
from the PIC simulation; see Sec. IV.F an electron to gain an oscillatory energy normal to the target
The result of the calculation may be seen in Fig. 9, whereof
the SiK-«a yield {s; observed from both front side and back

side is plotted as a function of layer thickne$sAll data _ (Vosd?
U= 511

coq o) keV

have been corrected for reabsorption in the Al and Si layers, 4

respectively, using the absorption coefficients from Ref. )

[41]. In addition, due to the shot-to-shot fluctuation of the _ E (21A (l/\/§)=16 keV @)

laser energy and the accumulation of several shots for some 4 1.4x10%® |

of the spectra the data have been normalized to the accumu-

lated incident laser energy. Since this is a monoenergetic estimate, subsequent thermal-

The hot electron temperature has been fitted for bothization would lead to equivaleriMaxwellian temperatures
front-side and back-side observation and as expe(ted of 6—10 keV, consistent with the measured value. On the
abovg it was found that the detection from the back side isother hand, the measurements here were made entirely with
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p-polarized light, for which much higher temperatures can r T T T T y T
be expected due to the presence of more efficient heating
mechanisms such as resonance absorpfi2®,22 and
vacuum heating8]. Indeed, PIC simulations with parameters
relevant to the present experiment yield quasi-Maxwellian
hot electron distributions with temperatures of 40 keV for
p-polarized light atl =2x 10*® W/cn?; Fig. 10. A comple- “E10°
mentary simulation withs-polarized light gives a tempera-
ture of 5 keV, in agreement with the simple estimate above
[Eq. (4]
The discrepancy can be at least partly explained by taking 107 3
into account the radial pulse profile, which was far from :
GaussiarnFig. 2). As mentioned in Sec. Il, only 30% of the
total energy was contained in the centralu(8) spot; the
remaining 70% was distributed over a much broader area of 10 E T T T
15-20 um diameter. In other words, the hot electrons pro-
duced in the wings of the central spot may well dominate the
overallK-a signal. To check this, we can combine the output
from two PIC simulations and use the result as input for the
stopping calculatioriSec. IV B. £
First, we assume a simplified radial profile with a hot spot ~_
of diameterao=3 um at |,=2x 10 W/cn?, surrounded ST
by a broader spot withr,,=20 um at I,,=10 W/cn?. 10'F @ experiment .
Since the PIC simulation is 1D, the hot electron distributions f -~ double-box'intensity distribution
f,(E.) must be weighted by the total area irradiated by the F—lm107 Wiem
respective components, that is, 10 "12)2 E— "1;3
2 d [nm]
—=— —=45—. (5)
No op fho fro FIG. 11. (a) Weighted distributions from two simulations at dif-
ferent intensities I(,=10"" Wi/cn?, ¢,=20 um: solid line;
The result is depicted in Fig. 1), which shows the | —=2x10"® wicn?, o,=3um: dotted ling together with the sum
weighted distributions from two simulations at different in- representing the net distribution for this “double-box” profile
tensities together with the sum representing the net distribushort dash Maxwellian distributions T,=10 keV: dashed line;
tion for this “double-box™ profile. T.=40 keV: dot-dashed lineare also shown for comparisotb)
Next, this distribution is fed into the stopping calculation Ratio of the SK-« line intensity to that of the AK-« line intensity
[Egs. (1)—(3)], the result of which is shown in Fig. i, from the experimenifront-side observation; dotsand from the
along with the result for the 8 keV Maxwellian from Fig. 9. simulation (,=2x10"® W/cn?: solid line; double-box intensity
We see immediately that thé-« ratio is dominated by the distribution: dotted ling using the distributions shown i@. The
colder electrons from the larger, low-intensity spot. A moreresult forl,,=10"" Wicn¥ is nearly indistinguishable from the re-
quantitative comparison using a double distribution is noult using the double-box intensity distribution.
possible without including elastic scattering.

______ T,=40keV  (Maxwellian)
----T=10keV (Maxwellian} |_|
—1,=107W/em?  (PIC)

. =210 Wrem?  (PIC)
........ ‘double-box' profile (PIC)

T T T TTT

high laser intensity(in agreement with other experiments
[17,34,39) and thus still lead to a steep electron density
profile. By contrast, the ponderomotive pressure for
The interaction of 380 fs KrF-laser pulses and up to s-polarized laser light is weaker, the radiation is more sensi-
intensities 18 W/cn? has been investigated in detail and, tive to the preplasma and it is less efficiently absorbed, es-
in particular, the present experiments address both the cogpecially at the lower intensities.
pling of UV laser radiation at high intensities and the pro- X-ray spectra from Al plasmas have been measured in
duction of fast electrons from the laser-target interaction. both the keV range and in the soft-x-ray region. Analysis of
Absorption measurements have been performed as a funthe spectra indicates that the electron temperature of the hot
tion of the laser intensity and the angle of incidence for bothplasma exceeds 1 keV and the electron density has a value of
p- ands-polarized laser light. The absorption measurementseveral times the critical density. From the time-integrated
reveal substantial absorption of about 60-70 % of thaneasurements of the spectra it has been shown that the hot
p-polarized laser radiation in the solid even at intensities inplasma does not extend more than several 100 nm behind the
excess of 168 Wicn?. The peaking of the absorption for original target surface and that a surface layer of 100 nm is
p-polarized laser light and large angles of incidence, i.e.fully ionized.
70°-80° are consistent with the anomalous skin effect in a The experiment has also shown that the laser plasma in-
steplike density profile as an important contribution to theteraction does not depend strongly on the target material if
total laser pulse absorptid8,29. Furthermore, this would the laser intensity exceeds #0wW/cn?. The absorption
imply that the preplasma that was present in the experimergicales only weakly with the atomic number and it increases
is strongly pushed by the ponderomotive pressure due to tHgom approximately 30% for light elements to 45% for

V. CONCLUSIONS
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Z=78 (for «=80°). In addition, from the x-ray measure- which is more consistent with that expected from the&

ments and the detected ion signals it may be deduced thataling: we findT,,~40 keV andT,~(8+2) keV for the

also the plasma parameters are not much different. two intensities 2 10'® W/cn? and 167 W/cm? comprising
The hot electrons produced by 248-nm light have beerhe whole focal spot.

studied. A systematic investigation of the hot electron yield The requirement for a realistic “fast ignitor” laser have

and the corresponding energy from targets consisting of aBeen estimated to #® W/cn? and a pulse duration of about

Al layer on a Si substrate was carried out. TKea line 10 ps to push the underdense plasma and electronsilof

emission produced by the hot electrons has been observed gV are required for ignitionl \? scaling of 1um lasers to

a function of the AI—Iayer thickness from both the front side 1020 \/\//Crn2 y|e|ds hot electron temperatures well in excess

of the target and the back side. of 10 MeV, too hot for efficient target ignition. The same
Simulations were performed combining a PIC code with ascaling for 0.25um lasers yields hot electron temperatures

stopping model based on the Bethe-Bloch energy loss fungn the 1 MeV range corresponding to the required electron
tion. A simple comparison of the experiment with PIC simu- energies for target ignition.

lations shows that the hot electron temperature is consider-
ably lower when compared to visible and infrared laser
radiation and comparable intensities if a single laser intensity
is assumed in the modeling. However, further investigation
shows that it is essential to take into account a more realistic The authors would like to thank O. Willi for discussions
laser intensity distribution in the focal spot. Indeed, theand making his results on laser pulse absorption available for
anomalously low measured temperature can be explained lizgem prior to publication. The authors are grateful to G.
assuming that the contribution of hot electrons from theTeufer for the careful preparation of the targets. This work
wings of the focal spot dominates. A simple “double-box” was supportedin part by the Human Capital and Mobility
profile gives a good estimate for the hot electron temperaturrogramme of the European Community.
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