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We have studied composition-depth profiles in thin films of blends of deuterated polystyrene and
poly(a-methyl styrene) using neutron reflectometry and *He nuclear reaction analysis. Some of the neu-
tron reflectometry data are analyzed using a maximum entropy technique with Bayesian probability.
One blend is miscible for all compositions at the temperature studied (180 °C), and we are able to obtain
a bare surface energy difference between the two polymers from the equilibrium surface profile. The oth-
er blend that is studied is partially miscible, and here we have compared the approach to wetting in this
blend with a simple model based on mean field theory. For quenches deeper into the metastable region
of the phase diagram, the simple model fails due to, we believe, a competition between wetting and bulk

nucleation and growth.

PACS number(s): 05.70.Fh, 36.20. —r, 47.20.Dr, 68.45.Gd

I. INTRODUCTION

There has been considerable experimental [1-18] and
theoretical [3,19-34] interest of late in surface enrich-
ment in thin polymer blend films. In a miscible blend, the
surface is expected to be enriched, with respect to the
bulk, in the component of lower surface energy; due to
the large size of polymer molecules, these surface segre-
gated layers can extend some distance into the bulk of the
film. In a blend that is partially miscible in the bulk, al-
ternate mechanisms of phase separation are available in
thin films, and thick wetting layers of the lower surface
energy component may grow [35]. Such phenomena are
of great practical and theoretical interest as they
represent a simple example of the behavior expected
when phase transitions are influenced by confinement, re-
duced dimensionality, and surface effects. The theoreti-
cal starting point is still the mean field theory approach
due to van der Waals [36-38]; in addition, the growing
power of computers has facilitated complex Monte Carlo
simulations of such phenomena [23,24,28,29]. This field
may provide opportunities for improved coatings and for
surface engineering of polymer based materials.

Quantitative data on surface segregation in miscible
polymer blend films have been obtained in the past seven
years. Miscible blends of polystyrene and poly(vinyl
methyl ether) [1], and isotopic polystyrene (d-PS—A-PS)
mixtures [2,3], showed significant surface enrichment of
one component. In the latter case, the adsorbed amount
was interpreted in terms of a mean field theory [22] and
subsequently there has been a detailed examination of the
shape of the near surface composition profile using neu-
tron reflectometry (NR) [5]. These experiments were
later extended to include a study of the kinetics of segre-
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gation [4,13].

There has been much less work on partially miscible
polymer blend films quenched into the metastable region
of the phase diagram, despite the theoretical interest that
this has generated [10,15,23,24,27,31,34]. In such films a
wetting layer will form and, in a semi-infinite system,
grow indefinitely. Such growth is curtailed by finite size
effects [21].

We choose to study blends of d-PS and poly(a-methyl
styrene) (PaMS) as it is easy to access any part of the
phase diagram and also because the phase diagram for
these blends is well known, with good agreement as to the
segmental interaction parameter using different experi-
mental techniques [39—-45]. One interesting difference be-
tween this system and previously studied systems is that
the glass transition temperatures, and thus the segmental
friction coefficients, are very different. This might be ex-
pected to lead to much more complicated kinetics than is
observed in blends with components of comparable
mobilities; we do indeed observe such complicated time
dependent behavior.

In this paper we first describe determinations of the in-
teraction parameter and then move on to a miscible
blend. Here we consider the equilibrium configuration of
the surface layer before moving on to discuss the kinetics
of the segregation. We find that the equilibrium profile
can be explained by mean field theory but with small
discrepancies. However, the kinetics are not accounted
for by simple ideas. Finally, we consider off-critical
quenches inside the coexistence curve. We observe a wet-
ting layer form and grow, and apply a simple model to
the kinetics of the growth of the wetting layer. In order
to understand our data we modify our model in an empir-
ical way to account for the nucleation and growth of
domains in the bulk of the film. For much of the
reflectometry data discussed, we have used the relatively
new maximum entropy method of analysis, the strengths
and weaknesses of which we discuss below.

825 ©1996 The American Physical Society
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II. EXPERIMENT

In all experiments we use d-PS with a molecular weight
(MW) of 49000 and two different PaMS chain lengths
(MW 49000 and 97 600). We shall refer to these blends
as 49k-50k and 49k-97.6k, respectively. All polymers
have polydispersity indices of 1.03 and were purchased
from Polymer Laboratories. The films were spun cast
from a toluene solution onto single crystal silicon wafers
from which the native oxide layer had not been removed.
The wafers were cleaned prior to casting by scrubbing
with toluene and then methanol. The wafers were con-
sidered clean when the oxide layer was measured by ellip-
sometry to be less than 25 A thick. The films were an-
nealed in a vacuum oven at 180 °C [46] [the uncertainty in
temperature is =3 °C for NR samples, and £1°C for nu-
clear reaction analysis (NRA) samples]. The total film
thickness was obtained using ellipsometry.

Neutron reflectometry [49,50] and 3He nuclear reac-
tion analysis [51] are ideal techniques for determining
composition-depth profiles of polymer films, and we use
them here. The NR experiments were performed on the
CRISP reflectometer [49,52] of the ISIS spallation neu-
tron source at the Rutherford Appelton Laboratory and
the NRA experiments were performed at the Device Fa-
brication Facility at the University of Surrey. In NRA
experiments a beam of *He ions is incident on the sample.
The ions react with the deuterium present in the sample
and produce high energy protons which are detected us-
ing a silicon barrier detector. The proton energy is
dependent on the *He energy which therefore provides us
with information on the depth in the film where the reac-
tion took place. The d-PS composition-depth profile is
determined by comparing the spectrum profile to that
from a uniform d-PS film. The resolution of the experi-
ment is limited compared to NR, but is much better at
depth than other ion beam techniques such as forward
recoil spectrometry. At Surrey, for a sample at 15° to the
incident 700 keV beam a Gaussian resolution of width
better than 140 A is possible, staying reasonably constant
with depth up to 4000 A into the film. Recently, currents
of better than 100 nA have been achieved and so the sam-
ple was left in the beam for only a few minutes to prevent
significant beam damage and heating. The advantages
and disadvantages of NR are well known and we will
only briefly summarize them here. In NR experiments
the reflectivity for values of the neutron wave vector, k
(the perpendicular component of neutron momentum),
above the critical value for total reflection is measured as
a function of the wave vector. The reflectivity in the lim-
it of large wave vectors is given by the modulus squared
of the Fourier transform of the derivative of the scatter-
ing length density profile. Because of the loss of phase in-
formation, and because much of the experimental data
fall outside the limit of validity of this approximation,
reflectivity data cannot be directly inverted. However,
this relation tells us that NR is particularly sensitive to
sharp composition gradients where there is significant
difference in contrast (i.e., different scattering lengths) be-
tween the two components. For shallow composition
gradients it is much more difficult to obtain a unique

depth profile as much of the information is located at
wave vectors corresponding to total reflection. We ana-
lyze our NR data using two different approaches. The
first is a model fitting method as described elsewhere [53].
A model profile is fitted to the data by adjusting parame-
ters using a downhill simplex routine [54]. This method
restricts the experimenter to a model form for the profile
which may or may not be correct. In many cases, it is
more desirable to use a technique capable of free form
profiling such as simulated annealing [55] or maximum
entropy (MaxEnt) [18,56]. In free form methods the film
is split into a large number of small intervals and the
volume fraction obtained at each point. Of course, with a
large number of free variables a large number of possible
solutions will fit the data equally well; to determine which
to choose requires some regularization scheme. Such a
scheme, with some fundamental information theoretic
justification, is provided by the maximum entropy
method, which is described in more detail below.

Maximum entropy analysis of NR data

Optimal fitting procedures usually require that the un-
normalized x? lie within a range N+(2N)!/2, where N is
the number of data points. If one applies a free form
method to a set of data, with little or no constraint on the
result, and if one allows a large number of points to make
up this free form result, then one can easily obtain values
of X2 close to zero. As well as this, one creates a large
number of possible solutions to the data. In short, if one
attempts to fit data, then one must beware of fitting sta-
tistical noise within those data. Maximum entropy has
its own protection against a large number of solutions.
We choose the most probable profile of the possible set by
defining, and maximizing, an entropy, which is propor-
tional to the logarithm of this probability. The simple
MaxEnt method makes no assumptions about the degree
of correlation between neighboring intervals, and this
tends to introduce into the solution unphysical small
wavelength volume fraction fluctuations (spikes). In the
modified MaxEnt method we use, this is prevented by an
“intrinsic correlation function” (ICF) [57] which imposes
a degree of smoothness on the volume fraction profiles
reflecting our a priori knowledge that such short wave-
length fluctuations are improbable.

If the film is assumed to be laterally homogenous, then
we may take the composition-depth profile ¢(z) to be

j=M )2
#(z)= 3 ¢;exp

(z —jAz
j=1 20'2

where the summation is over all of the M elements, Az, of
the film. The exponential term is the ICF [57] represent-
ed as a Gaussian of width 0. We wish to infer ¢(z) from
the reflectivity data and so we wish to maximize the con-
ditional probability distribution function P(¢#(z)|R (k)).
This may be evaluated by using Bayes’ theorem:

P(R (k)|¢(z)) < P(¢(z)|R (k))P((2)) )

since the left-hand side is easier to obtain. This left-hand
side may be related to the residual squared misfit statistic,
if we assume the N data are subjected to independent

, 1)
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Gaussian additive noise, by

X°N

P(R (k)|¢(2)) < exp >

(3)

In such a free form fitting procedure the number of data
and the number of fitting parameters are comparable and
so least squares fitting is undesirable. We take advantage
of the volume fraction profile being positive at all values
of z and relate the probability density distribution to an
entropy [58,59]

P(¢(z)) xexp(asS) , (4)
where a is a constant and the entropy is given by
i™ ¢;
S=3 |¢j—m;—¢In—— |, (5)
j=1 m;

where m j is a suitable measure for the fit, often referred
to as a default model since, in the absence of data,
¢;=m; is the optimal solution. m ; is generally taken to
be flat since we are usually ignorant as to the precise form
of the probability density distribution. We may, howev-
er, choose a different prior if we do have preexisting
knowledge from, say, NRA data. The Lagrange multi-
plier a is chosen such that y?~1. This relationship is
rather ad hoc but can be handled in a more rigorous way
[57] and provides the basis for a fully quantitative max-
imum entropy analysis [60]. An algorithm for the im-
plementation of (4) and (5) with the likelihood function
(2) is given by Skilling and Bryan [61].

It is possible to obtain an estimate of the reliability
about a given point. If we let ® be the average value of
the volume fraction between two points z; and z,, then

1

2,72

b=

[ p(2)dz =dyto ©)
Z

and a plot of the error bar as a function of the size of the
symmetric interval *(z, —z,)/2 yields a star-shaped ob-
ject representing the reliability of our solution about a
given point +(z,+z,)/2 [62]. There is little point in cal-
culating errors on individual points because the errors
would be unrealistically large since adjacent points are
correlated.

There are limitations to the procedure. Consider how
the MaxEnt method works: first the routine tries to
reduce x? while trying to keep the entropy as large as
possible. When (the unnormalized) ¥? is approximately
equal to the number of data points, N, the routine max-
imizes the entropy of the composition-depth profile. This
is analogous to the entropic term in the free energy of a
polymer mixture but with the constraint y>~N. As long
as this constraint is satisfied, the MaxEnt method will try
to come as close as possible to a uniform film. With this
in mind shallow composition gradients are inhibited,
despite the possibility of being physically real. However,
this is more a limitation of NR than the MaxEnt method
of analyzing data. If one knows a priori the theoretical
form for the profile, then one may fit to that, but any oth-
er method will return a profile with a large associated er-
ror (although it is likely that the user will not be able to

compute this error). MaxEnt will return the most likely
profile, given the stated constraints.

The Gaussian smoothing function used in this im-
plementation of MaxEnt also has an adverse affect on the
intrinsically good resolution of NR as it tends to smooth
out surfaces; it is much harder to obtain an accurate sur-
face volume fraction using this technique. This does not
mean that a 10 A wide interface will not be revealed by
MaxEnt because, if the contrast is good but the smooth-
ing function width is kept small, then sharp interfaces
can be obtained. There is always the danger that unwant-
ed ringing will appear elsewhere in the profile when this
is done, and indeed this was a problem in the miscible
blend discussed in Sec. IV.

A limitation of a more practical nature with this
method of data analysis is that one must know all the as-
sociated parameters of the experiment, for example, the
error in the angle of the neutron beam, 6, and the resolu-
tion (A6/6). These parameters cannot be fitted with this
method, except at the expense of a large computational
demand.

MaxEnt is an ideal method for analyzing NR data
when there is no known theoretical behavior, or where al-
ternative possibilities may exist. It is computationally
demanding given that many fitting parameters are neces-
sary (for example, many of the fits in this paper used 250
points to form the composition profile). Even so, this
MaxEnt method is a powerful free form fitting routine
because of the twofold protection provided against spuri-
ous composition fluctuations.

III. PHASE DIAGRAM

One of the most important parameters required in or-
der to reach a quantitative understanding of our results is
the Flory-Huggins interaction parameter. For our two
blends we have used a value obtained by previous work-
ers, and a similar one obtained from our own experi-
ments.

For the blend with the PaMS MW of 50000, we use
the value obtained by Lin and Roe [41] using light
scattering and, setting this in the usual dimensionless
form [63] based on a toluene lattice (with lattice parame-
ter 5.61 A), we obtain

X(¢,T)=l7;4(0.0626“0.0018¢—5.6><IO’ST), (7

where T is the temperature in degrees Kelvin. We have
used densities of 1.132 and 1.073 gecm ™2 for d-PS and
PaMS, respectively, for calculating the polymerization
indices.

This value is found to be ~10% too small for the blend
with a PaMS MW of 97 600 and so we multiply the above
value by a constant term (see Sec. V) and obtain

x(¢,T)=%(o.0626—0.0018¢—5.6><10—5T) . (8)

The phase diagrams for these blends are shown in Fig. 1.
Two methods were used to obtain the above interaction

parameters. The usual way to obtain an interaction pa-

rameter with polymer films is to create a bilayer of the
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FIG. 1. The calculated phase diagrams for the two blends
used in this study. The spinodals are the dashed lines and the
binodals are the full lines. The glass transition temperature T,
for the blend is also included, calculated using the Fox equation
[67] and values of T,(d-PS)=100°C and T,(PaMS)=173°C.
T,(PaMS) was measured for a MW equal to 97600 by
differential scanning calorimetry.

two polymers, and to anneal them until they reach equi-
librium, which will be at the coexisting volume fractions
[9,10,64]. For the 49k-50k blend we use two layers that
were nearly equal in composition (¢~=0.5) and lowered
the temperature, measuring the interdiffusion coefficient.
As the critical point is approached, the interdiffusion
coefficient tends to zero (thermodynamic slowing down
[65]). This is a difficult method of measuring the interac-
tion parameter, but as there was a positive interdiffusion
coefficient down to temperatures of below 160°C we ac-
cept the interaction parameter given by Lin and Roe [41]
and presented in Eq. (7), which predicts an upper critical
solution temperature of 157°C. Such interdiffusion in
miscible d-PS—-PaMS bilayers is the subject of a separate
study [66].

For the 49k-97.6k blend these experiments were more
difficult; it was not possible to create a bilayer of the pure
components without the d-PS dewetting from either the
substrate or the PaMS layer, depending on the orienta-
tion of the film. If the layers contained d-PS volume frac-
tions of 0.894 (top) and 0.038 (substrate) then dewetting
did not occur but even after 18 days annealing at 180°C,
the film was not close to equilibrium. The alternative
method used was to anneal films of varying bulk volume
fractions and observe the equilibrium profile and, if the
film was not at equilibrium, the depletion layer. (We as-
sume incompressibility so the missing d-PS in the de-
pletion layer is replaced by PaMS.) This method was
used to obtain the adsorption isotherm and by assuming
that the adsorbed amount diverges at the coexisting
volume fraction, we were able to estimate this as
¢,=0.141+0.01. From this we scaled Eq. (7) to obtain
the interaction parameter for this blend [Eq. (8)].

IV. MISCIBLE SYSTEM

Surface segregation in the miscible (49k-50k) blend is
not large compared to that observed in the other regions
of the phase diagram discussed in this paper. Conse-
quently, the resolution of NRA failed to reveal the
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FIG. 2. Rk* profiles for five 4850 A thick films of the 49k-
50k blend with d-PS volume fraction 0.484. The samples were
annealed for 0, 0.5, 2, 8, and 24 h at 180°C. The values of y? for
these fits are 1.7, 2.2, 1.9, 2.5, and 1.2, respectively. The data for
the unannealed sample were fitted using the MaxEnt routine
with a Gaussian smoothing of width 75 A and the data for the
annealed samples were fitted using a simplex fitting routine.

amount of segregation, and so the experiments described
in this section were performed using NR.

We have annealed four films with ¢=0.484 for
differing times at 180 °C and performed NR on these sam-
ples and on an unannealed one. The data and fits are
shown in Fig. 2. The data were fitted to a model profile
consisting of a complementary error function at the vacu-
um interface and an error function at the substrate, using
a downhill simplex fitting routine [53] (see Fig. 3). The
quality of the fits is generally good, indicating that this
dual error function morphology describes the kinetics of
the segregation. However, it was not possible to obtain
an acceptable fit using the simplex routine for the unan-
nealed sample. MaxEnt was used in this case, and shows
PaMS segregating to the substrate in this sample. The
MaxEnt routine was incapable of providing good fits to
the samples annealed for 30 min and 2 h (the ICF had to
be small in order to reveal the sharp interfaces in the
profile and this resulted in unwanted composition fluctua-
tions elsewhere). We do not believe that the d-PS is actu-
ally segregating to the substrate in the annealed samples;
it is more likely that the technique is detecting a de-
pletion layer to a PaMS-rich substrate layer (but MaxEnt
results fail to detect this). The silicon substrate has a
scattering length comparable to a d-PS volume fraction
of 0.17, and so NR is not sensitive to whether or not
there is a PaMS-rich segregating layer at the substrate.
The effect of a silicon oxide layer is minimal, after a
separate experiment performed on a bare substrate
showed that an oxide layer did not contribute to the
reflectivity profile in the k range used in these experi-
ments.

Before discussing the kinetics of the segregation we
compare the equilibrium segregation with standard mean
field theory. Two samples, one annealed for 79 h at
176 °C and the other for 24 h at 180°C, had similar com-
position profiles (see Fig. 3). The 79 h sample shows less
segregation than the 24 h sample, and this may be at-
tributed to the glass transition temperature of the PaMS
slowing the kinetics down. We cannot say if the 24 h
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FIG. 3. Best fit profiles for the data shown in Fig. 2 and for a
sample annealed at 176°C for 79 h. The profiles for the an-
nealed samples are error functions and the unannealed profile is
a free form solution using the MaxEnt fitting routine. In both
cases the 2 h and 30 min samples have very similar profiles. The
profiles in (a) show segregation to the vacuum 1nterface (z=0)
and in (b) to the substrate interface (z =4850 A). We believe
that at the substrate these profiles are of depletion layers, and
the substrate is enriched in a layer of PaMS not detected by the
neutron reflection experiments (see text). In (b) we include a
MaxEnt profile for the 24 h sample, with error stars.

sample is at equilibrium but we assume that it is because
the quality of the NR fit indicates that there is no
significant depletion layer present behind the segregated
layer (a depletion layer implies that the sample has not
reached equilibrium). Also, separate interdiffusion mea-
surements [66] show that the interdiffusion coefficient at
$=0.5 is ~107'* cm?s™!, giving a diffusion length of
over 500 A for a time of 1 h. Of course, this length
would be considerably smaller if a depletion layer was
present due to the high T, of PaMS.

We can use mean field theory to estimate the bare sur-
face free energy. We use a surface energy f; of the form
given by Schmidt and Binder [22]:

sét

2 b
where p,, ¢,, and s are a surface chemical potential
difference, surface volume fraction, and a surface interac-
tion parameter, respectively. The bare surface energy

difference Ay between the polymers is related to these
terms by

fi(d)=—pu1¢— 9)

kyT
b3

Ay= m+s | (10

where b is the lattice parameter and kp is Boltzmann’s
constant. We relate the bulk and surface interaction pa-
rameters by s =—by [3,14,30], and, after substituting
into the minimized free energy functional [35], we obtain

by _1
kT bx |¢ 2
_a [G)=G )= bimd b |
3 ¢1(1_¢1)
in the same manner as used for d-PS—A-PS films [2]. The .

symbols have their usual meanings: a is the statistical
segment length (we use 6.7 A for this blend), G (¢) is the
Gibbs free energy of mixing, Au is the exchange chemical
potential, and the subscript a refers to evaluation at the
lower coexistence value. The solution to this equation
yields a bare surface energy difference of 0.27 mJm™?,
and this can be compared with 0.08 mJ m 2 for the isoto-
pic polystyrene blend [2,3], and 0.14 mJ m 2 for a blend
of d-PS and poly(styrene-co-4-bromostyrene) random
copolymer [17]. We estimate an error of about 0.05
mJ m~2 by comparing with the NR data for the film an-
nealed at 176 °C for 79 h.

The mean field composition profile z(¢) is given by
[2,3,35]

dé
[G($)—G(g.;

=2
6 7o, (91— —($—d. B 1)

(12)

This profile is calculated and shown, with that obtained
from the fit to the 24 h data, in Fig. 4. The experimental
profile shows slightly more segregation than the mean
field prediction, which has a larger decay length. A qual-
itatively similar discrepancy has been observed before [5],
but the reason for this difference is not known. One pos-
sibility is that the discrepancy is caused by the segrega-
tion of chain ends to the interface [7]. Such conforma-
tional changes near the surface are not included in the

0.9 ]
* 0.8 — — — Theory _:
% — — Error function ]
.E 07 b \\ MaxEnt E
9] [ ]
£ [ ]
o 06 | ]
E [ ]
B C ]
S o5 [ h
04 L o o 00w by ]

0 150 300 450

Depth (A)

FIG. 4. Depth profiles from the vacuum surface into the bulk
of a film containing 0.484 d-PS annealed for a day at 180°C (ob-
tained by the simplex and MaxEnt methods) and the theoretical
equilibrium calculation. An error star is shown for the MaxEnt
method.
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simple mean field theory so it is not surprising that the
mean field prediction of Schmidt and Binder [22] fails. A
detailed study of films of an isotopic polyethylenepro-
pylene blend [16] has shown that correlations between
chains, as well as chain conformations, may also affect
the surface profile. Other workers have modified the sur-
face energy with some success [6,32], and self-consistent
field calculations have predicted the shape of the profiles
for d-PS—h-PS films [19]. Long range forces have been
postulated as possible candidates to explain this
discrepancy [33] but Jones [26] has shown by model cal-
culations that they have a negligible effect on segregation
profiles in the one phase region.

We have included in Fig. 3(b) the substrate profile
determined by MaxEnt for the 24 h sample but for clarity
we show the corresponding vacuum interface profile in
Fig. 4. The value of y? for the MaxEnt fit was 1.4, close
to the value for the simplex fit. The MaxEnt vacuum in-
terface profile, on the face of it, appears to show much
more segregation than that obtained from the model
fitting routine. If one allows for the offset caused by sur-
face roughness effects in the MaxEnt analysis then the
profiles become more alike. The shape of the near sur-
face region is not revealed by the MaxEnt analysis be-
cause of the effect of the ICF of width 75 A. Since adja-

cent points in the profile are correlated, the error stars
are small, and these are shown in the figures. Error stars
associated with the substrate profile are greater than at
the vacuum interface. In regions where there is a rapid
variation in volume fraction error stars are unreliable
since they are taken over the average volume fraction in
the region of interest; if this volume fraction is rapidly
varying the average volume fraction has a large associat-
ed standard deviation and the error star cannot be con-
sidered accurate.

Turning now to the kinetics of surface segregation, we
see rather puzzling behavior. The sample does not start
out homogenous, presumably because some segregation
takes place during the spin casting process. On anneal-
ing, the surface volume fraction rises almost to unity, but
the segregation is conﬁned to a narrow layer within a ra-
dius of gyration (~56 A) of the surface. Only after
much longer annealing times does the near surface depth
profile assume the expected exponential-like decay.

A possible cause of this behavior lies in the strong
composition dependence of the interdiffusion coefficient,
which arises because the annealing temperature is close
to the glass transition temperature of pure PaMS [48,65].
Initially a local rearrangement of chains near the surface
happens relatively quickly as whole chain motions are not
involved. This leaves a region just below the surface with
a lower volume fraction of d-PS, where the local chain
mobility is much lower than that for the homogenous
bulk of the sample. We calculate that for a d-PS volume
fraction of ~0.2, the diffusion length for an annealing
time of 2 h at 180°C may be as small as 160 A. The ini-
tial local motion occurs on a timescale not greater than
the reptation time for the bulk composition [66,68],
which is of the order of seconds [69], and it may be
influenced by the attraction of chain ends to the surface
[77].

V. WETTING LAYER GROWTH
FOR OFF-CRITICAL QUENCHES

The most difficult part of the phase diagram to under-
stand from a theoretical point of view is the metastable
region. There has been little experimental study of poly-
mer blend films quenched between the spinodal and bino-
dal but there has been some theoretical work on this sub-
ject [20,22-25,27,31,34]. In the metastable region one
phase may be preferentially attracted to the wall. If that
phase is rich in the minority component of the film, and if
it completely wets the wall it will, at equilibrium, be
infinitely thick in a semi-infinite system in the absence of
gravitational effects [35]. In this section we are con-
cerned with the situation in which a d-PS phase com-
pletely wets the vacuum interface. We consider the
growth of the subsequent wetting layer for three metasta-
ble quenches and a quench just inside the spinodal.

Here we use the partially miscible blend of d-PS and
PaMS with respective molecular weights of 49000 and
97 600. We created a series of films with d-PS volume
fractions of 0.199, 0.230, 0.273, and 0.333 which were an-
nealed at 180 °C for a variety of times (up to a week). The
films containing d-PS volume fractions of 0.199 and 0.273
were studied by NRA and the other two by NR. The spi-
nodal is estimated to be at a d-PS volume fraction of 0.28
and NRA on a ¢, =0.333 film indicated that there was,
at least after 24 h, no evident surface directed spinodal
decomposition profile (for a full discussion of this
phenomenon, see the review by Krausch [71]). The NR
data and MaxEnt fits are shown in Figs. 5 and 6 and the
d-PS depth profiles in Figs. 7 and 8. For the MaxEnt
fitting we found that there was no need to include segre-
gation to the substrate in the fitting procedure as this had
little effect on the profile. Typical NRA data and fits are
included in Fig. 9. The values of x? for the NR fits range
between 1.4 and 3.8, so they are clearly satisfactory. The
fits to the NRA data are the convolution of the sum of
two error functions (one, a complementary error func-
tion, describes the growing face of the wetting layer and
the other, the interface between the depletion layer and
the bulk) with a Gaussian resolution function of 175 A
width.

I I ' Unalnnealed
30 minutes
107° | 2 hours
~ [ 8 hours
% 24 hours . ]
"
~
1010 L v v b v
0 0.01 0.02 0.03 0.04 0.05

Neutron wave vector k (A™1)

FIG. 5. NR data and best MaxEnt fits for films containing a
d-PS volume fraction of 0.230 for the 49k-97.6k blend after an-
nealing at 180°C for 0, 0.5, 2, 8, and 24 h. The values of y? for
the fits are 2.0, 2.4, 1.4, 1.5, and 1.4, respectively.
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FIG. 6. NR data and best MaxEnt fits for films of the 49k-
97.6k blend containing a d-PS volume fraction of 0.333 after an-
nealing at 180°C for 0, 0.5, 2, 8, and 24 h. The values of y? for
the fits are 2.4, 3.8, 1.7, 1.9, and 3.3, respectively.

24 hrs

0.8 — —8hrs
A ———2hrs

Volume fraction d-PS

0 100 200 300 400 500 600 700
Depth (A)

FIG. 7. Volume fraction profiles for the fits included in Fig.
5. We show the first 700 A of the profiles. The films have a to-
tal thickness of 5000 A but we have only fitted to the first 700 A
(unannealed and 30 min), 1200 AQ h), and 2000 A (8 and 24 h).
The following Gaussian smoothing widths have been employed:
100 A (unannealed and 30 min), 75 A (2 h), and 125 A (8 and 24
h).
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FIG. 8. Volume fraction profiles for the fits included in Fig.
6. We show the first 1000 A of the profiles. The films have a to-
tal thickness of 4700 A and we have fitted the first 4700 A (the
entire film thickness for the unannealed film), 1000 A (30 min),
1500 A (2 h), 2000 A (8 h), and 3000 A (24 h) of the profile to the
data. The following Gaussian smoothing widths have been em-
ployed: 125 A (unannealed and 2 h), 150 A (30 min and 8 h),
and 250 A (24 h).
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FIG. 9. Some of the NRA data and fits for films annealed at
180°C, quenched inside the metastable region of the phase dia-
gram. (a) shows a film with ¢, =0.199 after annealing for 2 h.
(b) shows a film with ¢,=0.199 after annealing for 24 h. (c)
shows a film with ¢,=0.273 after annealing for 30 min. (d)
shows a film with ¢, =0.273 after annealing for 48 h. The fits
were obtained by convolving a series of error functions with the
Gaussian resolution function of the NRA experiment.
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A. Adsorption isotherm

In order to analyze our data we need to know the sur-
face excess as a function of volume fraction as one ap-
proaches the coexistence curve from the one phase re-
gion. We prepared films of different bulk volume frac-
tions of d-PS and annealed them for between 18 and 19 d
at 180°C. The surface excess was measured for these
samples. Some of the samples had not reached equilibri-
um but no attempt was made to anneal these for longer
since this increases the risk of oxidation or degradation in
the vacuum oven. Fortunately, in the samples that had
not reached equilibrium, the experimental resolution did
not prevent a measurement of the depth of the depletion
layer, and so we were able to calculate the surface excess
for the measured volume fraction in the depletion layer
(we assume the surface layer to be in local equilibrium
with the depletion layer). We show in Fig. 10 NRA data
for two samples: one that reached equilibrium, and one
that did not. The adsorption isotherm is included in Fig.
11 along with a fit. From the adsorption isotherm we
were able to measure the volume fraction of d-PS on the
binodal, ¢,, and so estimate the interaction parameter.
We estimate ¢,=0.1410.01. From Cahn’s theory of
wetting [35] we expect the adsorbed amount to diverge as
z*=—AIn[(¢,—¢,)/d.,]. We obtain a much better fit
if we include a term linear in ¢ to give the following ad-
sorption isotherm:
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FIG. 10. NRA data for a sample with (a) ¢, =0.038 and (b)
¢, =0.107 after annealing at 180°C for ~ 18 d. In the first case
the surface layer had not equilibrated, while in the second, it
had. The shape of the profile at the back of the film provides
convincing evidence that the PaMS segregates preferentially to
the substrate.

0.14—¢

(
0.14 13)

z*=161¢—35.61n

The form of the fit was chosen so as to give an acceptable
fit while still showing a monotonic increase in z* with ¢,
although we note that the approach to coexistence from
the one phase region can be more complicated than this
model suggests [8,32]. We should note that in polymer
blend films the coefficient of the squared gradient term in
the Cahn-Hilliard free energy [37] is given by the random
phase approximation and is composition dependent
[63,72].

It is interesting to consider that the surface excess mea-
sured for the smallest bulk value (¢, =0.038) of 21.3 A
for a deletion layer volume fraction of 0.29+0.03 corre-
sponds to a surface volume fraction of 1. The surface en-
ergy cannot be calculated from this as the error involved
would be too large. Also, the Schmidt and Binder surface
energy is no longer valid as surface entropy terms must
be included in the surface energy [6,32]. We conclude
that the surface energy is greater for this blend than for
the miscible blend, in keeping with the general MW
dependence of polymer surface energy, and in qualitative
agreement with other experimental results for polymer
blend films [1,11,12,73]. Calculations using (7) for the in-
teraction parameter for this blend have shown that we
are on the wetting side of a wetting transition [48]; the
complete wetting of the surface for the lowest d-PS
volume fraction further underlines this point.

B. Model

The approximation that we make is to assume that the
diffusion layer is in local equilibrium with the wetting
layer. This assumption, first made by Lipowsky and
Huse [74], is valid if the diffusion length of the blend is
greater than the size of the wetting layer. In this approx-
imation one solves the diffusion equation subject to a par-
tially reflecting boundary condition which ensures the lo-

Surface excess z* (A)

0 i I . Loy [
0 0.03 0.06 0.09 0.12 0.15

Volume fraction d-PS

FIG. 11. Adsorption isotherm data and fit. The full triangles
are equilibrium profiles, while the full circles were obtained
after assuming the surface enriched layer was in local equilibri-
um with the depletion layer. All data were obtained after an-
nealing at 180°C for periods of ~18 d. The error bars are 7%
of z* (equilibrium) and 10% (where the depletion layer volume
fraction is measured).
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FIG. 12. Schematic diagram illustrating the model of Jones
and Kramer [4].
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cal equilibrium condition is met [4]. An even simpler
treatment eliminates the need to solve the diffusion equa-
tion exactly (which in most cases requires numerical solu-
tions) by approximating the depletion zone behind the
surface peak as a region of uniform concentration, ¢,, ex-
tending to a depth of the diffusion length (Dz)!/? (see Fig.
12). It turns out that the results of such a simplified mod-
el are in surprisingly close quantitative agreement with
full numerical solutions of the diffusion equation with ap-
propriate boundary conditions [13]. This model has
given excellent agreement in describing the growth of
surface segregated layers in d-PS—#A-PS films [4,13].

The growth of wetting layers in binary films where the
composition is in the metastable part of the phase dia-
gram is expected to be a three stage process [13]. The ini-
tial and final stages are diffusion limited and grow as ¢!/2
[74]. Separating these two stages is a region of logarith-
mic growth. The logarithmic growth is caused by the de-
pletion layer volume fraction becoming close to the bino-
dal value, so that it is slightly undersaturated, a situation
that has been shown to cause the wetting layer thickness
to logarithmically diverge with the difference in volume
fraction from the binodal [35]. We obtain for the surface
excess [4]

z¥(d (1) =[d., —dy(t)|(Dt)/?, (14)

where D is the diffusion coefficient and ¢, and ¢, the
bulk and depletion layer volume fractions, respectively.
In our analysis we substitute for ¢, in Eq. (14) the ad-
sorption isotherm obtained above [Eq. (13)]; the local
equilibrium assumption amounts to the equation of
z*(¢,(2)) with z*(¢).

C. Results

The results of z* against ¢!/? are plotted in Fig. 13.
NR measurements revealed small surface excesses (17.4
and 20.9 A) in the unannealed ¢, =0.230 and 0.333
films, respectively, presumably due to segregation occur-
ring during the spin casting process. To account for this,
the time was adjusted by adding an offset 7,, where
z*(t=0)=¢,(Dty)'”>. The NRA data were similarly
adjusted using the NR data, since the resolution of the
NRA experiment was not good enough to obtain these
small values of z *.

The simple model described above is not a good
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FIG. 13. z* plotted against diffusion length for the growth of
wetting layers. The data are fitted to a numerical solution of
Eq. (16).

enough description of our films; we tried to obtain good
fits to the data using this model by altering the diffusion
coefficient, which, since the adsorption isotherm is
known, is the only variable. There are at least two possi-
ble reasons why our simple model might fail. First, the
interdiffusion coefficient in this system has a concentra-
tion dependence, due to the differing glass transition tem-
peratures of the two components. However, numerical
solutions of the diffusion equation with a realistic (ex-
ponential) composition dependence did not provide better
fits to our data. The second possibility is that phase sepa-
ration in the bulk of the film competes with the segrega-
tion. Incomplete phase separation could occur during
the casting process or during the time it takes the sample
to achieve its annealing temperature as well as during an-
nealing. The resulting phase separated domains will be
rich in d-PS and will lower the bulk (matrix) volume frac-
tion, effectively slowing down the wetting layer growth.
We need to introduce a term to describe this loss of d-PS
from the bulk. We choose an empirical form which
meets the requirements that at time ¢ =0 the matrix
volume fraction ¢,,=¢,, and for long times it tends
asymptotically to the coexisting volume fraction; the
form we choose is

b =0.— (¢, —dglerf(ar®) (15)

where ¢, is the binodal volume fraction and a is a vari-
able. We then return to the simple model of Jones and
Kramer [4] and equate the material flux at the surface as
dz* /dt (from conservation of material). From Fick’s first
law this is equal to the product of the diffusion coefficient
and the concentration gradient. We write this as [75]

172

*
dz (b —balz*)] (16)

dt

D
4t

and substitute for ¢,, using Eq. (15). This equation is
then numerically solved for z*. We find that §=1 gives
better fits than 6=§. We include, in Fig. 13, the best re-
sults that we obtained by adjusting D and a, and these
values are tabulated in Table I. The fits show good agree-
ment with the data but we see that there was no one

value of D or a that we could settle on since they vary
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TABLE 1. Values of D and a obtained for the four different
values of ¢, obtained after fitting to the modified Eq. (16) [us-
ing Eq. (15)].

b D (107" cm?s™ 1) a (1073 s7172) Method
0.199 4.2 1.7 NRA
0.230 42 5.0 NR
0.273 11.1 7.5 NRA
0.333 1.3 0.5 NR

over factors of 8.5 and 15, respectively. Nevertheless, the
form for the loss of d-PS is empirical and we can be
confident that we are qualitatively explaining the film
behavior.

D. Discussion

In this discussion we consider limitations of our
analysis. First we consider the composition dependence
of the diffusion coefficient. Further limitations of the
model itself are then discussed before we point out a
weakness in our analysis of NR data. Finally, we refer to
the growth of wetting layers close to the spinodal. The
need for further experiments is emphasized, and a sugges-
tion is made as to what could be performed.

The diffusion coefficient is composition dependent;
thermodynamic slowing down will reduce D near the bi-
nodal [65] and the high T, of PaMS reduces D for small
¢. Any full numerical solution to the diffusion equation,
or indeed to our simple model, needs to account for this.
Since D varies over a factor of 8.5 in our simulations we
see that these effects must exist.

If there are d-PS-rich domains in the bulk of the film,
then we cannot assume that domains are not present in
the depletion layer, particularly since the depletion layer
is moving in the direction of the bulk. If these domains
exist they will contribute a growth exponent that has not
been accounted for. The laterally averaged depletion lay-
er volume fraction, as measured, is then incorrect in our
analysis and the wetting layer must be in local equilibri-
um with the depletion layer matrix. Domains in the de-
pletion layer are expected to be more significant at later
times after the depletion layer has penetrated deeper into
the bulk of the film. Domains present in the film close to
(or inside) the depletion layer are likely to be anisotropic.
The coalescence of anisotropic domains close to a wall
has been shown to have a significant effect on wetting lay-
er growth [76].

A further problem is due to the insensitivity of NR to
shallow gradients. There is a tendency for the MaxEnt
analysis to underestimate the surface excess because of
overestimating the depletion layer volume fraction. To
some extent this is compensated by a surface offset
caused by the Gaussian smoothing.

We show in Fig. 14 the loss of d-PS to bulk domains
[Eq. (15)] as a function of diffusion length using the pa-
rameters tabulated in Table I. The loss for the
#.,=0.333 data follows a t!/? growth law but there is
neither enough time nor enough data to fully ascertain
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FIG. 14. The loss of d-PS from the bulk matrix to phase
separated bulk domains [using the parameters tabulated in
Table I and Eq. (15)] for the four values of ¢, is shown plotted
against diffusion length.

the power law for the loss of material from the matrix.
The ¢, =0.273 data show a much more dramatic loss,
reaching the binodal volume fraction within the timescale
of the experiments. The ¢, =0.273 and the ¢, =0.333
data lie on either side of, but close to, the estimated spi-
nodal, confirming that the region close to the spinodal is
very interesting and would benefit from further study.

Some of the NRA data showed a “tail” following the
depletion layer (see Fig. 15). This was not present in all
of the samples and the cause of it is not clear. It is hard
to overemphasize that the boundary between the metasta-
ble and unstable regions of the phase diagram is, at best,
fuzzy. There are possible explanations for this behavior
and we discuss two. These suggestions can only be specu-
lative since the behavior of films in this region of the
phase diagram is not well understood. The first is that
the profile could be due to surface directed spinodal
decomposition. A problem with this possibility is that
there is no d-PS-rich depletion layer towards the sub-
strate whereas in a separate study of these polymers in a
deeper quench [77] such a layer did exist.

It is possible that domains in the bulk, but adjacent to
the depletion layer, may compete with the wetting layer
in attracting d-PS from the depletion layer. This d-PS
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FIG. 15. NRA data for a film with ¢, =0.273, annealed for
48 h at 180°C. The data shown in Fig. 9(d) were obtained from
NRA experiments on the same film but the *He™ beam was in-
cident at an angle of 15°, whereas in this case the beam was in-
cident at an angle of 30°. i
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will condense on the domains in the bulk, enhancing the
amount of d-PS relative to the bulk. Such a condensation
behavior is similar to a situation where such tails have
been predicted for late time coarsening in which the ma-
jority phase wets the interface [34]. In this case, the tails
come about through droplet condensation after the de-
pletion layer (initially rich in the majority phase) crosses
the spinodal. (We do note that we do not see such a
behavior at the substrate possibly because the glassy
PaMS-rich substrate phase is preventing any test of these
predictions.)

We have mentioned several factors that could be taken
into account in a complete and rigorous analysis of the
data: composition dependent diffusion coefficient,
domains in the depletion layer, and limitations in the
MaxEnt profiles, but it is unlikely that these alter our
conclusions.

Since these experiments are restricted to a narrow tem-
perature window (the glass transition and the polymer de-
gradation temperature essentially restrict us to experi-
ments between 180 and 190°C) it was not possible to
prepare samples at elevated temperatures in the one
phase region before quenching into the metastable region.
If this was possible then one may begin to understand to
what extent nucleation and growth has affected the mor-
phology. Clearly, for a fuller understanding of metasta-
ble films, more studies of this behavior are necessary.

V1. SUMMARY AND CONCLUSIONS

We have performed a study of surface interactions on
d-PS—PaMS in both the miscible and metastable parts of
the phase diagram. For a miscible blend we have ob-
tained a surface energy difference and the form for the
equilibrium surface profile which compare well with ex-
periments on d-PS—A-PS films. A mean field analysis
provides an acceptable explanation of this profile. We
also considered the kinetics of the growth of the surface
layer. At early times local chain motion is important as a
d-PS monolayer exists at the surface, and these confor-
mational changes dominate the kinetics in a way not pre-
dicted by mean field theory.

Wetting layer growth in an off-critical quench in the

metastable region of the phase diagram was studied. We
assumed that the growing wetting layer is in local equilib-
rium with its depletion layer and found that the simple
model of Jones and Kramer [4] provides a good explana-
tion of the behavior if bulk nucleation and growth is con-
sidered. This slows down the growth of the wetting layer
by depleting the bulk matrix of d-PS. We obtain diffusion
coefficients for four sets of experiments between
1.3X107 P and 1.1X 10" cm?s ™ L.

Many important questions remain unanswered. For
example, in the miscible blend, the early stage kinetics
are different from those for d-PS—A-PS films [13]. Why is
this? Is it related to the inhomogenous unannealed sam-
ple, the nature of the surface energy, or the proximity to
a glass transition? For films quenched between the coex-
istence curve and the spinodal we would like to see how
the kinetics of the growth of wetting layers behave when
quenched from the one phase region to limit nucleation
sites. When do fluctuations become significant, and what
is their effect? How do these films behave near the criti-
cal point, or how do they behave when crossing the spi-
nodal? We hope that this work inspires experimentalists
and theorists alike to attack some of the many problems
remaining in this interesting and challenging field.
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