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Using phase transitions to investigate the effect of salts on protein interactions
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We have investigated liquid-liquid and solid-liquid phase separation of aqueous solutions of lysozyme. We
have determined experimentally how the phase transition temperatures depend on protein concentration and the
ionic composition of the solution. For a wide range of solution conditions, we find that the cloud-point
temperaturd .,,—Which signals the onset of liquid-liquid phase separation—is 15—45 °C below the crystal-
lization temperatureT,,,. This indicates that liquid-liquid phase separation occurs in a highly metastable
solution. When a series of chloride, bromide, and sulfate salts are added to lysozyme, we fing,thaaries
by as much as 60 °C over the salt concentration range & @d21.5M. The precise change ifiyo.q depends
sensitively on the identities of both the cation and the anion of the added salt. The effect of gligisvery
similar to their effect onT,,4. The Derjaguin-Landau-Verwey-Overbeek theory for the interaction energy
between charged spheres cannot account for our observations and indicates that hydration forces play an
important role in protein interactiongS1063-651X96)09106-4

PACS numbgs): 87.15-v, 64.70.Ja, 64.75.g, 82.70.Dd

INTRODUCTION the cloud-point temperature of lysozyme. Our experiments
build upon the work of Taratutat al. We have extended the

The interaction between protein molecules underliegange and types of salts previously studied, and we have
many biological, chemical, and technological processesmeasured both the liquid-liquid and solid-liquid phase
These interactions play a crucial role in the behavior ofboundaries of lysozyme. The well-documented physical and
highly concentrated protein solutions. The interior of a bio-chemical properties of lysozyn{d4—16 make it a conve-
logical cell, for example, is an extraordinarily crowded envi- nient model system.
ronment{1-3]: red blood cells contain about 35% protein by  The crystallization or solid-liquid phase separation of pro-
weight, muscle cells contain 23% protein, eye lens ddls tein solutions has been widely investigatgt7—21. The
contain up to 60% protein. solubility of a protein depends on many physical and chemi-

An effective way to determine the strength of protein in- cal factors, including the nature of the protein, solutji,
teractions is to study temperature-induced phase transitiortoncentration of salts, and concentration of organic com-
that occur in concentrated protein solutions. In this paper, w@ounds. A number of empirical techniques have been devel-
investigate liquid-liquid and solid-liquid phase separation ofoped to grow protein crystals, but a complete theoretical un-
aqueous lysozyme solutions. We determine experimentallgerstanding of the art of protein crystallization is still
how the phase boundaries depend on protein concentratiavolving.
and the ionic composition of the solution. Changes in the The nucleation and growth of protein crystals can take
phase boundaries reveal subtle changes in the interaction eweeks or monthg22—-24. This slow time scale makes it
ergy between proteins because these interactions are whgifficult to undertake systematic investigations of the effect
drive the phase transitions. Our data can be used to test amd solution conditions on protein solubility. In contrast, the
refine theoretical models,6] for the interaction energy be- onset of liquid-liquid phase separation takes seconds or min-
tween macromolecules. utes[25], enabling one to quickly examine the effects of

The phenomenon of liquid-liquid phase separation, alsgolution conditions on protein interactions. Our experiments
known as coacervatiofY], occurs when a protein solution is show that the phase boundaries for liquid-liquid and solid-
cooled below its cloud-point temperatufg,,q. The solu- liquid phase separation are strongly correlated. This suggests
tion then separates into two coexisting liquid phases: onghat liquid-liquid phase separation can be used to efficiently
rich in protein and one poor in protein. The onset of liquid-identify the optimum solution conditions for growing protein
liguid phase separation is associated with a dramatic cloucerystals. Furthermore, it may be easier to develop a theoreti-
ing of the solution due to the formation of domains of cal model for the interactions that govern liquid-liquid phase
protein-rich and protein-poor phases. Liquid-liquid phaseseparation than it is to develop one for the intricate process
separation has been studied extensively in liquid mixturesf solid-liquid separation.

[8], in polymer solutiong9], and in micellar solution§10]. Protein interactions play a role in several diseases, such as
Much less work has been reported for protein solutions.  cataractg 26,27, sickle cell anemig28], and cryoimmuno-

In 1977, Ishimoto and Tanakfl1,12 measured the globulinemia[29]. Benedek and co-worked80-35 have
liquid-liquid phase boundary for lysozyme. Taratwtal. investigated the phase behavior of calf lens proteins in con-
[13] subsequently measured the effects of salts piddon  nection with the formation of cold cataracts. San Biagio and

Palma[36] have determined the spinodal lines in solutions of
normal and sickel-cell human hemoglobin. These studies in-
“Electronic address: broide@Iclark.edu dicate that a deeper understanding of protein interactions
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may suggest strategies for treating or preventing certain disvas a slight variation+0.4 pH units, but control experi-
eases. ments described in the Results section demonstrate that this
level of uncertainty inpH is acceptable for our study.
MATERIALS AND METHODS Lysozyme concentrations were determined using UV ab-

sorption spectroscopy. A small aliquaypically 5-10ul) of

the protein sample under investigation was diluted with
Hen eggs white lysozyme is a globular protein with abuffer solution, and the UV absorption of the resulting solu-

molecular mass of 14 400 daltons containing 129 amino aciion was measured. The specific absorbance coefficient for

residues{37]. Its shape if roughly ellipsoidal, with dimen- |ysozyme used in this study B3 °™=2.64[16].

H 3

sions 43¢30x 30 AS At pH 7.8, lysozyme has a net charge ~ 1q check that our procedure for sample preparation was

of +8 electronic charges; its isoelectped is 11.2[15]. repeatable, each batch of protein was “calibrated.” A por-
Lysozyme was obtained from Sigma Chemi¢al001, i, of each batch was mixed with NaCl from 0.20 to 1.5

cry_stallized three timgsand useq without a_dditional p_urifi— M and the cloud-point temperatures were determined; for an
cation. The powdered protein - was _d|ssolved. In theexample of such a curve see Fig. 3. The cloud-point tempera-
buffer selected for a particular expenment,_ whlch Wasy \-os for each batch agreed to within 0.5 °C.
generally 20 M HEPES (-[2-Hydroxyethylpiperazine-
N'[2-ethanesulfonic aciy, pH 7.8. After stirring at room
temperature, the solution was filtered through a Qu22-sy-
ringe filter to remove any undissolved protein. The concen- Following Taratutaet al. [13], samples were placed in a
tration of lysozyme at this stage was typically 25 mg/ml. Anthermostated water bath equipped with a laser beam trans-
Amicon ultrafiltration device equipped with a YM-10 mem- mission apparatus to monitor the turbidity of the sample. The
brane was used to concentrate the protein solution and tonset of liquid-liquid phase separation is associated with a
wash away low-molecular-weight impurities. The final dramatic clouding of the solution due to the formation of
lysozyme concentration was 200—250 mg/ml. This concendomains of protein-rich and protein-poor phases. The tem-
trated solution did not grow protein crystals due to the lowperature of the bath, which has a precision of 0.1 °C, was
ionic strength of the buffer. lowered in steps until the transmission fell to 70% of its
To conduct our experiments it is essential that we have #nitial value, T;g. The sample was then heated by raising the
routine method for preparing protein solutions that are fredemperature in small steps until it became clear again. The
of crystals. In past work by Taratutt al. [13], the protein  clarification temperature is denotdq.,, and it was typi-
solution was dialyzed against the salt solutions of experically 1 to 3 °C abovdl;,, depending on the protein concen-
mental interest. This procedure can take several days and ltsation. The observed hysteresis has been noted before
the time the dialysis is completed, the protein solution ofter{13,31] and it is presumably due to the fact that the sample
crystallizes. To overcome this problem, we prepared the promust be undercooled to induce the phase transition. The
tein solution at roughly twice the final desired concentrationphase boundary lies betwe@n, and Ty, and we use the
and added to it a doubly concentrated salt solution. The beraverage of these two temperatures to estimate the liquid-
efit of this approach is that the salt ions are introduced intdiquid boundary. We refer to this average temperature as sim-
the protein solution moments before the sample is analyzegly “the cloud-point temperature,T,,q. Cloud-point mea-
Measurements can be performed before the salt induces tls&rements were performed immediately after a sample was
formation of protein crystals. The speed and convenience gfrepared and before protein crystals had a chance to form.
this method of sample preparation enabled us to explore a Solid-liquid phase boundaries were determined using an
wide range of salt concentrations and identities. optical microscope equipped with a temperature-controlled
The salts and buffers used were reagent grade. Salt solgtage(Physitemp TS-4ER following the technique of Ber-
tions were prepared gravimetrically, and in the case of hylandet al. [32]. Rectangular microcapillarig®/itro Dynam-
drated salts, CaGland MgCl, the concentrations were ics) with dimensions 58 2 0.2 mm® were used to hold the
confirmed by EDTA(ethylenediamine tetra-acetic agtitra-  samples. Capillaries were plugged with Critoseal vinyl plas-
tion [38]. SolutionpH was adjusted by adding small amountstic putty and the ends were sealed with Superglog-
of concentrated NaOH or HCI as needed. We were carefudinoacrylate estgto prevent evaporation. They were then set
not to exceed the solubility of any of the salts in our experi-aside at room temperature, or in some cases at 3 °C, until
ments. All solutions contained 3Ivh sodium azide to inhibit lysozyme crystals with a linear dimension of about 100
bacterial growth. pum grew. The thermostated stage allowed us to heat and
Once the stock solutions for the protein and salt werecool samples with a precision of 0.1 °C. The temperature
made, the experimental samples were mixed as needed. Psgas raised in small steps until the crystals began to dissolve.
cisely measured volumes of the protein and salt solutionslext, we cooled the sample to regrow the facets of the crys-
were pipetted into an 8 mm30 mm test tube and vortexed. tals and then heated the sample in finer temperature steps
The total sample volume was usually 180 Approximately  until we determined the dissolving temperature—which we
12 ul of the sample was drawn into a microcapillary for the refer to asT,.,—to within 0.5 °C. A video recording of the
crystallization experiments. The test tube was then sealeprocess helped us to detect accurately the minimum tempera-
and placed in a thermostated water bath to determine theire at which the sharp edges of a crystal rounded.
cloud-point temperature of the sample. In the course of our investigation we observed two dis-
The pH of each experimental sample was checked usingdinct crystal habitgFig. 1): prisms and needles. For identical
pH indicator strips with a resolution of 0f2H units. There solution conditions, we find that the dissolving temperature

Sample preparation

Determination of phase boundaries
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(a) (b)

|

FIG. 1. Examples of the two lysozyme crystal habits we obsert@drisms,(b) needles. Scale bar is 2@0m. Often both habits grow
under identical solution conditions; we find that the dissolving temperature of needles is 5—10 °C higher than the dissolving temperature of
prisms. All solid-liquid boundaries in subsequent figures are for prisms.

for needles is 5—-10 °C greater than the dissolving temperdration of protein in the supernatant. Our procedure was to

ture for prisms. Previous work has been shown thawvortex the sample, centrifuge it, and then remove an aliquot
lysozyme solubility depends on crystal foff@9—-43. Pre-  of supernatant for UV analysis. Data were collected until the

sumably the different intermolecular contacts associated wit§oncentration of the supernatant stopped decreasing, which
each crystal form result in different crystal binding energiestypically took several weeks to months depending on the

From the crystal habit alone, we cannot deduce the cryst&ample.
form, but the figures in Durbin and Fehjet4] suggest that

the prisms we observe are tetragonal lysozyme crystals. All

of the solid-liquid boundaries reported in this paper are for %0
prisms.

The dissolving temperature of a crystal depends on the ~ 404 /M‘)
concentration of protein solution that is in contact with it e
(Fig. 2). Stated differently, a protein’s solubility depends on g
temperature. Therefore, it is important that the protein con- § 20 +
centration in the capillary is uniform. This required that we = /‘/‘/F‘—‘
measure the dissolving temperature when only a few minute = a
crystals were present. To verify that the concentration was L o Solid-Liquid
not significantly reduced by the crystals, we would rapidly 4 Liquid-Liquid
cool the sample to determine the cloud-point temperature, . ; :
which is a sensitive measure of protein concentratioig. 0 50 100 150
2). If the clouding was spatially uniform and at the predicted Protein Concentration (mg/m1)

temperature, we concluded that protein concentration gradi-
ents in the capillary were negligible.
The solid-liquid phase boundary can also be determineg_|E

bgzm?_'asurmg the SfOIUb(Ij“ty of E’;Otelr;]at a gxec:htetmferaturqiquid phase boundary; the lower curve is the liquid-liquid phase
[32]. However, we found, as others ha\&2,23, that it can boundary. The liquid-liquid boundary is 30—40 °C below the solid-

take weeks or months for the system to equilibrate. The dyl‘lquid phase boundary. The solid lines represent Etjsand (2).

namic technique we use enables us to determine the dissoliy, emperatures and protein concentrations below the solid-liquid

ing temperature in a few hours once minute crystals form. poundary, the equilibrium state of the system consists of a mixture

For completeness, we determined the solubility ofof protein crystals coexisting with a saturated protein solution.
lysozyme at room temperature. After a cloud-point measurewnen a supersaturated protein solution is cooled rapidly it under-
ment was taken, the test tube containing the protein was sgbes liquid-liquid phase separation prior to crystallizifig. Figs.
aside at room temperature, 22 °C, and crystals were al- 2-7 the size of the symbols used to plot the data is comparable or
lowed to grow. Every few weeks we determined the concentarger than the uncertainty in the data.

FIG. 2. Phase diagram for aqueous lysozyme solutRthmv
PES bufferpH 7.8, 0.3M NacCl). The upper curve is the solid-
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RESULTS

60 '
Effect of protein concentration on phase transitions
In Fig. 2 we plot the solid-liquid Ty,) and liquid-liquid a0l /
(Teoud Phase boundaries for lysozyme for a range of protein ¥
concentration C). The solution conditions are 20 M =
HEPES bufferpH 7.8M, and 0.8 NaCl. This figure g 204
demonstrates that the liquid-liquid phase boundary lies oy
30-40 °C below the solid-liquid phase boundary, which im- &
plies that liquid-liquid phase separation takes place in a 0+ o Solid-Liquid
highly metastable solution. We are able to determine both 4 Liquid-Liquid
phase boundaries because the time scale for crystal formation ,
is much slower than the time scale for the formation of a 0.1 1
protein-rich liquid phase. This metastable behavior was pre- Ionic Strength (M)
viously observed in four different calf lens protein solutions
[32], indicating that it may be a general feature of concen-
trated protein solutions. FIG. 3. Dependence 0fTgoq and Ty, on added
Following Broideet al.[31], we fit the liquid-liquid phase NaCl(20 mM HEPES pH 7.8; lysozyme concentration 87 mgjml
boundary in Fig. 2 to the function The solid lines are empirical fits to the data, E@, indicating that
Teoug @Nd T,y increase approximately linearly with the log of NaCl
|(Cc—C)IC=A[(T—T)/T]%, (1)  concentration.

where 8=0.325, C, is the critical protein concentratiof, increasin temperature  accordin o the formula
is the critical temperature in K, andl is a parameter that 9 P g

characterizes the width of the coexistence curve. Settin§(T)=42.8-0.110T, whereT is in Kelvin. The magnitude
C.=230 mg/ml based on the results of Taratatal. [13], 2nd temperature dependence offor lysozyme are very

we find thatT.=20.6+0.5 °C andA=2.4+0.2. (Only the similar to what Berlanet al. found for the calf lens proteins.
data within 10 °C ofT, were used in the fitt is interesting e used the following values for the parameters in .
to note that for the calf lens proteind=2.6+0.1, suggest- for (T) in Berlandet al. [32]: y=562, x=429 for tetrago-
ing that the width of the liquid-liquid phase boundary doesnal lysozyme crystalp42], and 6p =100 K]
not depend critically on the identity of the protein.

Following Ewing, Forsythe, and Pusg#0], we fit the
solid-liquid phase boundary using van't Hoff's equation: Effect of salts on phase transitions

INC=AH/RT+B, 2 Changing the salt concentration of the solution shifts the
phase boundaries in Fig. 2 up or down in temperature, but
whereAH is the change in enthalpy for the formation of a the basic shape of the curves can still be accounted for by
protein crystalB is a fitting parameter associated with the Egs. (1) and (2) with suitable parameters.
change in entropy, arid is the molar gas constant. Note that Figure 3 shows how the phase boundaries change as the
C is in mg/ml andT is in Kelvin. Fitting Eq.(2) to the  cgncentration of NaCl is varied from 0.8Dto 1.5M. The
solid-liquid ~ boundary in Fig. 2, we find that e js 20 M HEPESpH 7.8; the protein concentration is

AhH - 1.38i 5th kiJ/ mc_JI and Bt': 57_i g At\_s ef[(ﬁetcfd't t_he fixed at 87 mg/ml. Over the entire range of salt concentration
change in enthalpy 1S negalive, Indicaling that neat 1S re'studied, the liquid-liquid phase boundary is below the solid-
leased when a crystal forms. Solubility experiments o

lysozyme report much smaller magnitudes for the enthalp;]"qmd boundary. We further note that the two boundaries are
Ewing, Forsythe, and Pus&40] find thatAH = — 32 kJ/mol strongly correlated: whem,, qincreases, so dod§,, . This

) . correlation is further discussed in Figs. 4 and 5.
for orthorhombic lysozyme crystals in &6 NacCl, pH 4.0. ; : ; 0 P P
Cacioppo and Puse§39)] find that AH—=—87 kJ/mol for The linearity of the semilogarithmic plot in Fig. 3 implies

. . that Toug @nd Ty, increase approximately linearly with the
tetragqnal Iysqzyme crygtals in 03NaCl, pH 4.0. Differ- og of the NaCl concentration. The solid lines in Fig. 3 are an
ences in solution condition and crystal forms may accoun mpirical fit to the data:
for the disparate enthalpy values. Alternatively, the trouble '
may lie in using Eq.(2) to fit the data, as Cacioppo and
Pusey[39] pOint out. Tcloud: 2928"‘(431])'091({ NaCI], (33)

Berlandet al. [32] have developed a rigorous thermody-
namic model to interpret the solid-liquid phase boundary.
This theory enables one to deduce the free-energy change Tyia=49.98+(19.12l0g; o[ NaCl], (3b)
e associated with transferring one protein molecule and the
corresponding stoichiometric number of water molecules
from the solution phase into the solid phase. We find that where the salt concentration is in molesM Y and tempera-
has a characteristic value of abolk B, wherek is Boltz-  ture is in °C. Extrapolating the two boundaries in Fig. 3
mann’s constant, an@l.=293.8 K as deduced from EL) suggests that they cross at high salt concentration. Setting
above. The free energy decreases roughly linearly with Tgou= Txa=T* in Eq. (3) we find thatT* =66.5 °C, which
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In Fig. 3, and in much of what follows, the protein con-

~ 40 o ' @ centration is fixed at 8¢5 mg/ml. To appreciate how con-
£ centrated this is, at 87 mg/ml the average distance between
£ 30t the surfaces of two lysozyme molecules is 3214], about
5 the diameter of the protein. We chose this value for the con-
é 20+ ° + centration to facilitate comparison of our results with those
g S of Taratutaet al. [13], who used a protein concentration of
§ 104 o 1 90 mg/ml. Furthermore, this high protein concentration en-
2 o o0°° ables us to obtain more precise data TQyy,q and Ty -
n According to Fig. 2, at a protein concentration of 87 mg/ml,
68__ o Solid Liquid T o1 an uncgrtainty of ? m_g/ml in the co?cgntration results in an
o Liquid-Liquid uncertainty of 0.5 °C if gyouqg @nd 0.4°C inT . At a lower
) 0 0% protein concentration, the slop_es of_ the curves in Fig. 2 are
e 401 o © greater, and a small uncertainty in protein concentration
,‘g © would result in a larger uncertainty in the phase transition
g 0l © ik temperatures.
£ o © Cog Figure 4b) demonstrates how the phase boundaries vary
&= 0l o % 1 with the addition of MgBg. As before, the buffer is
o © 20 mM HEPES,pH 7.8, and the protein concentration is
: 87 mg/ml. The concentration range of MgBrs from
0.1 1 0.09M to 0.7QM, corresponding to a range of ionic strength
from 0.19M to 2.10M. We find, in similarity to Fig. 3 for
Tonic Strength (M) NaCl, that the liquid-liquid boundary is below the solid-

liquid boundary, and that the two boundaries are strongly
_ correlated. In contrast to Fig. 3, the boundaries in Fiy) 4
FIG. 4. Effect of MgBr, on phase boundari¢20 mM HEPES,  do not grow monotonically with increasing salt concentra-

pH 7.8). (a) Solubility of lysozyme aff=23+2°C as a function  tjon, Instead, they exhibit a peak at an ionic strength of about
of added MgBp. (b) Dependence oflq,q and T, On added 1M and then decrease.

MgBr2 (lysozyme concentration 87 r_ng/}nNo_tc_e the strong corre- In Fig. 4a), we plot the solubility of lysozyme at room
lation betweenT qoug, Txiar, and protein solubility. temperature, 282° C, as a function of the ionic strength of
MgBr,. We see that the solubility is minimum at about
occurs when[NaCl] = 7.3M. This salt concentration is 1M. Thus, the room-temperature solubility of lysozyme
above the saturation concentration of NaCl, making it experireaches a minimum when the cloud-point temperature is at a
mentally inaccessible. It is intriguing that lysozyme appearsmaximum. The data at Fig. 4 demonstrate tfiat,q pro-
to denature at approximately*, based on the fact that for vides an alternatéand rapid means of determining the ef-
temperatures above 65 °C the protein precipitates irrevergect of salt on protein solubility: Whef o,q is low, the
ibly. solubility of the protein is high; wherT 4,4 is high, the
solubility of the protein is low.
The correlation between,,, andT,,qiS further demon-

50 ' | . strated in Fig. 5. Here we have replotted the data from Fig. 2
T admed L A (fixed NaCl concentration, variable protein concentration
okd & and Fig. 3(variable NaCl concentration, fixed protein con-
O T aua o T centration. Figure 5 also contains data for three other
Pt SR monovalent salts, where the protein concentration is fixed
T a0l st 1 (87 mg/m) and the salt concentration is varied. The align-
= + ment of the data points in Fig. 5 is striking and indicates that
= the correlation betweeh,, and T4 holds for a variety of
& 354 e+ 4 solution conditions. This shows that the forces that govern
these two phase transitions are affected similarly by changes
in the solution conditions.
30_10 : + " o Having established the importance of the liquid-liquid

phase boundary, we present in Fig. 6 the effect of a variety of
monovalent and divalent salts on the cloud-point temperature
of lysozyme. Once again, the buffer is 2O0MHEPES,pH

FIG. 5. For a variety of solution condition3, and Tyoqare -8+ and the protein concentration is 87 mg/ml. For clarity,
uniquely correlated. The() data are taken from Fig. 2 and corre- W€ divide the data into three groups: chloride sdfeg.
spond to fixed NaCl concentration, variable protein concentrationf(8)], bromide salt§Fig. 6(b)], and sulfate saltfFig. 6(c)].
The (A) data are taken from Fig. 3 and correspond to fixed protein! he cloud-point data from Figs. 3 andb} are included in
concentration, variable NaCl concentration. For the other salts, thEig. 6 to facilitate comparison.
protein concentration is fixe@®7 mg/m) and the salt concentration The data in Fig. 6 demonstrate that both the identity of the
is varied. salt and its ionic strength affect ., in accord with

Liquid-Liquid T (°C)
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(a) (b) (c)

g 40+ o kA N T Ny T oK. ot FIG. 6. Effect of salt concen-
o a ;igla 2 A I;IigrB . o MgS4024 ‘ . tration and type on the cloud-point
+ 4 ¢ T "] 4 4

§ 30 : Mg, WH o Mghr, , &8 sagl . temperaturg20 mM HEPES pH

2 204 ®CCL A . 1 R ¥ T . 1 | 7.8; lysozyme concentration 87
g A% .2, R N . mg/ml). The cloud-point tempera-

6 g s o e o . .

£ 10+ R 848 RN 4 O + ture is highly dependent on the
= o ©co s, ° 0 e . identity of the added salt. This re-
e 0+ $ o eee. T S T MRS T veals that the underlying protein
3 g . e o o o ) :

_3 10 o 1 %00 © | interactions are also affected by
o T ¢ ion identity. There are many in-

triguing anion and cation trends in

0.1 1 0.1 1 0.1 1 the data.
Ionic Strength (M)
i i . (high Tgoud K "~Na">Li*~NH ; >Mg 2"
Taratutaet al. [13]. From a theoretical perspective, this im- clou 4
plies that the magnitude of the Debye screening length alone >Ca?* (Iow T goud)- @)

does not determind@ ,,4.- The interaction energy between
protein molecules is critically dependent on the identity ofFor example, for two salt solutions of identical ionic
the salt ions in solution. We now describe our experimentaktrength, T4 for NaCl is greater tharT .4 for LiCl;
observations in detail: Teoug fOr K»,SO, is greater tha g4 for MgSO,4, and so
Chloride datdFig. 6(a)]: The effects of NaCl and KCl on forth. In fact, with the exception of the data for NaBr and
Teoug @re very similar, and for both salff,,4 increases NH4Br the above cation ranking holds for ionic strengths
essentially linearly with the log of salt concentration over theabove and below .
range of 0.20 to 1/8. The data for NaCl are fully discussed  In Fig. 7, we replot a portion of the cloud-point data from
in connection with Fig. 3. The data for LiCl and N8I lie ~ Fig. 6 to examine the role that anions play in protein inter-
on a common curve, which is below the line for NaCl andactions. Note the similar ordering of the curves in Figs),7
KCI. The divalent salts, MgGl and CaC}, show dramati- 7(b), and Zc).' We first consider the bromide anq chloride
cally different behavior from the monovalent salts. Abovedata. For ionic strengths belowM, the cloud-point tem-
ionic strengths of M, T ,.q decreases with increasing salt perature decreases in the following order:
concentration for MgC] and CaC}. The simple behavior : - -
exhibited in the NaCl and KCI data is clearly not typical. (Nigh Teioud BI™=C1 = (low Teioud)- S

Bromide datdFig. 6b)]: The effects of NaBr and KBron Between M and 2M, depending on the salt, the bromide

Teioug are very similar, and below M salt concentration  and chloride curves cross, and thus for high ionic strengths
Teioud for these salts is abovEg,,q for NaCl and KCI. For T, 4 decreases in the following order:

salt concentrations aboveMl, T,,qlevels off for KBr, and
it decreases for NaBT o4 for LiBr is below the curves for (high Tioug) CI™>Br ~(low Tejoud)- (5b)
NaBr and KBr. As discussed in Fig.(®), Touq exhibits

a peak at about M for MgBr,, much like the data for
MgCl, and CaC}. For NH4Br, T, decreases above
1M, much like the data for the divalent salts and in contras

to the data for NHCI. - S
; ) to the limited range of the data. At low ionic strengths,
Sulfate data[Fig. 6c)]: The sulfate data are markedly Teoug fOr the sulfate salts is generally beloW,,,4 for the

different from the chIoride ar_1d t_he_bromide_da_ta. The effeCt.pioride salts. At high ionic strengths, aboveV23M,
of (NH,),SO, is especially mtngumg: For ionic streng'Fhs Teoug fOr (NH,),S0, is greater tharm y,,q for the bromide
from 0.2M to 1.0M, Tgouq decreases slightly with increasing and the chloride sal{§ig. 7(b)]. We propose that if the other
(NH,),SO, concentration. For the chloride and bromide gyjfate salts were more soluble, th&g,,q for MgSO, and
salts, T goug @lways increased over this range of ionic K ,S0O, would also increase dramatically at high ionic
strength. Above M (NH4),SO,, Tgoq increases dramati- - strengths. The data for MgSQFig. 7(c)] hint that this is the
cally with increasing ionic strength. We note that case.
(NH,4),S0O, is frequently used to precipitate or crystallize  Examining all of the cloud-point data in Figs. 6 and 7, we
proteins[45]. The low solubility of K,SO, and MgSQ, lim- note that an ionic strength ofM, which corresponds to a
ited the range of ionic strength we could explore with theseDebye screening lengthf @ A , seems to be an important
salts. ionic strength in this system. For the chloride and bromide
For ionic strengths belowNl, we can make some gener- salts, Tyo,q tends to be maximum aroundVi for many of
alization based on Fig. 6. For a given anidi,qdecreases the salts tested. FqNH 4),SO,, Touqg increases sharply at
in the following order: about M.

This implies that one cannot rank the effect of these anions
on Tguq Without also specifying if the ionic strength is be-
{ow or above the crossing point of the cloud-point curves.

It is hard to draw conclusions about the sulfate salts due
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Additional experiments tions. We find that the cloud-point temperature depends on

As previously stated, the above data are for 281 m both the ionic strength and the identity of the added salt. The

HEPES,pH 7.8. This buffer is widely used by biochemists €ffects of cations and anions @@y,,4 can be ranked, and this
because its dissociation constant depends weakly on terRrovides a rigorous test for models of protein interactions.
perature, and it does not bind salt ions of biological impor- For a wide range of solution conditions, we find that the
tance[46]. We used a low buffer concentration so that theliquid-liquid phase boundary is below the solid-liquid phase
ionic strength of the solution was essentially due to théboundary, which implies that liquid-liquid phase separation
added salt. For the sake of completeness, we explored hotakes place in a metastable solution. This appears to be a
Teoug Varies with (1) buffer identity, (2) HEPES concentra- general characteristic of concentrated protein solutj@2%
tion, and(3) pH. The concentration of lysozyme for these The Baxter adhesive hard sphere model predicts this type of
control studies was 87 mg/ml. metastability. As llettet al. [47] point out, the gas-liquid

(1) We examined the effect of the following buffers on coexistence curvéwhich corresponds to the liquid-liquid
Teoud: SOdium phosphate, MOP$3-[N-Morpholinolpro-  boundary in our systejptan be buried inside the fluid-crystal
panesulfonic acid PIPES (PiperazineN,N’-big2-  coexistence region in the adhesive hard sphere model. The
ethanesulfonic acil and MES (2-{N-Morpholinolethane- Baxter model also accounts for the static structure factor ob-
sulfonic acid. The buffer concentration was fixed at served in aqueous solutions of bovigg-crystalline[35].
20 mM, pH= 7.8, and a range of NaCl concentration was
investigated. Changing the identity of the buffer essentially
shifts the cloud-point curve in Fig. 3 up or down by 1 or 2 Comparison with other experimental results

°C, but the general shape of the curve is unchanged. We Thg resuits of Taratutat al.[13] suggest that the identity
therefore conclude that our results are not critically depenz g concentration of the anion is the main factor that deter-

dent on buffer identity. , mines the magnitude of yo,q. FOr the salts used in their
(2) We increased the concentration of HEPES buffer fromstudy NaCl, KCI, NaBr, and KBr, and for ionic strengths

14 to 100 nM while holding the NaCl concentration at pejow 1M, our results support their claifsee Fig. & the

0.4M. Increasing the buffer concentration caudggua 10 cyryes ofT g versus ionic strength for NaCl and KCl are

decrease approxinlately linearly with a slope &T ¢ouq/ very similar, as are the curves for NaBr and KBr. For cations
A[HEPES=—0.08°C/mM. Thus, an uncertainty of a few ,ther than N& and K*, however, we find that the identity

mM in the concentration of the buffer has a negligible effectys the cation can substantially affect the magnitude of
on Tgoug- (Itis interesting to note that increasing the HEPESTcIoudr particularly for divalent cations such as ¥g and
concentration causel;q,qto decrease. For most of the salts -2+ Thus, in general, the identity of both the anion and the
in Fig. 6, Teloud increases with increasing ionic strength for -ation play a role in protein interactions.
concentrations belowM.) _ The effect of ions anghH on the solubility of lysozyme
(3) We varied thepH of the sample from 7 to 8 using 20 pag peen the subject of several studig@—-43. Ries-Kautt
mM HEPES for a range of NaCl concentration. Increasingang pucruix[42] measured the solubility of lysozyme as a
the pH from 7 to 8 cause$ ¢4 to increase by about 3°Cin  fynction of added salts giH 4.5, T=18 °C. For a series of

accord with the results of Taratued al. [13]. This implies  chjoride salts, they find that the protein solubility increases
that an uncertainty ipH of 0.4 results in an uncertainty in i the order

Teioug Of 1.2 °C.
(least soluble NaCIl<KCI < NH,CI

DISCUSSION <MgCly(most soluble. (6)

We have performed a systematic investigation of liquid-
liquid and solid-liquid phase separation of aqueous lysozyme
solutions to explore the role of salt ions in protein interac-This ranking is fairly consistent with the cation ranking we
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find based onT,,, EQ. (4), recalling that a highT g

corresponds to a low solubilityFig. 4). 44
At odds with our cloud-point measurements is the fact
that the solubility of lysozyme reported by RiKautt and & 51
Ducruix does not increase when the ionic strength of :;B
MgCl, is above M, as the decrease of,,y suggests S
it should [Fig. 6(@]. Another discrepancy between our aoor
studies is that they were unable to grow crystals using g
(NH,),S0O,. The highTeuq in Fig. 6c) for (NH,),SO, £ ol
indicates that the solubility of lysozyme should be low for £
this salt. These discrepancies may be due to the difference in
pH between their studypH 4.5 and ours pH 7.8). At 41
pH 4.5, lysozyme has a charge &flle; at pH 7.8, its 00 02 04 06 08 10
charge is+8e [15]. Separation (a)

Specific-ion effects also arise in connection with the con-
formational stability of protein$48,49, the aggregation of FIG. 8. Total interaction energE—Eg+E, between two

coIIOIC_iaI suspension$50], and many olther physmgl and lysozyme molecules using DLVO theory, Edg), for three ionic
chemical phenomena. The effect of cations and anions on érengths. The protein has a charg8e and a radius 0f=17 A ;

particular system can often be ranked according t0 e Hamaker constant is 7.7 kT.
Hofmeister serie§51] that is similar to the ion rankings we
find for Tgoue EQgs.(4) and(5). A microscopic mechanism

L . A SinceQ is independent of ionic strength n 7.8[15],
that fully accounts for the ubiquitous Hofmeister series re Q b gth ngatd 7.8[15]

‘we use the constant-charge model for the repulsive energy

mains a challenggs2]. [5,60;
Modeling protein interactions Qze_ Kax
The phase transitions we observe are driven by a net at- ER_47rssoa(x+ 2)(1+«ka)?’ (70)

traction between the protein molecules. Thus, the magnitude

of Teoug @Nd Ty indicates the strength of the attraction: the wherex ! is the Debye screening length,is the dielectric
stronger the attraction, the higher the transition temperaturegonstant of the solution and, is the permittivity of free

In this discussion, we employ ideas from colloid science tospace. At 25 °C the Debye length of aqueous solutions is
interpret our results. For other approaches to the problem of-1—3 & /\/, wherel is the ionic strength of the solution in

protein interactions, see Ref#8,53,54. . moles/l. The essential point is thEt, decays exponentially
The three-dimensional structure of lysozyme is veryyiih xs.

stable[15], and so it is reasonable to treat it as a rigid object. | Fig. 8, we plot the total interaction energy
In this respect, a globular protein is more like a colloid thanE:ERJr E, for three ionic strengths. As expected, increas-
a polymer, which has conformational degrees of freedom. Agyg the ionic strength of the solution decreases the repulsive
a first approximation, therefore, we model the interactionyayrier. Note that for ionic strengths aboveM.1which cor-
energy between two protein molecules using the Derjaguinresponds to our experimental situation, the barrier is less
Landau-Verwey-OverbeetDLVO) theory for charged col-  han 1 kT. For such a weak repulsion, the protein molecules
loidal sphereg5]. Although this continuum model neglects \you|d aggregate instantaneously, as the following calcula-
many physical effects, it provides a valuable starting pointjsn shows.

for our discussion. The time scale for aggregation ig,g=37W/4KTN,

For lysozyme, the mean radius of the protein is roughlyyhere 4 is the solvent viscosityN is the number of protein
a=17 A[37], and its net charge i®=+8e atpH 7.8[15]. 1 olecules per unit volume, antf= zfgceE/kT(X_i_Z)deX is

The total energyE in DLVO theory is the sum of the van der the stability ratio[61,62. For a lysozyme concentration of

Waals attractiorE, and the electrostatic repulsidfg. Let 87 mg/ml, N=3.8x 10'¥ml and tagg= (4.6X 10 8W. We
s be the distance between the surfaces of two protein molhymerically integrated the curves in Fig. 8 to obtaihat

ecules, and let=s/a be the dimensionless distance. For tWoeach jonic strength: W(0.0IM)=6.9, W(0.1M)=1.0,

spheres, the attractive energy 0,55 W(1.0M)=0.85. Thus, even for 0.04 ionic strength,
DLVO theory predicts that the protein aggregates in
“Aul 4 4 3x10 " s. This d t occur i iments. Soluti
5+ — + . (79 s. This does not occur in our experiments. Solutions

12 [(x+2)7  x“+4x with an ionic strength of 0.0d are stable for months, and
they do not crystallize or precipitate. Decreasing the value of
where A, is the Hamaker constant. For smah, the Hamaker constant to 1 kT does not significantly increase
Ea~—Ay/12x. For lysozyme in water at room temperature, the stability factor. Clearly there must be some other repul-
Eberstain, Georgalis, and Wolfrafb6] find thatAy is 7.7  sive interaction that prevents the protein from aggregating
kT based on dynamic light scattering measurements. Aqueaapidly; electrostatic repulsion is not enough.

ous solutions ofw-chymotrypsin[57] and bovine serum al- Victor and Hanseri63] predict that liquid-liquid phase
bumin[58] also have Hamaker constants of about 10 kT, buseparation can arise from the secondary minimum of the
we note that fora-crystallin[59] Ay is 0.06 KT. DLVO potential. For our experimental system the secondary

X2+ 4x

Ea= x+2?

2 1In
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minimum is negligible. To achieve a secondary minimum ofincreases with salt concentratigi5], we expect the influ-
depth~KkT, the protein would have to be 1@imes bigger ence of cations off 4,4 to increase with ionic strength. This
than it actually is. This raises an interesting possibility. Dy-agrees with Fig. 6: at low ionic strengtfig,,g is slightly
namic light scattering studi¢24,56,64 show that lysozyme dependent on cation identity, whereas at high ionic strength,
forms aggregates when the solution is supersaturatedl . is highly cation specific.
(T<Txa)- The interaction energy between micrometer-sized The sjtuation for the anions is less clear. The radius of
aggregates could have a secondary minimum of sufficienfyqration for Br- and CI™ are equal5], suggesting that the
depth to drive liquid-liquid phase separation. This might ex-nyqration force is not strongly dependent on anion identity.
plain why |!QUId-|IQUIq phasg separatpn occurs in supersatuyy o propose that the anion identity affedts, 4 by changing
rated solutions; that is, it might explain Whouq<T xal- the magnitude of the Hamaker constant. Lifshitz theldly
. shows that 4 depends on the index of refraction of the
Hydration force medium in which the protein is dissolved. Using tabulated
Our analysis of DLVO theory shows that the electrostaticdata[76], we find that the index of refraction increases ap-
repulsion is not strong enough to prevent the protein fronproximately linearly with increasing ionic strength over the
instantaneously aggregating at the high ionic strengths usadnge 0 to B/ for the salts used in our study. The slope of
in our experiments. We believe that the repulsive hydratiorthis increase depends strongly on anion identity and is
force[5,65 is what prevents lysozyme from aggregating. It weakly dependent on cation identity. This suggests that an-
is well established that water molecules strongly bind to proion identity plays a more important role than cation identity
tein surfaceg66]. The hydration force reflects the work re- in setting the magnitude of the Hamaker constant. A rigorous

quired to remove this bound water when two protein mol-getermination oA is needed to test this hypothesis.
ecules approach each other. Osmotic-stress measurements by

Leikin, Rau, and Parsegidi®7,68 demonstrate the impor-

tance of hydration forces between collagen triple helices. Solid-liquid transition

Dym, Mevarech, and Sussm&69] hypothesize that hydra-

tion forces prevent halophilic proteins from aggregating at An essential distinction between liquid-liquid and solid-

high salt concentrations. liquid phase separation is the nature of the protein-rich
Pashle){70-73 and Pashley and Israelach\ii4] have  phase. In liquid-liquid phase separation the dense phase is

measured the hydration force between molecularly smootQimply 5 concentrated protein solution. In solid-liquid phase

mica surfaces in salt solutions. For salt concentrations abov@eparation the dense phase is a crystal, and the proteins form
10 3M, they find that the repulsion depends on the identity: ’

f th tion: th hvdrated th tion. th ¢ thintermolecular bonds at specific sites. We thus expect the
ot the cation. the more hydrated the cation, the greater Ny, ttion between the proteins to be stronger in a crystal

repulsion. When cations bind to the negative charged mic ; T
su?faces they presumably retain somg of their v?/aters oflanina protein-rich “.qu'(.j phase, and as a conseguence, we
hydratior'I. The highly hydrated ions, such as Mgand EXPECtT cioug Txaln WhiCh is what occurs experimentally.

Ca2*, result in the greatest repulsion because they carry th The next issue is to understand why it takes hours or days
most 'water with them For supersaturated protein solutions to crystallize. Solu-
It is important to keep in mind that the charge on a protein!ons Ofo lysozyme and calf lens proteifi82] can be cooled
is due to discrete positively and negatively charged surfac80—40 °C belowT,, and do not form macroscopic crystals.
charges is about 10 A37]. For ionic strengths above rotational diffusion coefficient for lysozyme is quite large
0.1M, the Debye screening length is smaller than this dis3X 1_07 5711 [75] indicating that the proteins should be able

tance, and the surface charges are essentially screened fré@nalign quickly and form a crystal. Pus¢$3] claims that
one another. This explains why both positive and negativéhere may be an activation barrier associated with the forma-
ions can bind to lysozyme even though the net charge of théon of intermolecular contacts due to the breaking of
protein is positive apH 7.8. protein-solvent interactions in favor of protein-protein inter-
We are thus lead to consider the protein interaction to bé&ctions. Evidence for the removal of parts of the hydration
the sum of van der Waals attraction and repulsion due téhell comes from the release of Tl observed using
hydration. Israelachvili5] has tabulated the hydrated radii of stopped-flow fluorescence quenchig].
various ions. For cations, the hydrated radii increase in the

following order: SUMMARY

(smallest) K*'<Na'<Li*<Ca&@"<Mg?®" (biggesj. The study of phase transitions in concentrated protein so-
8 lutions provides one with a simple means of assessing the
effect of solution conditions on the strength of protein
This order correlates very nearly with the order we find forinteractions. The data presented in this paper demonstrate
the cloud-point temperatures, Ed). The smaller the bound that the effect of salt on protein interactions depends sensi-
ion is, the closer the protein surfaces are able to approadively on the identities of the cation and anion in solution.
each other; the closer they approach, the greater the van dére find that DLVO theory cannot account for our observa-
Waals attraction and the higher the cloud-point temperaturgions and that hydration forces play an important role in pro-
Furthermore, since the number of cations bound to a proteitein interactions.
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