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We have studied the influence of the surface charge density of polymer colloids on the aggregation processes
induced at a high salt concentration. In this way, the effect of the residual interaction between the particles on
the aggregation mechanism was studied. The time dependence of the detailed cluster-size distribution and the
time-independent scaling distribution were obtained by single particle light scattering. We found a change in
the aggregation mechanism, expressed as a variation of them exponent value, when the surface charge was
modified.

PACS number~s!: 64.60.Cn, 05.40.1j, 82.70.Dd

I. INTRODUCTION

In the last decade, models have been developed describ-
ing the structure which results from the union of subunits.
The aggregation of colloidal particles is a good model for
describing this phenomenon, central to many physical@1#,
chemical@2#, and biological@3# processes. Determining the
detailed cluster-size distribution is important since many of
the properties of a colloid depend on that distribution, and by
now, the number of theoretical predictions and computer
simulations on the form and time dependence of the cluster-
size distribution far exceed the number of experimental re-
sults. Both theory and experiments have shown a universal
behavior, independent of the colloid, when the aggregation
of clusters is diffusion limited~DLCA! or reaction limited
~RLCA! @4–11#. DLCA occurs when every collision be-
tween diffusing clusters results in the formation of a bond. In
this regime, the rate of aggregation is limited by the time it
takes clusters to diffuse towards one another. RLCA occurs
when only a small fraction of collisions between clusters
leads to the formation of bigger clusters. In this case, the rate
of aggregation depends not only on the diffusion of the clus-
ters, but also on the time it takes clusters to form a bond. The
two most prominent features of the universal behavior are
reaction kinetics and cluster morphology. The former is de-
scribed using Smoluchowski’s coagulation equation@12# and
the latter by considering clusters as fractal structures@13,14#.

The aggregation mechanism depends on the interaction
between clusters. The latter may be modified by adding a salt
to a stable colloid. This reduces the electrostatic interaction
at large distances, but keeps a big value for the short range
residual interaction. In fact, to ensure DLCA conditions, hy-
drochloric acid~HCl! is usually added to a system of nega-
tively charged particles to eliminate their surface charge den-
sity @10#. The basic question we will address is how does this
residual interaction affect the aggregation kinetics. When ag-
gregation is induced at a high salt concentration, the repul-
sive potential is screened and highly localized around the
particles. Under these conditions, an irreversible fast process
takes place, primarily due to the Brownian motion of the
colloidal particles. In order to control the residual potential,
it is necessary to act directly on the particle surface charge
density. This may be performed by modifying the degree of

ionization of the surface ionic groups by changing the pH of
the solvent.

In this paper we address the following question: how
does the particle surface charge density affect the aggrega-
tion kinetics in processes induced at high salt concentration?
In other words, how does the aggregation mechanism depend
on the residual interaction between the particles? The de-
tailed cluster-size distribution of aggregating colloids of
polystyrene microspheres, was measured by single particle
light scattering@15–22#. We carried out a series of measure-
ments for different surface charge densities. Dynamic scaling
was found in all the cases studied; i.e., cluster distribution
can be expressed in the factorized form

Nn~ t !;s22F~n/s!, ~1!

where Nn is the concentration of clusters made up byn
monomers,s(t) a function of the number-average mean clus-
ter size, andF(x) a time-independent scaling distribution,
which characterizes the aggregation mechanism. This scaling
form has also been observed in other experimental systems
@8,23,24# and by numerical simulations@25#. At low surface
charge densities we find thatF(x) is bell shaped. When the
surface charge is increased, the maximum shifts to lowerx
values. In contrast, at the highest charge density,F(x) de-
creases monotonically. In every case we founds(t);t. Pa-
rametersl andm of the Van Dongen and Ernst classification
for homogeneous kernels@26# were determined from the be-
havior of s(t) and F(x) and features of the microscopic
mechanisms which govern the aggregation were deduced.

The outline of this paper is as follows: Sec. II is a theo-
retical background; the experimental system, technique, and
experimental details are described in Sec. III; results are re-
ported and discussed in Sec. IV; the conclusions are in Sec.
V.

II. KINETICS OF GROWTH

We interpret our results using the Smoluchowski rate
equation which provides a useful mean field approach to the
kinetics and a framework to classify a wide variety of growth
processes. This classification helps to distinguish between
DLCA and RLCA and to clarify the difference between ag-
gregation and gelation processes, frequently observed in col-
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loidal systems. In general, a colloidal aggregation process
may be described by the following reaction scheme:

~ i -mer!1~ j -mer!→
ki j

~ i1 j !-mer, ~2!

wherei -mer denotes a cluster ofi subunits andki j5kji>0 is
the concentration-independent coefficient or kernel of the ir-
reversible reaction. This kernel parametrizes the rate of such
a reaction, giving the probability of ani -mer reacting with a
j -mer. Kernels contain the physical information on the ag-
gregation process and, in general, depend on the size of the
reacting clusters. A kernel is a configurational and orienta-
tional average of the reaction rate between two colliding
clusters. For diluted suspensions, only collisions between
two clusters need be considered, since the probability of a
three-cluster collision is negligible.

Coagulation equation. Smoluchowski’s equation@12# ex-
presses the time evolution of the cluster-size distribution,
Nn(t), in terms of the reactions kernelski j

dNn

dt
5
1

2 (
i1 j5n

ki jNiNj2Nn(
i51

`

kinNi . ~3!

This equation takes into account all the pairs of collisions
which may generate or deplete a given cluster size. The first
term accounts for the creation ofn-mers through binary col-
lisions of i -mers and (n2 i )-mers. The second one represents
the depletion ofn-mers due to binary collisions with other
clusters. The structure of this equation is simple, although, it
is difficult to know the form of the reaction kernel for a
given system. Smoluchowski’s equation is analytically solv-
able only for a few kernels; for example, constant kernel
(ki j5k11), sum kernel (ki j; i1 j ), product kernel (ki j; i j ),
and linear combinations thereof. For monomeric initial con-
ditions and constant kernel, the solution is given by@27#

Nn~E!5N0

En21

~11E!n11 , ~4!

where N0 is the initial monomer concentration and
E[t/tagg[tN0k11/2.

Homogeneous kernels. Most coagulation kernels used in
the literature are homogeneous functions ofi and j , at least
for large i and j @28–30#. Van Dongen and Ernst@26# intro-
duced a classification scheme for homogeneous kernels,
based on the relative probabilities of large clusters sticking to
large clusters, and small clusters sticking to large clusters. If
the small-large interactions dominate, then large variations in
the cluster mass are discouraged, and the size distributions
will tend to be tightly bunched together, like a bell-shaped
curve. If large-large interactions dominate, the small clusters
tend to be left behind in the scramble and the result is a
monotonically decreasing size distribution. In this theory it is
assumed that, in the scaling limit, i.e., long times and large
clusters, the cluster-size distribution has the form@26,31,32#

Nn~ t !;s2uF~n/s!, ~5!

whereu is a kinetic exponent,s(t) is related to the average
cluster size, andF(x) is the time-independent scaling func-
tion. A direct consequence of mass conservation isu52.

Dependence of homogeneous kernels oni and j at largei
and/or j , may be characterized by two exponents defined as
follows:

kai,a j;alki , j ~l<2!, ~6!

ki j; im j n ~n<1!, i! j , l5m1n. ~7!

Kernels with either,l.2 or n.1 are unphysical, since the
reactivity cannot increase faster than the cluster mass. No
restrictions are imposed onm.

The homogeneity parameterl describes the tendency of a
big cluster to join up with another big cluster. Forl.1 the
rate of aggregation becomes so fast that an infinite-size clus-
ter forms in finite time and a gelation process occurs. Kernels
with l<1 give nongelling behavior, i.e., an infinite cluster is
formed at infinite time. Thus, the magnitude ofl allows us to
distinguish between gelling and nongelling systems.l takes
the value 0 in DLCA, and 1 in the case of RLCA@53#.

The exponentm establishes the rate at which big clusters
bind to small clusters and its sign determines the shape of the
size distribution. Form,0 the big cluster-small cluster
unions are favored and large clusters gobble up small ones
resulting in a bell-shaped size distribution. Kernels with a
negativem appear to be a good description for DLCA. When
m.0 the large-large interaction dominates and the size dis-
tributions resulting from such kernels tend to be polydisperse
since small clusters may still exist even in the presence of
large ones. Thus, distribution decays monotonically with in-
creasingn.

Both s(t) andF(x) in ~5! contain the exponentsl andm
of the kernels@26,33#. For the functions(t)

s~ t !; H t1/12l

exp~at !
l,1
l51, ~8!

wherea is a constant. This function is related to some ratios
of moments of the cluster-size distribution. It is directly pro-
portional to the weight-average mean cluster size
^nW&[M2/M1 , whereMi5(niNn , s(t) is also related to
the number-average mean cluster size^nn&[M1/M0 . The
relationship betweens(t) and^nn& depends on the sign ofm.
For kernels withl,1 @33,34#

s~ t !;H ^nn&
^nn&

1/~22t!

^nn&
1/~12l!

m,0
t,11l, m50

m.0
~9!

The analytical form ofF(x) is known for large and smallx
@26,33#

F~x@1!;x2l exp~2bx!, ~10!

F~x!1!;H exp~2x2umu!

x2t

x2~11l!

m,0
t,l11, m50

m.0.
~11!

For largex, F(x) decreases and is related only to the expo-
nent l, whereb is a fitting parameter. For smallx, F(x)
depends on the sign ofm. Therefore, whenm,0, F~x!1!
increases withx, whilst for m>0,F~x!1! decays monotoni-
cally. Thus, the shape of the functionF(x) depends critically
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on the sign ofm. For kernels withm,0, F(x) is a bell-
shaped function, whilst form>0, it decreases monotonically.
If umu→0, an intermediatex range exists,x0!x!1, where
kernels withm.0 and m,0 show typicalm50 behavior,
with crossover to, respectively,m.0 andm,0 behavior at
x;x0, x0 depends onm asx05exp~21/umu! @26#.

The above formulas~8! and~11! imply the following pre-
dictions for the long time behavior of the cluster-size distri-
butionNn(t) ~5!. Thus, whenl,1

H Nn~ t !

N1~ t !
→`

Nn~ t !;t2wn2t

Nn~ t !;t21n2~11l!

m,0
w.1, t,11l, m50

m.0
. ~12!

III. MATERIAL AND METHODS

A. The single particle light scattering instrument

A single particle optical sizer was built in our laboratory
@35,50# based on the device of Pelssers, Stuart, and Fleer
@17#. In this technique, single clusters, insulated by the hy-
drodynamic focusing of a colloidal dispersion, are forced to
flow across a focused laser beam. A measurement of the
cluster-size distribution is performed by analyzing the light
intensity scattered by the single clusters at a low angle,
where intensity is monotonically related to the square clus-
ter’s volume: I n(u)/I 1(u)5n2;V2. Under this condition,
the scattered light intensity is high enough to detect particles
accurately and the strong sensibility of the scattered light
intensity on the particle’s volume, makes it possible for a
high resolution to be achieved. For longer angles the inten-
sity is lower and data interpretation become difficult due to
the intensity oscillations appearing when the particle size
changes@36#.

Figure 1 shows a block diagram of the instrument. Basi-
cally, it is a flow ultramicroscope in which pulses of light
from the single particles are detected. Light from a laser goes
through an input optical system in order to create a homoge-
neously illuminated zone at the center of the flow cell, where
the cluster separation is performed. Single particles cross this

illuminated zone, scattering pulses of light. Detection optics
select only the light scattered at a low angle and focuses it
onto a photomultiplier which supplies a proportional electri-
cal current. This signal is converted into voltage and digi-
talized. A computer controls the analog to a digital converter
board, and recognizes, classifies and counts the pulses by
running an algorithm on line. Size distribution is obtained by
representing the counts versus the pulse intensity.

An important requirement is that every particle receive
the same incident intensity to ensure that the scattered inten-
sity be related only to the particle size. Furthermore, a small
detection volume is essential to guarantee the single particle
detection. A focus with an elliptical cross section satisfies
both requirements. Light from a 10 mW TEM00 Helium-
Neon laser model GLG5410~NEC, Japan! passes through a
spatial filter. The elliptical focus is performed by passing the
laser beam through two cylindrical lenses and focusing it
with a microscope objective~Entrance Optics!. In the focus-
ing cell a colloidal dispersion is injected into a fast flowing
water stream thereby obtaining a narrow particle stream.
This crosses the laser beam creating a small scattering vol-
ume. There should not be more than one particle in the scat-
tered volume. That is why the volume must be small and the
particle concentration low. The maximum particle concentra-
tion allowed for an optimum single particle detection is of
the order of 107 cm23.

Dust particles reduce instrument resolution and modify
the size distribution. Therefore the cell must be kept free
from contaminants. Fresh twice-distilled water~using Milli-
pore equipment! was distilled again on line to avoid air
bubbles. This water was pumped into a 7 nmtangential filter
~Carbosep. Rhoˆne Poulenc, France! by a gear pump~Tuthill
Corp. U.S.A.!. This filter prevents solid contamination and
provides a continuous flux without pulse effects. The inner
flux was controlled by two valves located between the tan-
gential filter and the cell. Finally, dust correction was carried
out by subtracting the counts measured with the supernatant
only, from the size distribution.

Pulses of light scattered by the single clusters are col-
lected by the detection optics. This is formed by a beam stop
and a diaphragm, which allows only the light scattered be-
tween 2.7° and 3.2° to pass. This light was collected by a
microscope objective~Melles Griot, 21 mm work distance!
focused on the scattered volume. The selected light was fo-
cused on a diaphragm pinhole which blocks reflections from
the cell windows and allows only the light scattered by the
particles to pass. Then, a photomultiplier~R2228,
Hamamatsu, Japan! detects the scattered light as current
Gaussian pulses, which are transformed into voltage and am-
plified. The new signal was fed into an analog to digital
converter board~DT-2830, Data Translation!, working at a
sampling frequency of 250 kHz. This sampling frequency is
high enough to follow the pulses accurately. At the same
time, a computer program, running on line, detects and clas-
sifies the pulses following two alternative algorithms: the
first one detects the maximum of the Gaussian pulse,
whereas the second one integrates the pulse, with the value
of this integral being proportional to the pulse height. The
height of the pulse, as well as its area, are related to the
intensity of the scattered light and therefore, to the particle

FIG. 1. Block diagram of the experimental system.
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size. A frequency histogram can be obtained by plotting
counts versus pulse intensity~;particle size! and thus, a
simple particle counting procedure provides the size distri-
bution. These new data acquisition procedures are an impor-
tant modification with respect to the device of Pelssers, Stu-
art, and Fleer. No multichannel analyzer is necessary and
thus, the particles can be detected without any special treat-
ment of the photomultiplier output signal.

B. Determining cluster-size distributions

Figure 2 shows a frequency histogram of an aggregating
latex dispersion~Sekisui-N1A19E!. The peaks correspond to
different cluster sizes from singlets to hexamers. Bigger clus-
ters may be detected but it is difficult to distinguish between
them. This instrument allows the detailed cluster-size distri-
bution to be measured up ton56 or 7, without applying
numerical peak separation methods. The relationship
I;V(1.8560.04), between scattered light intensity and the vol-
ume of the clusters was found, which is close to Rayleigh’s
predictionI;V2. The cluster-size distribution is determined
by integrating the peaks appearing in the histograms, and the
time evolution is obtained by analyzing a consecutive series
of the latter. The statistical counting errorNn

1/2 was consid-
ered, being a criterion to set the time of measurement. The
zero moment of the cluster-size distributionM05SNn is
measured by adding the total number of counts in a histo-
gram, including off-scale pulses. In this calculation every
cluster must be counted, though they need not be separated
according to their size. It allows the number-average mean
cluster sizê nn&5N0/M0(t) to be calculated. This is related

to s(t) and is needed together with the distributionNn(t), to
determine the scaling functionF(x).

Hydrodynamic forces acting on aggregates could break
them up under certain conditions. These forces are related to
the stream velocity in the longitudinal and transversal direc-
tions with respect to the particle movement. Extensional and
shear forces appear, respectively. These forces are also pro-
portional to the extensional and shear rates, respectively,
@37,38#. Size distributions were measured for different focus-
ing fluxes to check the cluster breakup. Aggregated samples
of initial monodisperse latex of 747667 nm radius~Rhône-
Poulenc, batch: K 080/889! were analyzed. We chose this
monomer size because the cluster breakup appears earlier as
the monomer size increases. Discrepancies in the distribu-
tions never exceeded 10%. This difference is explained by
taking into account the statistical error (N i

1/2) and the extra
dust appearing for larger focusing fluxes, which may be cor-
rected by subtracting the size distribution measured, with
supernatant only. From these results we conclude that the
cluster breakup does not affect our experiments since they
were carried out using smaller monomers.

C. Experimental system

The experimental system was a conventional polystyrene
latex ~Sekisui-N1A19E! with a negative surface charge due
to the sulphate groups. The radius of the spherical micro-
spheres, 292619 nm, was determined by the transmission
electron microscopy. The latex particles were cleaned by

FIG. 2. Typical frequency histogram of an aggregating sample. Clusters from monomers up to hexamers are shown. The last channel~not
shown! records the total number of off-scale pulses, enablingM0 to be determined. The variation of the scattered light intensity with
aggregation number~cluster’s volume! is plotted at the upper right hand corner.
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centrifugation and then by the ion exchange over a mixed
bed. Buffers were used to set the pH of the samples: ac-
etate at pH 4 and borate at pH 9. All chemicals used were of
A. R. quality and twice-distilled water was purified using
Millipore equipment. The critical coagulation concentration
~c.c.c.! was determined directly by dilution of the latex par-
ticles in the solutions of the different salt concentration. The
electrophoretic mobility of the particlesme , was measured
using a Zeta-Sizer IIc device~Malvern Instruments, U.K.! to
control the modification in the charge produced by the
pH. me was determined as a function of the pH at 0.015 M
of the ionic concentration. In every case it was found that
me,0, which confirmed the negative sign of the surface
charge. Mobility was converted intoz potential using Smolu-
chowski’s theory@39,40#. The electrokinetic surface charge
sek was calculated using the Gouy-Chapman model for the
electric double layer~e.d.l.! @39#. Table I shows the three
experimental cases studied. In case I, the system is practi-
cally at its isoelectric point and thereforesek'0. In case II,
the electrokinetic charge is larger by an order of magnitude
than in the previous case, and in case III the charge is larger
by a further factor of 2. Table I also shows the critical KCl
concentration of the suspensions at different pH. In part IV
of this article, the stability of the system at different pH is
discussed from the data obtained by monitoring the kinetics
using the single particle instrument.

D. Experiment details

Prior to undertaking our studies, fresh suspensions of mi-
crospheres were sonicated for 30 mins to breakup any initial
clusters. Aggregation was initiated by mixing the micro-
spheres suspended in the salt-free water and the aggregation
agent. Aggregations were induced at high ionic concentra-
tion; 0.5 M of KCl, higher than the c.c.c.. Immediately after-
wards, the timer was started.

The aggregation experiments were carried out in a reac-
tion vessel at 2061 °C and an initial particle concentration
of N054.03108 cm23. The cluster sedimentation due to the
slight difference between the polystyrene and the water den-
sities was negligible. Precautions were taken so that nonde-
structive size distribution analysis could be performed. Small
portions of the aggregating colloid were slowly taken from
the suspensions through a wide aperture pipette. Samples
were diluted in the same solvent used for the dispersions in
order to stop the aggregation during the measurements. No
variations of the cluster-size distribution were detected while
the samples were kept in the dilute medium for several
hours. Moreover, the particle concentration was optimized to
ensure a single particle detection~'107 cm23!. Cluster size
distribution was monitored and histograms were taken at the

different aggregation steps. These measurements allowed the
cluster size distribution to be determined.

IV. RESULTS AND DISCUSSION

A. Stability

In order to determine the regime of the aggregation pro-
cesses, the experimental rates of aggregation were deter-
mined for each experimental case and compared with the
theoretical prediction for the diffusion aggregation. To en-
sure the DLCA regime, the rate of aggregation must match
the prediction set by diffusion. From the initial time depen-
dence of the cluster-size distributions, the experimental
Smoluchowski rate constants were determined using Eq.~4!.
For cases I and II,ks5

1
2k115~2.860.3!310212 cm23 s21.

This value falls within the range of values commonly re-
ported for fast aggregation@17,33,37,41–50#. For case III the
rate constant isks5~1.760.3!310212 cm23 s21, lower than
in the previous cases. The theoretical Smoluchowski rate
constant for a system of identical spherical particles is@12#
ks
brow54/3 KBT/h55.5310212 cm23 s21, from our experi-
mental conditions. Table I shows the stability factor,W
5ks

brow/ks
exp, for the different experimental cases.

In order to explain the lower value of the experimental
reaction constant with respect to the theoretical one, viscous
interaction between the particles was considered@40,51,52#.
The Brownian diffusivity for relative motion,D125KBT/ f ~f
is the hydrodynamic resistance coefficient!, was numerically
assessed using formulas in the Spielman article@52#. The
theoretical Smoluchowski rate constant was calculated;ks

vis

5ks
brow/1.9752.8310212 cm23 s21, which agrees with the

experimental one, for cases I and II.
For cases I and II, the DLCA conditions are satisfied. For

case III, the stability factor is higher than in the previous
cases. This is due to the repulsive forces appearing when the
surface charge of the particles increases. Thus, in case III,
the DLCA conditions are not completely achieved.

FIG. 3. Time evolution of the number-average mean cluster size
for cases I, II, and III. In every case, the mean cluster size grows
linearly at long times. In case III the growth is slower than in cases
I and II, which agrees with the stability measurements.

TABLE I. Electrophoretic mobility, electrokinetic surface
charge density, and the stability of the colloidal particles for the
three experimental cases.

Experimental
case pH

2me/10
28

~m2 V21 s21!
2sek/10

22

~C/m2!
c.c.c
~M! W

I 2.360.1 0.260.1 0.160.1 '0.00 1.960.2
II 4.260.1 2.160.2 0.860.2 '0.10 1.960.2
III 9.360.1 3.760.2 1.560.2 '0.35 3.260.4
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B. Dynamic scaling

We now analyze our data using the dynamic scaling for-
malism. The main questions are: whether or not the cluster-
size distributions scale; when the scaling becomes apparent;
and what mechanism governs the aggregation. For this pur-
pose, the number-average mean cluster size^nn&5N0/M0(t)
was determined by measuring the zero moment of the size
distribution,M05SNn . This is related tos(t) and, together
with the distributionNn(t), allows the scaling functionF(x)
to be determined.

Function s(t). Figure 3 shows the time dependence of
^nn&. For cases I, II, and III,̂ nn&;t was found at long
times. In case III, the kinetics is slower than in cases I and II,
which agrees with the higher stability of the system.

The relationship between̂nn& and the scaling function
s(t) depends on the sign ofm ~9!. In order to determine this
sign we plottedNn vs n ~Figs. 4!, observing that in cases I
and II @4~a! and 4~b!#, it reaches peaks when the aggregation
time increases. This suggestsm,0 ~12! and thus, the rela-
tionships(t);^nn& is satisfied. Depletion of the small clus-
ters is a characteristic of the DLCA.

Nevertheless, in case III@Fig. 4~c!#, the distribution de-
velops a power-law decay inn at long times, given by
Nn;n21, which suggestm>0 ~12!. Power-law decay is a
characteristic of the RLCA@53#. In order to determine
whetherm is greater than or equal to zero, the long time
dependence of the cluster-size distribution was determined to
beNn(t);t2(0.860.1). For kernels withm50 theory predicts
Nn(t);t2w with w.1 ~12!. Thus, the exponent2~0.860.1!,

FIG. 4. Plots ofNn(t) versusn for different times. In cases I and II, a peak is developed at a long times, which indicatesm,0. For case
III, a power-law decay is shown, which suggests thatm>0. The error inNn is assumed to be proportional toNn

1/2.
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close to one, suggests thatm.0. For kernels withm.0, the
coagulation equation also predictsNn;n2(11l) ~12! and
thus, from the experimental exponent ofn we find l'0.
Consequently, the relationships(t);^nn& is also satisfied for
case III when the valuel50 is used in Eq.~9!.

Therefore, for every case,s(t) shall be identified with
^nn&, and thus, the relationship̂nn&;t1/(12l), when l50
~8!, reproduces the experimental results, shown in Fig. 3.

Time-independent scaling distributionF(x). F(x) was
determined by plottings2(t)Nn(t)/N0 versusx[n/s(t) for

different times. For aggregation times longer than the char-
acteristic aggregation time,tagg[2/N0ks

exp, the data collapses
along a single master curve~Figs. 5!. These results demon-
strate that the scaling approach is appropriate for the experi-
mental data. It is really surprising since the data correspond-
ing to t'tagg does not represent the scaling limes; large
clusters and long times. This was also observed by Broide
and Cohen@8#. Figure 5~a! plots this function up tot'21 tagg
and t'12 tagg for cases I and II, respectively. Figure 5~b!
showsF(x) for case III up tot'14 tagg.

In cases I and II bell-shaped curves appear, which con-
firms the negative sign ofm ~11!. Furthermore, a shift in the
maximum position is observed. From our measurements we
can obtain information about the sign ofm but not its exact
value. Nevertheless, it is interesting to comment that the shift
in the maximum position agrees with the theoretical predic-
tion if we acceptumu'0, where kernels withm,0 show typi-
calm50 behavior forx in the intermediate range,x0!x!1.
Therefore, the shift inx0 would be qualitatively interpreted
as a change ofm towards zero when the surface charge den-
sity increases~see theory!.

The stability factorW was found by monitoring the evo-
lution of the cluster-size distribution for short times. Further-
more, the scaling behavior is exhibited for longer times.
Cases I and II both have the sameW and yet they have
different scaled distributions. This raises an important ques-
tion: DoesW uniquely determine the scaled distribution?
Given our experimental results the answer is negative. There
is not enough information during the first stages of the ag-
gregation to predict the entire evolution of the system.

In case III,F(x) decays monotonically for everyx, which
confirms thatm>0 ~11!, and from the time dependence of the
cluster-size distribution, we conclude thatm.0. Figure 5~b!
shows thatF(x,1);x21. For kernels withm.0, the theory
predicts,F(x!1);x2(11l) ~11!. Thus, our result leads to
l'0, which confirms the value directly obtained from the
cluster-size distribution@Fig. 4~c!#.

A decreasing exponential behavior forx.1 was found for
cases I, II and III. Theory predicts forx@1 am independent
behavior given by~10!. Several values ofl were tried, con-
cluding that the best fitting leads tol'0, which is in line
with the value obtained above. Experimental uncertainty in
F(x) does not allow the value ofl to be found accurately.

To sum up, our results indicate that in all the processes,
induced at high salt concentrations, the homogeneity param-
eter has a value of zero. This result is in line with the DLCA
experiments@5,7,8,23,24,54–58#. However, in the absence of
a surface charge~case I!, the exponentm is negative. This
result is also in line with the DLCA experiments@23,33#.
The exponentm could drift towards zero as the charge is
increased~case II! and finally, changes its sign when the
charge increases even more~case III!. The positive sign ofm
is in line with the measurements of the slow aggregation@8#.
Table II shows the stability data and the kinetics character-
istic for every case.

The original Smoluchowski kernel@12#, developed to de-
scribe the DLCA, gives the reaction rate as a collision cross
section due to the diffusion of spheres in radiusR, having a
diffusion constantD5KBT/6phR. This kernel withl50
and negativem, can be used for describing our experimental
results in cases I and II. A more realistic description is made

FIG. 5. ExperimentalF(x) distributions. The distributions are
aligned for different times, showing dynamic scaling. For cases I
and II, bell-shaped curves confirm the negative sign ofm. A shift in
the maximum position is observed when the surface charge rises.
For case IIIF(x) decays monotonically, demonstrating that the sign
of m has changed tom>0. For x.1, a decreasing exponential be-
havior is shown in every case~solid lines!, which suggestsl'0.
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when clusters are considered as fractal structures. Thus, the
relationship between the gyration radius of ani -mer and the
radius of a monomer is expressed asRi5R0i

1/df . For the
diffusion constantDi5(KBT/6phR0) i

21/df @59#. df anddh
are the fractal and hydrodynamic fractal dimension, respec-
tively. The Brownian kernel is, thereby

ki j5
2KBT

3h
~ i 1/df1 j 1/df !~ i21/dh1 j21/dh!. ~13!

Thus, the aggregation exponents arel51/df21/dh and
m521/dh . In our experiments, we foundl'0 and therefore
df'dh , which is reported by direct measurements ofdf and
dh @60,61# and by computer simulations@59#. This kernel
also predicts a negative value ofm, in agreement with our
experimental results. Recently, Thorn and Seesselberg@62#
have used a stochastic simulation method to recover the scal-
ing behavior of the microsphere colloids. They simulate pro-
cesses using the Brownian kernel with the monodisperse ini-
tial conditions. The valuedf51.75 and df'dh were
accepted for the DLCA simulation. They found a bell-shaped
F(x) curve which agrees with our experimental results.

In case III,m is positive and the Brownian kernel fails to
fit the experimental results. The positive sign ofm is inter-
preted by a greater reactivity between the larger-sized clus-
ters when the surface charge density increases. The power-
law decay in the cluster-size distributions~m>0! @Figs. 4~c!
and 5~b!#, the asymptotic time dependence~m.0! and the
stability data suggest that in case III the process is not
DLCA. On the other hand, the value ofl, close to zero, that
we have found does not indicate slow aggregation, and it is
far from the exponentl51 predicted analytically for the
RLCA kernels @53#. For slow aggregation the valuesl' 1

2

@7,33,63,64# andl'1 @5,54–56,65# were found by other au-
thors. For example, Asnaghiet al. and Olivier and Sorensen
studied the colloidal aggregation in the intermediate regimes,
finding thatl changes continuously from 0 to 0.5 when they

change the aggregation conditions from fast to slow aggre-
gation. Probably, in case III, we observe an intermediate re-
gime between DLCA and RLCA. The stability data and the
kinetics of the process indicate that in case III the residual
interaction between particles controls the aggregation
mechanism. Thorn and Seesselberg@62# also studied the
scaling behavior under slow aggregation conditions, finding
m>0 andl'1

2. An interesting question for future research
would be to simulate the aggregation of these kinds of sys-
tems, including a residual interaction between particles.

V. CONCLUSIONS

The temporal evolution of the cluster-size distributions
has been measured using a single particle light scattering
instrument. Measurements were carried out at a high salt
concentration and different surface charge densities. In all
cases, we found that distributions exhibit dynamic scaling for
times longer thantagg.

For particles with low surface charge density, the scaled
size distribution is bell shaped, with a shift appearing at the
maximum position when the charge is increased. In this case,
the kernel is characterized by the parametersl'0 andm,0,
which agrees with the value of the exponents for the Brown-
ian kernel and with results obtained by the simulation using
this kernel. Thus, for the low surface charge densities, our
results are in accord with the DLCA. Big clusters bind pref-
erentially to small clusters. The shift in the position of the
maximum might be due to a change in the value of the pa-
rameter m towards zero. Moreover, for the low surface
charge densities, the same value forW does not guarantee
the same scaled distribution.

When the particle surface charge density increases even
more, we find that the distribution exhibits a power-law de-
cay, which demonstrates that the aggregation mechanism
changes. In this case we foundl'0 andm.0. Thus, for the
highest particle’s surface charge density, the residual inter-
action controls the aggregation, and when this interaction
increases, big clusters bind preferentially to big clusters. This
result suggests that the residual electrostatic interaction could
control the reactivity between big and small clusters.
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