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Anomalous scaling in a model of passive scalar advection: Exact results
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Kraichnan's model of passive scalar advection in which the driving velocity field has fast temporal
decorrelation is studied as a case model for understanding the appearance of anomalous scaling in
turbulent systems. We demonstrate how the techniques of renormalized perturbation theory lead
(after exact resummations) to equations for the statistical quantities that also reveal nonperturba-
tive eKects. It is shown that ultraviolet d.ivergences in the diagrammatic expansion translate into
anomalous scaling with the inner length acting as the renormalization scale. In this paper, we com-
pute analytically the infinite set of anomalous exponents that stem from the ultraviolet divergences.
Notwithstanding these computations, nonperturbative effects furnish a possibility of anomalous scal-
ing based on the outer renormalization scale. The mechanism for this intricate behavior is examined
and explained in detail. We show that in the language of L vov, Procaccia, and Fairhall [Phys. Rev.
E 50, 4684 (1994)], the problem is "critical, " i.e. , the anomalous exponent of the scalar primary
Geld A = A . This is precisely the condition that allows for anomalous scaling in the structure
functions as well, and we prove that this anomaly must be based on the outer renormalization scale.
Finally, we derive the scaling laws that were proposed by Kraichnan for this problem and show that
his scaling exponents are consistent with our theory.

PACS number(s): 47.27.Gs, 47.27.Jv, 05.40.+j

I. INTRODUCTION
h, , (R) —= d~([u;(r + R, t + r) —u;(r, t + 7)]

The model of passive scalar advection with rapidly
decorrelating velocity Beld which was introduced some
time ago by Kraichnan [1] was suggested recently [2] as
a case model for understanding multiscaling in the sta-
tistical description of nonlinear Beld theories. The model
is for a scalar field O(r, t) where r is a point in R". This
field satisBes the equation of motion

x [u, (r + R, t) —u~ (r, t)]), (1.3)

where the symbol () in Eq. (1.3) stands for an ensemble
average with respect to the statistics of u which is given
a priori. The scaling properties of the scalar depend
sensitively on the scaling exponent (i, that characterizes
the B dependence of h, z. (R):

cl, —KV' +u(r, t) V' 8(r, t) = f(r, t). h;;(R) = h(R) (1.4)

In this equation f (r, t) is the forcing and u(r, t) is the
velocity Beld which is taken to be a Gaussian stochastic
Beld, rapidly varying in time. The forcing is taken to be
b correlated in time and space homogeneous,

C~

h(R) =Hi —
/

0&(b, &2

(f(r t)f(r t )) =@' (r r )b(t t ). (1.2)

*Electronic address: fnlvovowis. weizmann. ac.il
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We will study this model in the limit of large Peclet
(Pe) number, which is defined as the dimensionless ratio
UI, I/r, where UL, is the scale of the velocity Buctuations
on the outer scale I of the system. The most important
property of the driving velocity field from the point of
view of the scaling properties of the passive scalar is the
tensor "eddy diffusivity" [1]

where 8 is some characteristic outer scale of the driving
velocity Beld. We take the scaling exponent (i, of the
eddy difFusivity to lie in the interval (0, 2). The value of
(i, that would correspond to Kolmogorov spatial scaling
in the velocity Beld is 4/3. We will assume throughout
that the velocity field has an inner scale that is much
smaller than the dissipative scale of the scalar. This
corresponds to the limit of a low Prandtl number. The
structure of the tensor 6;~ is dictated by the incompress-
ibility of the velocity field, and H is a free dimensional
parameter. By "scaling properties" we mean power law
dependence of the various correlation and response func-
tions of O(r, t) and its gradients on separation distances.
For example, the structure functions of 8(r, t) are

Sg„(R)—:([8(r + R, t) —8(r, t)]2") .
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In writing this equation we assumed that the statistics
of the velocity field leads to a stationary and space ho-
mogeneous ensemble of the scalar O. If the statistics is
also isotropic, then S2 becomes a function of B only, in-
dependent of the direction of R.. The scaling exponents
of the structure functions S2 (R) characterize their R
dependence in the limit of large Pe,

(1.7)

when B is in the "inertial" interval of scales that will be
discussed later in this paper.

In Ref. [2] Kraichnan showed that when the driving
velocity field u(r, t) is b correlated in time one can derive
the exact "balance" equations for the structure functions
S2„(R): e(x) = ~i VO(x) i', (1 14)

g2(0~re, r2, r3 x4). It was shown that for rq r2
p3 —p4 —R, and R )) r [cf. I, Eqs. (4.11), (4.12), and
(4»)]

|9 19
g (O~r, r, r, r ) r

+1 +2

where L is an anomalous exponent that characterizes the
leading divergence when r m 0. Moreover, the value of
this exponent is important in determining much of the
scaling behavior in this model. It appears prominently
in J2„and also in the correlation function of passive dis-
sipation fluctuations. The dissipation field is defined here
as

B(R)S2„(R)= J2„(R) . (1 8) where the (d + 1)-dimensional vector T—:(r, t). The
correlation function K(R) is

In this equation B(R) is the linear operator that will be
used below repeatedly: K(R) = (e(r + R t)e(r t)) —(e(x)) (1.15)

B(R) = R " R" h(R)

with d being the space dimension. On the right-hand side
of the balance equations we have

J2„(R) = —4nK([H(r+ R) —O(r)] " '7' O(r))
(1.10)

Kraichnan conjectured that the scaling dependence of
J2 (R) on R when R is in the inertial range is given
by the law

J2„(R) = n J2(R) S2„(R)/S2(R) R~'"

This scaling law led Kraichnan to far reaching conclu-
sions regarding the scaling exponents (2„. Once inserted
in the balance equations this conjecture resulted in the
prediction that the scaling exponents satisfy the equation

It was shown in paper I that the ultraviolet divergences
resulted in a dependence on the inner cutoH' of the theory,
denoted as g [and defined below in Eq. (2.25)] which is
written as

K(R)/K' - g
'

It was also explained in paper I that the theory indicates
that if A reaches the critical value A, = gh special con-
siderations must be made. For A ( (h and (~ in the
interval (0, 2) it was shown that the perturbation theory
for S4 and higher order structure functions converges or-
der by order both in the ultraviolet and in the infrared
limits. Accordingly, there is no external renormalization
length scale in the theory and there is no (perturbative)
mechanism to ruin simple scaling, i.e. , (2„——ng2. In
this case the correlation of dissipation Huctuations can
be shown to decay in the inertial range of scales as

(2 ((2 —(2 + d) = ~d(2 . (1.12) (1.17)

If so, this model may be the first nonlinear nonequilib-
rium case where "multiscaling" can be explicitly demon-
strated. Further, Kraichnan et at. proposed in [3]
that if this model is multiscaling, then (1.12) is the
unique solution for (2 . We will see that among other
things our considerations lead to precisely the scaling law
J2 (R) R~'" &' as conjectured by Kraichnan. We will
see how the possibility of multiscaling is indeed realized
due to the analytic structure of the theory.

In a previous work on. this model [4] (referred to here-
after as paper I) renormalized perturbation theory was
employed to study the scaling behavior. It is appropri-
ate to present first a short summary of the results of this
paper.

The main point of paper I was that various statis-
tical quantities exhibit anomalous exponents that stem
from ultraviolet divergences in their diagrammatic ex-
pansion. For example, there exists a quantity called the
nonlinear Green's function (that is defined in Sec. II
and is a four-point quantity) and which is denoted as

(I ) 26 —C4

K(R) -( ( ))'I —
I

(1.18)

Here L is the outer renormalization scale for this model,
which is in general not identical with the outer scale 2
of Eq. (1.5). This result is in agreement with Kraich-
nan's conjectures. The detailed explanation of how this
phenomenon takes place is one of the major aims of this
paper. It is an important mechanism that indicates how
at least in this example ultraviolet divergences coupled

Indeed, as long as 4 ( (h, the correlation decays in the in-
ertial range as it must for a mixing field. On the contrary,
if 4 = (p, Eq. (1.17) cannot continue to hold since it pre-
dicts that the correlations do not decay. This is precisely
where the need for anomalous scaling of the structure
functions comes in. We will see below that the value of
4 is precisely (h, and we will get instead of Eq. (1.17)
the following prediction:
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with nonperturbative effects may conspire to give at the
end anomalous corrections which are carried by the outer
renormalization scale. Whether or not such a mecha-
nism operates in other hydrodynamic systems will be dis-
cussed in separate presentations. At any rate, the exam-
ple treated here serves as a powerful demonstration of the
fact that renormalized perturbation theory as applied to
field theories of the hydrodynamic type allows one, after
proper resummations, to capture subtle nonperturbative
effects.

It needs to be stressed that the anomalous exponent
4 discussed above is just the leading divergence associ-
ated with scalar anomalous fields. We will explain below
that there exists a full spectrum of anomalous exponents
which are associated with the inner length, and they have
to do with anomalous 6ekls of different irreducible repre-
sentation of the rotation group [7,8]. We will compute be-
low analytically the whole spectrum of these exponents.
For the model at hand this is an easy task, but it serves
to demonstrate the rich scaling properties of hydrody-
namic systems. This rich scaling structure has not been
considered by the Quid mechanics community until now.

The structure of this paper is as follows. Section II is
devoted to the derivation of the differential equations sat-
isfied by the n-point time correlation functions and the
n-point simult, aneous correlation functions, as well as the
equations for the two-point and four-point Green's func-
tions. The derivation is based on the diagrammatic ex-
pansion of paper I, and the main objective of this section
is to demonstrate that this technique yields the exact
equations, and that the resulting equations contain as-
pects of the problem which are not perturbative. The
results of the calculations of this section are identical
to alternative derivations which are based on standard
stochastic methods. Readers who are not interested. in
the method of derivation can start to read this paper
from Sec. III, which begins with a catalog of the equa-
tions that are analyzed in the rest of the paper. Section
III begins with the exact solution of the Green's function
and the two-point correlation function. These solutions
are important since they introduce the homogeneous so-
lutions of the operator 8(R) which then appears impor-
tantly in all the solutions of the higher order quantities.
Section II8 deals with the exact solution of the two-point
correlation function. This solution depends on the nature
of the forcing. We are able to study in detail how the ef-

fects of nonisotropic forcing on the large scales decay in
the inertial range as the scale of observation decreases.
The exponents that govern the "law of isotropization"
are important in determining the scaling behavior of cor-
relation functions of anomalous fields whose presentation
under the symmetry groups is different from scalars. Fi-
nally, in Sec. IIC we discuss the four-point nonlinear
Green's function which allows us the evaluation of the
anomalous exponent L. Section IV is devoted to the
calculation of K(R), J4(R), and other correlations that
expose nonscalar anomalous fields. The section is based
on analyzing the equation for %4, and the strategy is to
extract the leading divergence that is characterized by
the anomalous exponent L. Section V presents a brief
calculation of J2 and Sec. VI collects all the results

together in order to compute the scaling exponents of
S2„(R). We show that the requirement of flux equilib-
rium in which the energy intake is balanced by diffusive
dissipation leads to only two possibilities: one is simple
scaling, and the other is anomalous scaling in agreement
with Kraichnan's conjectures. Simple scaling is possible
only if the dissipation field is not mixing, which seems a
nonphysical condition. One has to stress here that there
may be more than one scaling solution in the inertial
range. Of course, the physical system is characterized by
one scaling solution. The question is how to select this
solution theoretically. We believe that this is done by
demanding the existence of nonvanishing Aux. Other de-
mands, such as analytzczty in the limit (h -+ 0, may lead
to other solutions which may be nonphysical. Section VII
offers a summary of the paper.

II. DIAC B.AMMATIC DEB.IVATION
OF THE EQUATIONS FOR CORRELATION

AND B.ESPONSE FUNCTIONS

p(ro to~t) = dt u(ro + p(ro to~t ) t ). (2.1)

Let us denote the transformed variables as

T(rp tp r t) = 0(r + p(rp tp~t), t),
v(ro, tour, t) = u(r+ p(ro, to~t), t),
P(rp, tour, t) = f(r + p(ro, to~t), t).

(2 2)

(2.3)
(2.4)

In terms of these new variables the equation of motion
(l.l) reads

[O, —~V' —w(ro, tour, t).V'j T(ro, tour, t)

= P(r , t ~r, t), (2.5)

w(rp, p~r, t) = v (ro, tour, ) —v(ro, to~ro, t)

The motivation to use these coordinates is to separate the
trivial sweeping effects from the desired scaling behavior.

In this section we demonstrate that for this model the
exact resummation of the diagrammatic expansion for
the various n-point correlation and response functions of
the theory results in exact differential equations. In pa-
per I the perturbative analysis gave rise to anomalous
exponents that stemmed. from order-by-order ultraviolet
logarithmic divergences. We refer to such anomalies as
"perturbative. " Here we will And anomalous exponents
that arise from the solution of the differential "fully re-
summed" operators. We refer to these as "nonpertur-
bative" anomalies. The analysis is based on paper I, in
which the first step is the Belinicher-L'vov (BL) transfor-
mation [4—6]. This is done by allowing the center of the
coordinate system to move along the Lagrangian trajec-
tory of a particular Quid point. The reference point is at
position ro at time to. The trajectory of this point with
respect to ro is
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A. The two-point quantities

The two-point functions discussed here are the two-
point correlation function

&(r l~ ~ ) = (T(* I* )T(* I* ))

and the Green's function that is de6ned as

(2.7)

sT(xpix, )g(rpixi, x2) = (2.8)

where we recall that the (d + 1)-dimensional vector m-:
(r, t), and ( is the Belinicher-L'vov transformation of a
forcing that is added to the right-hand side of Eq. (2.5).
The dependence on to disappeared from the left-hand
side of Eqs. (2.7) and (2.8) because one can prove [7]
that all the average quantities are time translationally
invariant.

In this section we present the derivation of the equa-
tions for X(rp~xi, x2) and g(rp~xi, x2). In paper I we
derived the Dyson-Wyld equations for these two-point
functions. For t ) 0 they read

(Bg —KV' )g(rp~r„r2, t)

= b(ri —r2)8(t) + dr'E(rp~li, r')Q(rp~r', r2, t),

(2.9)

The sweeping causes infrared divergences in the diagram-
matics that are avoided within this coordinate system.
One should point out that for the passive scalar problem
one can formulate the difFerential equations for the simul-
taneous correlations without recourse to this approach.
For the Navier-Stokes problem the BL variables are in-
dispensable in formulating a 6nite theory. Anticipating
a possible correspondence between multiscaling behavior
in the passive scalar and the Navier-Stokes problems, it
is worthwhile to treat them in a similar fashion.

We now turn to the discussion of the statistical quan-
tities that are de6ned in terms of these variables.

4'(rp~r i' ) = H;&(rp~r i')
~ X(rp~r, r', t = 0).

~ri ~r

(2.12)

In (2.11) and (2.12)

H;, (rp~r, r') = dt(ip;(rp, tp~r, t)m~(rp, tp~r', 0)).

(2.i3)

In the case considered in this paper in which the velocity
field is h correlated in time the expression (2.13) can be
related to the eddy diffusivity (1.3), expressed in terms
of Eulerian correlations as

H;~(rp~r, r') = h;~(r —rp) + h,~(r' —rp) —h,~(r —r').

(2.14)

(Og —v.V') g(r harp,
r', t) = 8(r —r')8(t)

dr" g(rp~r, r", 0)
~i

(2.i5)

Remember that g(rp~r, r', t) is zero for negative times.
Integrating (2.15) over time from t = r to t =—w and
taking the limit 7' -+ 0 one finds that

That the mass operators (2.11) and (2.12) have an ex-
plicit form corresponding to the one-loop diagram rather
than an infinite series representation stems from the fact
that the velocity field decorrelates on an infinitely short
time scale. This simple form of the mass operators will
be lost if we relax this fast decay of the velocity time
correlation functions.

Equations (2.9) and (2.10) can be turned into difFer-
ential equations for the two-point functions X and Q.
Substituting (2.11) in (2.9) we find that

g(rp~r, r', t = 0+) = 8(r —r') . (2.16)

W(rpri, r2, t) = dr'dr" dt'g(rp~r„r', t + t')

x [@p(r', r") + C'(r', r")]
xg(rp~r2, r", t'). (2.10) g(rp~r, r', t = 0) = b(r —r'). —

2
(2.17)

We will choose symmetrical regularization at t = 0 and
by convention write

For negative times the Green's function is zero, and
the correlation function is symmetric to inverting time
t + —t and the coordinates r + —r together. In the
Dyson equation (2.9) the mass operator Z(rp~r, r') can
be written explicitly

Using this evaluation the integration may be performed
leading to

Oq + 17i(r —rp) g(rp~r, r', t) = h(r —r')8(t). (2.18)

Z(rp~r, r') = Here we introduced the generalized diffusion operator

17i(r) = —v.V' + 8(r), (2.19)

whereas in the Wyld equation (2.10) the mass operator
4 takes the form

where the operator 8 is a key operator that appears re-
peatedly below. We will distinguish between an operator
8(r, rp) which acts on functions of two variables r and
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rp and an operator 8(R) acting on functions of one vari-
able R:

Next we want to derive the differential equation satisfied
by the simultaneous two-point correlator X(R):

8(r, rp):—8 p = h;, (r —rp)
~a, i &p, j

(2.20) W(R) = X(r„r2, t = 0), (2.29)

(2.21)

where R-. = rj —r2. The derivation is described in detail
in Appendix A with the final result

172(R)X(R) = @p(R), (2.30)

Clearly 8(r, rp) is equivalent to 8(R) on the class of
functions depending on the di8'erence R = r —rp only.
In spherical coordinates the 8 operator can be repre-
sented as the sum of two contributions:

(2.22)

where generally the operator 172(r, rp) operates on two
coordinates:

V2(r, rp) = —K[V' + V'pj + 8(r, rp) —'R(r, rp),
(2.31)

Here B is the operator (1.9) and L is the angular mo-
mentum operator —iR x V' which depends only on the
direction of K.

For future purposes we also need the equation of the
time-integrated Green's function g(r —rp, r' —rp), defined
as

P

and the operator 'R is given by

( 8R(r, rp)
—=

~
h;, (r ) + h;, (rp)

T~i ~Tpi

( 8 0
x +

g BT~i BTpi )
(2.32)

g(r —rp, r' —rp) = dtg(r ~rp, r', t).

This function satisfies the equation

(2.23)
In the case where the operand is a function only of the
difference R = r —rp the operator Q disappears and
this equation reduces to

'Di(R)g(R, R') = 6(R —R'), (2.24)
172(R) = —2v.V' + 8(R) . (2.33)

(2.25)

We proceed now to determine an equation of motion for
the two-point correlator W(rp~ri, r2, t). It is clear from
Eq. (2.18) that one may define an inverse operator for
the Green's function g(roar, r', t) according to

gi '(r —rp, t) =—0, + Vi(r —rp) . (2.26)

Note from Eq. (2.18) that the equation of motion for
g(roar, r', t) only depends on the erst coordinate r, so
that gi = gi (r —rp, t) Operating w.ith g we may
rewrite the Wyld equation (2.10) as

4 + &i(» —ro) —4 + &i(r2 —ro) &(ro ~ri, r~, t)

= 8(t) [4(ro~ri, r2) +@o(ro~ri, r2)I, (2.27)

where we have used the fact that X(rp~ri, r2, t) is only a
function of the time difFerence t = tq —t2. We have also
the "boundary" condition

~(rplri, r2, t) m 0 for t m +oo . (2.28)

which follows from Eq. (2.18).
The equation of motion (2.24) allows us to introduce

the inner scale of this model, denoted by g. By definition
g is the scale for which the advective term 8 is of the
order of the dissipative term vV' . Equating the two
terms we get

B. The derivation of the differential equations for
higher order correlations and response functions

In this section we present the equations for the four-
point and higher order correlation functions and for the
nonlinear Green's function (2.8). The solutions are de-
ferred to the next section.

The fouT point GTeen-'8 function

In paper I we presented the diagrammatic series for
the nonlinear Green's function g2(ro~xi, x2, xs, x4). This
quantity is defined as

ST(xp~x]) bT(xo~x2)2(roI»»» x4) =
$—+0

(2.34)

The diagrammatic expansion of this quantity is an in-
finite series of ladder diagrams that can be resummed
exactly. In Fig. 1 we recall the notation for the dia-
grammatic elements, and in Fig. 2 is reproduced the
diagrammatic resummed equation for this function. In
analytic form this equation reads
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G

g, (ol»»» *4) = g2 (ol»»» ~4)

+ dr dr dt' g2 (Olxr, x2, r', t', r", t')H, ~(r', r"), „g2(Olr', t', r", t', xs, x4), (2.35)

where t = min(tI, t2) and one has the equation

g, (ol», », », ~4) = g(ol», »)g(ol», ~,). (2.36) 'D2(rI, r2) —'R(rI, r2) g2(r1, r2, rs, r4)

We want now to derive a differential equation for this
quantity. We can proceed as in the case of the correlation
function by applying the product of the inverse operators
g1 of Eq. (2.26) to obtain a diB'erential equation for
g2(0l&I, &2, xs, x4) as a function of three time differences.
We may, however, make use of the structure of Eq. (2.35)
to directly derive an equation in only one time difference.
The availability of such a reduction follows from the
correlated velocity field in much the same way as the
availability of a differential operator for W(OlrI, r2, t = 0)
as we saw before. We can choose at will to consider
Eq. (2.35) for the times tI ——t2 ——t and t3 —tQ —0 to
derive a differential equation in one time difference for
the quantity

g2(0lr1, r2, rs, r4, t) = g2 (Olr1, t, r2, t, rs, 0, r4, 0). (2.37)

The derivation closely resembles the derivation of the
equation for the two-point correlator described in Ap-
pendix A. Applying the operator (2.27) to Eq. (2.35) with
the above choice of times we get

= 8(rI —rs)8(r2 —r4) . (2.40)

The nonlinear Green's function is the kernel of the re-
sponse to some forcing at points r3 and r4, and we are
interested in this response. In order to study this, we
introduce a new function

@(r„r,) = drsdr4g(rI, r2, r3 14)A(rs, r4), (2.41)

where A(rs, r4) is an arbitrary function. From Eq. (2.40)
one may de termine that

'D2(rI, r2) + 'R e(rI, rg) = A(rI, r2). (2.42)

If one chooses now to restrict A(rI, r2) to the space of
functions depending only upon the difference R, = rq —r2,
the equation simplifies (as in the derivation in Appendix
A) to the form

[Bt + 'D2(r1, r2) —A(rI, r2)]g2 (OlrI, r2, rs, r4, t)
172(R)4'(R) = A(R). (2.43)

= 8(rI —rs)6(r2 —r4)8(t), (2.38)

We will return to an analysis of this equation in Sec.
III C.

g( )= dtg2 (I'I, I'2, I s, r4, t) (2.39)

where 172(rI, r2) is the operator def1ned in Eq. (2.33) and
'R is an operator defined in Appendix A that arises from
the derivation of the equation for the two-point correla-
tor.

For the time-integrated four-point Green's function

2. The 8imultaneoua higher order core elati on8

The equations of motion for the time-dependent 2nth
order correlation functions are derived in Appendix B.
Here we will derive the equations for the simultaneous
correlations. The simultaneous 2n-point correlator is

X1,X 2,X

X3

X2

= (T(Ol», t)T(Olr2, t), ..., T(0l», t)) . (2.44)

This same time quantity is identical in the Eulerian frame

X1,X2

X1,X2

('2' 2)

(xt, tt) Q —(x3, t3)

—(x4, t4)

(x, , t,) g,f/'
("2 t~ MU

(x3, t3)

(x4, t4)

X1,X2

X1,X2

r; 2)1' 1~ Z (x, , t,) Pgg

(".t.) item

(r, , T, )~
V
I
I

(r~ T2)

—(x3 t 3)

—(x4, t4)

FIG. 1. Notation for the diagrammatic representation. FIG. 2. Nonlinear Green's function g2(rs lzI, xs, x3 x4).
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of reference and in the transformed reference frame that
we use. We can thus forget the ro designation, and re-
member that in homogeneous systems the quantity is a
function only of differences of its space arguments. Its
time derivative is on the one hand zero and on the other
hand

Using the equation of motion (2.5) we find that the right-
hand side of (2.45) has three types of terms, one with w
(advection), one with K (dissipation), and the last pro-
portional to the forcing. These terms are denoted as
Aadv ) Ad&s ) and A f~p with

Aadv+ Adis+ Afor = o, (2.46)

where

= ) T(olri, t) —T(olr, t) . T(olr2, t) (2.47)

(2.45) and

F 2„z (r, ri, . . . , r2„) = (w T(olri, t) T(olr i, t)T(olr, t) T(olr2„, t)), (2.48)

2n

+dis = &) + +2 (ri r2 r2 ) ~ (2.49)

Finally

Ai, =) (T(olri, t) .T(olr i, t)P(olr t) T(olr2„, t)) . (2.5o)

The diagrammatic representation of F 2 z (r, ri, ... , r2 ) was discussed in paper I with a final result [cf. paper I,
Eq. (5.7)] which in r, t representation is

F~ 2„z (r, ri, ..., rq„) = —) H(olr~, rp) . Kp&2„(ri, r2, ..., r2„) .
P=l

Introducing this result into (2.48) and using (2.14) we find

(2.51)

(2.52)

This form can be rewritten equivalently as

) %2„(ri, r2, ..., r2„).
P 1 Pi

(2.53)

Finally we use the fact that T2 is a function of differences of its spatial arguments to see that the second operator
in the first line of the right-hand side gives zero and the line can be omitted. Thus

2n

+gd» +cyp+2n (ri r2 ) . ) r2TL)

n)P=1
Consider next the forcing term. Using the fact that for a Gaussian force

(T(olri t) . T(Olr i t)P(Olr t) ' ' 'T(ol» t))

(2.54)

bT(olri, t) . T(olr i, t) .T(olr2„, t)
bg(olr', t')

where we used (1.2) and the fact that we deal with simultaneous correlations. The functional derivative in the
integrand is a zero time response, which as usual is computed in the noninteracting limit:

(
T(olri, t) . .T(olr i, t) . T(olr2, t) r —rp, t = 0 2„2 ri, r2, ..., r2 2.56Or' t'

P

where in X2 2(ri, r2, ..., r2 ) the two arguments r and rp are inissing. Substituting (2.56) in (2.55) and the result
in (2.50), we find
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Afor = 4o (r~ —rp) 72„2(ri, r2, ... , r2„).
a)P

Substituting all these results in (2.46) yields

(2.57)

2n

K—) V' + ) 8 p %2„(ri, r2, ..., r2„) = M(ri, w2, ..., r2„),
CY n&P

(2.58)

where we define
M(ri, r2, . . . , r2„) = ) 4&(r —rp)&2 —2(», r2, , r2 ). (2.59)

n&P

is equation, which is our final equation for the simultaneous correlation function, is again identical with Kraichnan's.

8. Equation for the irreducible correlation W4

The irreducible (cumulant) part of the correlation functions is defined as

(2.60)

The equation for the simultaneous X& follows from specializing Eq. (2.58) to the case 2n = 4, using Eq. (2.30) for Xz,

where explicitly,

4
—) KV' + ) 8 p X&(ri, r2, r3 14) = —M(ri, r2, r3, r4),

CX n&P

(2.61)

1
M(ri, r2, r3, r4) = —— 8(r &„p„ 1 —r 3lX(ri, r2)X(r3, r4)

(~')
perrnC 1234)

(814 + 823 + 813 + 824)+12+34 + (814 + 823 + 812 + 834)+13+24

+(813 + 824 + 812 + 834)+14+23 (2.62)

III. ANALYSIS
OF THE GREEN'S FUNCTIONS AND THE

TWO-POINT CORRELATION

cf. (2.23):

8(R)g(R, R') = h(R —R'), (3 1)
In this section we begin to discuss the exact solution

for the various quantities in this model when all the sep-
aration distances are in the inertial interval. For the sake
of clarity we catalog here all the equations that we are
going to solve below, neglecting the difFusive terms which
appear in the full equations. These terms will be shown
a posteriori to be much smaller than the operators re-
tained. Note that in the balance equations (6.5) we re-
tain the difFusive term. The reason for this is that J2
goes to a finite limit when v ~ 0 since it balances the
"energy" intake at any value of K. The equations are the
following, for (1) the time-integrated Green's function,

I

which follows from (2.24), (2) the two-point simultaneous
correlation functions,

8(R)W(R) = Co(R), (3.2)

8(R)C(R) = A(R), (3.3)

which is the v ~ 0 limit of Eq. (2.43), and (4) the cuinu-
lant of the four-point simultaneous correlation function

which follow from (2.30), (3) the function 4' introduced
in Sec. IIB,

812 + 813+ 814+ 823+ 824+ 834 X (ri, r2, r3 14) 8i4+ 823+ 813 + 824 +(ri r2)+(r3 4)

814 + 823 + 8]2 + 834 ~(» —r3)~(r2 r4)

813 + 824 + 812 + 834 +(rl r4)~(r2 3) (3' )

which is the K —+ 0 limit of Eq. (2.60).
It is noteworthy that the same operator 8, defined in

(2.20), (2.22) appears in all these equations. Below we

consider the scaling properties that arise from the eigen-
functions of 8 with zero eigenvalue which are the solu-
tions of the homogeneous equation (3.5).

A. Solutions of the basic homogeneous equation

For two distinct coordinates R g R' the Green's func-
tion g(R, R') satisfies the homogeneous part of the equa-
tion (3.1)
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8(R)g(R, R,') = 0, (3.5) B. Exact solution of the two-point
correlation function

g(R. K') = ) ) ) ) b(i gt (R)gi . (R.'),
l=0 m= —l l'=0 m'= —l'

(3.6)

where bll are coeKcients and

gi (R) = R~'Yi (0, $) . (3.7)

The spherical harmonics Yi (0, P) are the eigenfunctions
of the angular momentum operator:

L Yi~(0) P) = l(l + 1)Y( (0, P)

and 0 and P are the polar and azimuthal angles of K.
Substituting the expansion (3.6) into Eq. (3.5) we find
the relationship

(3.9)

Of the two solutions of this quadratic equation we must
select the non-negative branch since the negative branch
is unphysical:

which will be referred to hereafter as the "basic ho-
mogeneous equation. " In light of the representation of
Eq. (2.22) of the 8 operator via the angular momen-
tum operator we represent the solution of (3.5) in three-
dimensional space as an-expansion over spherical har-
monics

f. Isotopic forcing

(f(r, t)f(r+ K, t)) = Co (R « L) . (3.12)

Using this form of the forcing correlation function we
realize that the inhomogeneous term on the right-hand
side of Eq. (2.30) is translationally and rotationally in-
variant. Accordingly we can seek solutions that have the
same symmetry, solving the equation

The solution of the two-point correlation function de-
pends on the nature of the external forcing f (r, t) It .is
customary to take f (r, t) to be Gaussian and statistically
homogeneous in space and time. The properties of the
correlation function @o(r —r') were not determined up
to now. Since we are interested in the universal scaling
properties of the scalar Beld we want to choose the forcing
such that it has only large scale components. Otherwise
the scaling exponent of the two-point correlation Inay be
colored by the functional dependence of the forcing on r.
On the other hand, the forcing may be isotropic or non-
isotropic. In this section we will deal with the isotropic
case, and the nonistropic case will be treated in the next
section.

The properties of f (r, t) are best stated in k space: it
is concentrated in the small k region, i.e. , k & 1/L, and
it decays quickly to zero for k )) 1/L. In r space this
means that (f (r, t)f (r + K, t) ) is constant for R, « L:

Pi = — —C~
—1 + V'(&~ + 1)' + 2l(l + 1)(2 + &~)2

(d = 3) . (3.10)

In two dimensions one has a similar representation with
the difFerence that instead of the spherical harmonics we
have the eigenfunctions exp(ilg) and instead of the eigen-
values l(l + 1) we have the eigenvalues l . The result for
the exponents P~ in two dimensions is

1
pi = — —

Ch, + Cg+4l'(1+(i, )2
(d=2).

(s.ii)
Multipole expansions of the type (3.6) and the scal-

ing exponents Pi play an important role in all our devel-
opment below. We will see that the basic homogeneous
equation reappears in various guises, and in each of them
the coeKcients bll are determined by the symmetry
of the particular object involved, the boundary condi-
tions, etc. For example, in this case we know that the
Green's function Q(R., K') is symmetric in K and K'. Ac-
cordingly bll mm = bl l m m. If the solution dePends on
R, R', and the angle between K and R.', then b~i ~~ g 0
only for l = l', m + m' = 0.

B(R)X(R) = 4o .

The solution of the inhomogeneous equation is

X;„h(R) = C;„hR~',

with C,„h = 4pL~" /Hd(2 —and

(2 ——2 —(i

(s.is)

(s.i4)

(s.15)

2. The law of isotropisation

When the forcing is anisotropic on the large scales we
need to apply the full operator 8(R.). In the regime R «

Of course, the inhomogeneous solution has to be supple-
mented with the solutions of the homogeneous equation
in order to match the boundary conditions. There are
two homogeneous solutions: one is a constant which must
be taken as W(q), and the other is X(R) oc R ~". We
know, however, that the theory for the correlation func-
tion itself (without taking derivatives) converges in the
ultraviolet regime for (i, & 2, and see, for example, paper
I. Therefore we have a boundary condition X(q) & oo.
In the limit g ~ 0 this boundary condition rules out
a divergent solution. One should note that the constant
homogeneous solution belongs to the family of exponents
P~ w'ith l = 0 as one would expect. The solution that is
ruled out is indeed the jt = 0 member of the forbidden
branch of solutions of the quadratic equation (3.9).
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L the forcing is again a constant which is independent of
the angles. However, for R L we expect anisotropic
forcing, which leads to anisotropic tails for every value of
R. We can find the law of isotropization of X(R) for R
small by solving the equation that involves now also the
nonisotropic part of the operator 8(R):

with it, cf. (1.13). To this aim we return to the equa-
tion for O', Eq. (3.3). We realize that the solutions of
this equation are identical to those discussed already in
the context of the two-point correlator. For a constant
function A we can write the solution

(3.21)
8(R)X(R) = 4, , R « L. (3.16)

x&i (0, 4) (3.17)

In writing this equation we take there to be no anisotropy
of the forcing on scales much smaller than L. However,
the operator 8 allows anisotropic solutions the amplitude
of which can be determined by matching the solution at
inertial scales with the boundary conditions at R L.
The inhomogeneous solutions are the same as before, and
in addition we invoke the complete set of homogeneous
solutions gl (R), Eq. (3.7). The solution in three dimen-
sions is written as

( R) A —(.~

~(R,) = ~(0) + R~ C,„+) ) n,
l=2 m, = l

Taking the derivative with respect to R and R' as re-
quired by Eq. (1.13) we find

(3.22)

Comparing now with the definition of the anomalous ex-
ponent A in Eq. (1.13) we see that in the limit

~

R—R'
~

~
q this quantity diverges as 1/g~" and

(3.23)

As explained before, this value of 4 is the critical value
L, and the implications of this finding are explored be-
low. We turn now to the appearance of the anomalous
exponent in the four-point correlator and related quanti-
ties.

P = —t(,
' —d+ g((,' +d)'+24(,'l. ] .

2
(3.18)

For positive (h, P2 is larger than (2. For larger l, Pl
is even larger, and dependent on dimension. Thus all
the anisotropic terms decay when R (( L. Note that
the coeKcients a~ are nonuniversal and should be found
by matching at R L. The law of decay is, however,
universal.

Due to inversion symmetry the sum over l contains only
positive even /. To understand this result we note that
all values of Pl are larger than (,'2. In particular, P2 (for
bothd=3andd=2) is

IV. THE FOUR-POINT CORRELATOR
AND R,ELATED QIJANTITIES:

K(R), J4(R), AND L(R)

In this section we present the analysis of the four-point
correlator X(ri, r2, rs, r4) and of the quantities that are
related to it, i.e. , the correlation of dissipation fluctuation
K(R), Eq. (1.15) and the right-hand side of the balance
equation J4(R), Eq. (1.10). These last quantities are not
exactly four-point correlations, but they are obtained as
a limit of %4(ri, r2, rs, r4). The simpler hmit is K(R),
which is a centered correlation function and is therefore
related to %4(ri, r2, rs, r4):

8. Anisotropic structure functions

The solution (3.17) suggests the introduction of
anisotropic structure functions via the definition

(3.10)

K(R) = K lim lim (Vi V2)(Vs . V4)
&12 &34 +0 &&3-+R

X X4 (ri I r21 r31 r4)

+2&2(ri, rs)%2(r2, r4) (4.1)

Here l should be even due to the symmetry with respect
to the inversion of K. These anisotropic structure func-
tions display "clean" scaling behavior with the exponent

I ~

Since we found. that the second derivative is singular, cf.
Eq. (3.22), the above limit must be carefully examined.

The quantity J4(R) has a Gaussian decomposition
J4 (R) and a cumulant part J4(R). The Gaussian de-
composition is trivially computed as

(R')
S2,l-(R) - S2(L)

I

—
i

(3.20)
where

J4 (R) = 24eS2(R) —6KV S2(R), (4.2)

We will see that the same scaling exponents feature
prominently below.

C. The nonlinear Green's function
and the anomalous exponent L

In this section we discuss the nonlinear Green's func-
tion and the anomalous exponent 4 which is associated

e = K(iV8(r)i ) (4.3)

Note that e remains finite in the limit K —+ 0. Accord-
ingly the first term in Eq. (4.2) remains finite whereas
the second vanishes in this limit. Thus the second term
in Eq. (4.2) is smaller than the first for R in the inertial
interval and can be neglected. The cumulant part of J4
is written as
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J'(R) = 24~((Iv O(rr)I 0 (r2)))
—48r ((Iv, o (rr) I' o- (r1)o-(r2) ))

+24~((lv o(») I'o-'(rr)))
-2&((V'~4(R))) (4.4)

where double brackets denote the cumulant part and R =
r~ —r2. We will see that the sum of the first three terms
remains finite in the limit K —+ 0, whereas the last goes
to zero as in Eq. (4.2). For large Pe we can also neglect
this last term throughout the inertial interval. The sum
of the remaining terms vanishes exactly for B = 0. This
means that all the B-independent constants cancel in the
combination of these terms. We will also see later that
there is no constant contribution to the leading order
terms and therefore we will also neglect the third term.
This allows us to write J4(R) as the sum of two terms
that we denote as J41(R) and J42(R), which may be
considered as the following limits of W'(rr, r2, r3 14):

J4, (R) = 24m. lim lim (Vr V2)%4(rr, r2, r3, r4),r12)r34~0 r13~R
(4.5)

(4 8)
where the sum on the left-hand side is on all the four 8
operators other than the ones explicitly displayed. The
calculation of M(r12, r34 R) IEq. (2.62)j is elementary
since we know everything explicitly. The result of the
calcuj.ation is, to first order,

(„C~ +„Cr )
M(r12, r34, R) = R~' A + A 12 34-

~

+12~34
(4.9)

stronger divergence. For example, 8i3 can be evalu-
ated as R~" /(rr2r34). However, in the sum of the op-
erators acting between coordinates separated by B, i.e. ,

8~3+8~4+823+824, there appear cancellations in the two
leading orders. What remains is proportional to B
and therefore much smaller. For the derivation of this
see Appendix C. This suggests rewriting the equation in
the form

@12 + @34 + ) ~ +4 (rl r2 r3 r4) ™(»2,r34 R)

J4 2(R) = —48r lrm lirn (Vr V2)
r12, r13mO r14mR

x&4(rr, r2, r3, r4) . (4.6)

%4(Arr, Ar2, Ar3 Ar4) = A '%4(rr, r2, rs, r4) (4.7)

where (4 is the unknown scaling exponent that charac-
terizes the structure function S4(R). We will not make
any assumption about the numerical value of (4.

A. Tmo coalescing pairs ef points

The eQecti))e equation J'or W4

Consider Eq. (2.61) in the limit A)2, r34 &( R, but
all separations in the inertial interval. This allows us,
first, to neglect the diffusion terms. Furthermore, one
can now expand the operators using the relative small-
ness of rq2 and r34 and see that 8q2 oc rzz

' and 834 oc

r34~'. Each of the other binary operators will have a

Note that in Eq. (4.5) we have two pairs of coalescing
points, i.e. , (1, 2) and (3, 4), which are separated by a
large distance R. In Eq. (4.6) we have three coalescing
points, i.e. , 1, 2, 3, and this group is separated from point
4 by B. One should also note that J4 is obtained from
the full T4 and not from the cumulant part.

In the next sections we are going to make strong use
of the divergence with respect to small distances. Our
strategy will be to expose the leading exponent in the
divergence with respect to small separations and to com-
pute it exactly. Then we will find the exponent of the
dependence on B by power counting, knowing the over-
all scaling exponent (4 of X4. In other words, our basic
assumption is that the correlator T4 is a homogeneous
function of its arguments as long as all separations are in
the inertial range:

@(r12 r34 R) E (R) + E (r12 r34 R) + ' ' '

(4.11)
where

Ei'l(R) = lim E(r r124, R3) .
r12)r34mO

(4.12)

where Ao, Ai, and A2 are some angle-dependent dimen-
sionless functions. The last term in the square brackets
comes from the first group of terms in the right-hand side
of Eq. (2.62). Indeed, the product of two X2's is propor-
tional to (r12r34)»'. The naive evaluation of the sum

P

of 13 s 1s R /7 ] 27 34 ~ However, the cancellations of Ap-
pendix C result in the replacement of ri2r34 by B . The
sum of 8's becomes proportional to B ~'. The leading
contribution in the last two groups of terms is regular
in ri2 and r34 and therefore can be evaluated as B~'.
This is the first term in the square brackets. The second
term in the square brackets is contributed by the sum of
8]2 +834 in the second and third groups of terms. Higher
order terms exist but they are proportional to the second
power of the small distances.

To discuss Eq. (4.8) further we note that in a space ho-
mogeneous situation T4 is a function of six differences in
three dimensions and five differences in two dimensions.
In light of our strategy it is convenient to choose the vari-
ables as R, r12, and r34 where R = [rr + r2 —r3 —r4]/2.
We will fix the axis of the coordinate system along R, so
that we are left only with a dependence on B. In doing
so, we are using seven rather than the needed number
of variables, but we will see that the dependence on the
extra angle variable disappears. We can now group the
right-hand side of Eq. (4.8) together with P 8%4 into a
new function, say, E(rr2, r34 R),

E(r)2, r34, R) = M(r12, r34 R) —) 8%4 . (4.10)

In the limits r12, r34 (& R we can expand E(rr2, r34, R)
in orders of ri2 and r34,
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The equation that we need to analyze takes on the form Substituting (4.18) in Eq. (4.13) one infers the respective
inhomogeneous solutions

~12 + ~34 +4 (r12 r34 R)
(2b) ri2r34

%4,.„„(ri2, r34, R) = @l,(R) (4.19)

= & ' (R) + E ' (ri2 r34 R) + ' ' (4 13)

and the explicit expression for E~ ~(ri2, r34 R) will be
presented below.

242 + 2|.'2
W~,.'„~„(ri2, r34, R) = C, (R) (4.20)

2. Solutions

To leading order we have the effective equation

Hi2+ 834 %4(ri2, r34 R) = E (R) . (4.14)

W,.„h(ri2, r34 R) = Ci E (R) (ri2 + r34), (4.15)

where Cq is a dimensionless constant. Using the overall
scaling exponent (4 that was introduced in Eq. (4.7) we
can rewrite this solution as

%4~,.~„h(ri2, r34 R) - S4(R) (4.16)

Note that this solution is not exact; there are terms gen-
erated by the derivatives with respect to R, but as we
are focusing on the dependence on the small distances,
and the extra terms are of higher order in these, they
may be safely neglected. This inhomogeneous solution
will be important in the calculation of J4(R). It does
not contribute, however, to the evaluation of K(R): re-
call that this quantity contains a product of derivatives
over r~2 and r34 and so we need to continue until we find
the next order solution containing products of r~2 and
P34 There are two next order terms on the right-hand
side of Eq. (4.13) which we denote E and E& . E(~) (~) (~)

corresponds to the Ai term in Eq. (4.9). This term is
produced by an inhomogeneous solution which is

%4~,.„~„(r,2, r34, R) = 4 (R) (4.17)

where 4 (R) is some function of R. F& appears as a(~)

result of the operation of P 8 on the first order inhomo-
geneous solution (4.16):

E~~ ) (ri2, r34, R) = Zi (R) (4.18)

Our aim in the following analysis is to determine the
solutions order by order in the small separation distances.
These all contain positive powers but when substituted
into the equations for K(R) and J4, Eqs. (4.1), (4.5),
(4.6), the derivatives may produce negative powers which
lead to singularities as the small separations tend to zero.
Notice that K(R) contains products of derivatives of ri2
and r34 so that any solution contributing to K(R) must
contain products of rq2 and r34.

The leading inhomogeneous solution of Eq. (4.14) is
found by inspection:

where again 4s(R) is a determinable function. We use
again Eq. (4.7) to rewrite these solutions in the form

%4,.„h(ri2, r34 R) - S4(R) (4.21)

&r.,„r(rrr r34 R) S4(R) (, ), (4.22)

2/2 2/2

%4,.„„(ri2)r34) R) - S4(R) '
~

. (4.23)

The solutions so far obtained will be shown to give the
leading order contributions to J4(R) and K(R), and
therefore these orders of the inhomogeneous solution will
suKce for our analysis. The inhomogeneous solutions
producing the A2 term in Eq. (4.9) are of higher order
than those we have already obtained.

In addition to the inhomogeneous solutions all the ho-
mogeneous solutions found below (3.6) are available to
us, since the homogeneous solutions of B&2 and of B34
are also homogeneous solutions of Bq2 + B34. We can
therefore write the homogeneous solution as

oo I, oo

X4 ho5n(1]2, i'34, R) = ) ) ) ) fll rnrn (R)
l=0 m= —l l'=0 m'= —1'

xgl (r12)gl' ' (r34) (4.24)

In principle we need to check that the inhomogeneous
solution resulting from the term obtained by substitut-
ing (4.24) back into the definition of E, Eq. (4.10), is not
more important than those we found already. Indeed,
the sum in (4.24) cannot include ri2 or r34 to negative
exponents, since the homogeneous solution has to sat-
isfy the boundary conditions. Accordingly the inhomo-
geneous solutions generated by it cannot be more impor-
tant than those considered so far by terms starting with
a constant function of rq2 and r34. In addition to this
homogeneous solution one can consider also the homoge-

We recall our choice of the coordinate system such that
the z axis is directed along the K axis. Accordingly the
dependence on the sum of azimuthal angles Pi2 and $34
should disappear due to the symmetry of the problem.
This requirement is met if all coeKcients fll~ ~ vanish
when m + m' P 0. In addition, our correlation function
is symmetric with respect to the exchange of any pair
of points. Accordingly all odd values of l and I,

' are ex-
cluded from the sums in (4.24). Finally, we can find the
R dependence of these coeKcients from the overall power
counting. Since gl (r) (x r~' we can write
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neous solutions of the sum of the two 8 operators on the
left-hand side of (4.14). It can be shown that also these
homogeneous solutions do not add any information that
is not contained in the solutions described above.

B. Three coalescing points

For the calculation of J4 we need. also to consider the
geometry of three coalescing points, see Eq. (4.6). Ac-
cordingly we focus on the limit r~2, r~3, r23 (& B &z4

r24 r34. Instead of Eq. (4.13) we now' have the equation

~].2 + ~13 + ~23 ~4 (r12 r13 r23 R)

(R) + E (r12 r131r231R) (4 26) S4(R) r.2

B2~2 (4.29)

divergence occurs with respect to the B factors and this
contribution is of order rzz ". One can easily check that
after derivation the two remaining inhomogeneous terms
(4.21) and (4.23) also are left after derivation with larger
exponents.

The singular limit in (4.28) has to be understood in
light of the full equation for X4, Eq. (2.59), in which the
v-dift'usive terms are explicit. The role of these terms is
precisely to truncate the divergence that is implied by
(4.28). As a consequence the divergence is only appli-
cable in the inertial range with r~2, r34 ) g, whereas in
the dissipative regime the divergence disappears. Thus
in evaluating K(R) in the inertial range we must replace
the limit rq2, r34 ~ 0 by rq2 ——r34 ——g:

where now the function E(r12, ris, r231R) is given by
Eq. (4.10) but with the suxn on 8 containing one less
operator. We seek solutions that are symmetric with re-
spect to permuting the pairs 12, 13, 23. The leading in-
homogeneous solution can be found as before, cf. (4.16), r. lim —V'1V'2%(r12) (x K/g~",

P12 ~g (4.30)

Comparing to Eq. (1.16) we see that we recover the result
that 2 = A. =(&.

We can rewrite (4.29) in a final form by rewriting e as

%4,.„h(r12, r13, r23, R) S4(R)
&

. (4.27)

The homogeneous solutions will be of the form (4.24),
but with additional summations over l" and m" for the
third factor g~l as a function of the third small vec-
tor distance. This is all the information needed for the
calculations that follow.

K(R) e S4(R)/S2(R) (4.31)

D. Calculation of the correlation functions LI~~

where we used the fact that X(r12) riz. Using the last
equation in the preceding one we find the Anal result:

C. Calculation of K(R)

()-","' I'-
1 12rr 34~P (r12P34)~

(4.28)

where we have used the fact that (h = 2 —(2. The
other solutions are less singular. The l = I' = 0 term in
(4.24) is constant in r12 and r34 and so is only affected
by the derivative in B; as this distance is taken to be
within the inertial range it is nonsingular. The terms
with l = 0, 1' = 2 or vice versa are less singular than
the inhomogeneous solution (4.22) since p2 ) (2. The
derivatives V'~ V'4 acting upon the rq2-dependent part of
the solution (4.15) act upon the R-dependent multiplier
contributing a term proportional to r&&~"B~' ~' . Again
as B is taken to be always within the inertial range, no

According to our strategy we need now to evaluate the
limits shown in Eq. (4.1). We first compute the deriva-
tives operating on the products of T2 and discover that
the limits are not singular. In fact, these contributions
decay rapidly in B like B ~". In computing the deriva-
tives of the cumulant of T4 we need to consider all the
contributions to the solution of T4 for two pairs of co-
alescing points that were examined in Sec. IV A 2, and
seek the leading one. We will argue that the leading one
is the inhomogeneous solution (4.22). Upon performing
the derivatives on this solution one obtains

In this section we turn to the calculation of correlation
functions that expose the scaling properties of anomalous
fields with other irreducible representations of the rota-
tion group. We can do this by introducing the following
correlation functions:

( 12 34, R) = d cos 012d cos 934d($] 2 Ij534)

x&4(r12 r34 R) Y/, (|)12 0'l2)
X &i, (034, 4 34)— (4.32)

For l = I' = 0 there is a contribution arising from the
l = l' = 0 term in %4h . The next order arises from
(4.16), and

I

I&& (rjr r34 R) S4(R) (
'

) ( ) . (4.34)

Finally, for / = 0 and l' & 2 or vice versa the leading
contribution to I p ~r p(r12, r34, R) can be obtained from
(4.34) by replacing (r12/R)~'(pp ——0) by C( + (r12/R)~'.
One should point out that this analysis is not com-

p p p( 12, F34, R) coils't + X4
(i)

~ C+ R~ -~ (r',;+ rQ) .

For I, f' ) 2 a contribution arises from (4.24). Using
(4.25) we write the final result



53 ANOMALOUS SCALING IN A MODEL OF PASSIVE SCALAR. . . 3531

piete. There are angular contributions which stem from
the inhomogeneous part of T4 which originate from
E(ri2, r34 R) of Eq. (4.10). These were not computed
explicitly in this paper, and it is possible that they lead
to relevant contributions that are of the order of those
found above or even more important ones in some do-
main of (h, .

It is interesting to note that Eq. (4.34) can be the start-
ing point for the introduction of a set of anomalous local
fields. By this we mean fields defined at a single point
whose two-point correlation functions scale with anoma-
lous scaling exponents that are determined by the same
exponents P~ appearing in (4.34). Such local fields are
related to the same irreducible representations of the ro-
tation (plus inversion) group as the corresponding eigen-
functions Yj of the angular momentum operator. We
have already discussed the scalar field IV'8(x)l and its
correlation. When we rewrite its correlation by fusing
two pairs of coordinates of F4, we pick only the l = 0
components in the spherical harmonics expansion of E4.
We can define local fields whose correlations will select
other spherical harmonics. For example, the traceless
tensor field V' H(x)V'pO(x) —zh plV'O(x)l has a cor-
relation function that, once represented through fusing
pairs of coordinates, has components on Yj with / = 2
only. Taking four gradients one can produce anomalous
6elds with components only on spherical harmonics with
/ = 4, and so on. This understanding is the starting point
for the development of an operator algebra that will be
discussed elsewhere [8].

It is obvious that the second term is small compared with
the first and it can be neglected.

V. THE CALCULATION OF J2~(R)

The correlations (1.10) which enter J2 (R) have
Gaussian decompositions and a cumulant part. The lead-
ing contribution to the Gaussian decomposition is

J2„(R) = 4n (2n —1)eS2„2(R), (5.1)

which corresponds to the first term in (4.37). To evalu-
ate the cumulant part one needs to compute correlation
functions of the type

(R) = ((lv, o(») I'o -'(»)o (5.2)

) 8
c &~'=1 P&P'=p+i

~w +). ). ~-~
&x=1 P=p+].

&&~;„(ri,. . . , r,„)= M(r„. . . , r,„) . (5.3)

with ri ———R/2 and r2 ——R/2. The calculation of
Jz z(R) follows from the equation for Xz upon coalesc-
ing a group of p points (denoted below as the n group)
into the position —R/2 and a group of q points (denoted
as the P group) into the position R/2. We start with
Eq. (2.58), which in the inertial interval takes the form

E. Calculation of the cumulant J~(R)

J;(R) - S,(R)/R~ « .

Using Eq. (4.30) this can be written finally as

J4 (R) = C4eS4(R)/S2(R),

(4.35)

(4.36)

where C4 is a dimensionless constant that will be deter-
mined below. Together with the reducible contributions
that were computed. above we can write

The quantity J4(R) has reducible contributions which
were computed above, and a cumulant part which is ob-
tained from X4. The calculation of J4(R) follows very
much the lines of the calculation of K(R), except that
one needs to And again which of the solutions found in
Sec. IV A 2 contributes most to Eqs. (4.5) and (4.6).
It turns out that the leading contribution to (4.5) stems
from the solution (4.15), whereas the leading contribu-
tion to (4.6) arises from the solution (4.27). As before,
the derivatives with respect to ri and r2 result in a sin-
gular limit when ri2 ~ 0, and we have to take ri2 ——g
after computing the derivatives. On the other hand, the
other limits are regular and they do not require special
care. The evaluations of J4 i(R) and J4 2(R) turn out to
be the same up to constants. The result is

X2„;„i,- S2„(R)
p

) ..'., +
2n

P&P'=p+i

(5 4)

Next we need to compute the derivative with respect to
ri and r2 and take the limit of all pairs of coalescing dis-
tances going to zero. The only divergence will be asso-
ciated with r, , whereas all the other limits are trivial.
According to our strategy we have to cut the divergence
at r = g and thus we calculate the leading contribu-
tion to Jg„, which for n ) 1 is Jg rS2„(R)/(«" R~').
Using again Eq. (4.30) we have

J2 (R) nC2n~S2n(R)/S2(R) + ' ' for n ) 1 (5 5)

As before, the e8'ective equation is obtained by grouping
together a quantity E((r~~ j, (rpp ),R)=M(ri, . . . , r2 )
—g P 8 @X' (ri, . . . , r2 ). To find the form of the so-
lution we note that when we had one pair of coalescing
points this led to the solution (3.14). Two pairs of co-
alescing points led to (4.16), whereas three pairs of co-
alescing points resulted in (4.27). In the present case
we have Ip(p —1) + q(q —1)]/2 coalescing pairs and the
solution which belongs to the same family is written as

J4(R) = 24eS2(R) —12rS2(R)V' S2(R)
+C4e S4 (R) /S2 (R) . (4.37)

where C2 is an unknown dimensionless coeFicient that
will be determined soon. This equation is the generaliza-
tion of (4.36) for any n ) 1.
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VI. SCALING EXPONENTS
OF THE STRUCTURE FUNCTIONS

In this section we collect all the results obtained above
with the aim of reaching conclusions about the scaling
exponents of the structure functions. The first result
that we need to pay attention to is (4.29) or (4.31) for
K(R). This result shows that K(R) R~4 ~'. Since
K(R) cannot be an increasing function of R we conclude
immediately that

(V' 58~60) = Ce(50)/rS2(R). (6.4)

This means that the coefFicient C2 in (5.5) is n inde-
pendent. We can determine this coefBcient from the par-
ticular case n = 1. Since J2(r) = 4e the conclusion is
that C2 ——4. Equipped with this we consider again the
balance equation (1.8)

pendence of (V' A8~AO) on AO. In order to recover
our result (5.5) for the leading contribution of J2, this
conditional average must satisfy

C4 & 2(2 (6.1)

J4(R) = eS2(R) 1+C4
, S4(R)

2
(6 2)

Next we need to consider (4.37) for J4(R), rewriting it
after neglecting the second term as

R' " R h(R) S2„(R) = J2„(R) .
BB (6.5)

Using now the definition of the scaling exponents
S2 (R) R~'" we retrieve from (6.5) the result (1.12)
which can also be written as

Note that in this equation we have included the reducible
and the leading contribution to the irreducible part of J4.
If the irreducible part turns out to be much larger than
the reducible part (multiscaling) then it may occur that a
subdominant term in the irreducible part becomes larger
than the reducible contribution that is explicit in (6.2).
Therefore this equation does not necessarily display the
two largest terms in J4. Nevertheless this does not affect
our considerations and conclusions.

The second term in the parentheses in (6.2) is di-
mensionless, and assuming the simplest possibility of
one renormalization scale may be written as (E/R) ~'

Now there are two possibilities.
(i) (4 ——2(2 and the scaling is normal. The first and

second terms have the same scaling and they are of the
same order.

(ii) (4 ( 2(„and the scaling is anomalous. If so, by
self-consistency the second term in (6.2) must be larger
than the first, or else we recover (i). For that to happen
the renormalization scale must be the outer scale L.

The implications of the first possibility are somewhat
strange. For example, if there is normal scaling the cor-
relation function K(R) does not decay in R. This means
that the dissipation field is not mixing. On the con-
trary, if there is anomalous scaling, then the correlation
K(R) decays, as is expected from a random field. We will
now explore the second possibility and show that if there
is anomalous scaling then the scaling exponents can be
computed in agreement with Kraichnan's arguments.

If we accept anomalous scaling, then the leading term
in J2 is the irreducible contribution (5.5). Generally
speaking J2 (R) may be written (following Kraichnan et
al. [3]) as

J2„(R) = —4nr dAOP(68)[68] " ' (V' 60~68)

(6.3)

where (V' 68~58) is the average of V'260 conditional
oD a given value of AO, where LO is a temperature
difference between two R-separated points. P(48) is
the probability to observe a given value of LO. Equa-
tion (6.3) is exact. The question now is what is the de-

1
(2 —d+ Q((2+ d)'+ 4(2(n —1) . (6.6)2

This is Kraichnan's anomalous scaling.
It should be reiterated here that Eq. (6.5) is a state-

ment of balance between a transfer term and a dissipative
term. This balance means that there exists a Hux (here of
T ) and the system is maintained out of thermodynamic
equilibrium. We refer to such a state as "flux equilib-
rium. " The anomalous exponents (6.6) are consistent
with the existence of such a flux equilibrium. It is clear
that there may be other inertial range scaling solutions
in this problem. By imposing other demands on the so-
lution one may select other exponents. We believe that
the requirement of flux equilibrium. results in the physical
solution.

VII. SUMMARY AND CONCLUSIONS

The first conclusion of this paper is that renormalized
perturbation theory for hydrodynamic fields has the po-
tential to describe nonperturbative effects. Exact resum-
mations of the diagrammatic series result in exact equa-
tions for the statistical quantities that contain not only
perturbative but also nonperturbative effects.

Second, the passive scalar problem with rapidly decor-
relating velocity field displays a particularly simple an-
alytic structure in which all the scaling properties flow
from one differential operator 8(R). As a result this the-
ory becomes "critical" in the sense that the anomalous
exponent L that was introduced in paper I is exactly
critical. The reason for this is that both L and L come
from the same operator 8, and thus they must be the
same. In such a situation the subcritical scenario that
was suggested in [9] is untenable.

Third, the simplicity of the theory allowed us to com-
pute the whole spectrum of anomalous exponents that
are associated with the ultraviolet divergence. It was
shown that these exponents are related to the spectrum
Pi (3.11) which appears in the law of isotropization of
the two-point correlation function. The same exponents
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appear in the R d.ependence of the correlation functions
Ltt ~ that were introduced in (4.32).

Finally we showed that as far as the structure functions
9 (B) are concerned, the requirement of flux equilibrium
leaves only two possibilities for the inertial range scaling.
Either the exponents satisfy (2„——n(2 and the scaling is
normal or the scaling is anomalous with the outer renor-
malization scale and with the law (6.6). We noted that
normal scaling also implies that the dissipation field is not
mixing. We reiterate that other requirements may lead
to additional inertial range scalings. We believe that the
present one selects the physical solution.

There exists an interesting question regarding the crit-
icality of the theory in the sense that 4 = 4 . Is this
a result of the peculiarities of the model, or is this a
structurally stable property of this type of problems In
Refs. [10,11] it was found that flux equilibria result in this
property also for Navier-Stokes turbulence. In fact, it is
structurally stable, and should exist in the passive scalar
problem also after relaxing many of the restrictions of
the model.

l

171(ri —ro) + &1(r2 —ro) &(»»)

= c'(ro~ri r2) + c'o(ri, r2). (A3)

Now using the definitio of 4{ro~ri, r2) from Eq. (2.12)
and dropping the ro dependence, one may rewrite this as

x&(ri, r2) = @0(ri, r2), (A4)

where the operator R is defined in (2.32). In the case
that all quantities are only functions of R = r~ —r2,
g vanishes. The remaining terms are equivalent to the
definition of the operator 'D2(R) in Eq. (2.33) and one
recovers Eq. (2.29).

APPENDIX B: EQUATION FOR THE
CUMULANT OF THE 2%-POINT

CORRELATOR

ACKNOWLEDC MENTS

Numerous illuminating discussions with Bob Kraich-
nan were inHuential on our thinking and are gratefully
acknowledged. We owe particular thanks to Andy Ma-
jda and Peter Kramer for extensive and helpful com-
mentary on the manuscript. We also acknowledge use-
ful discussions with Misha Chertkov, Grisha Falkovich,
Igor Kolokolov, and Volodya Lebedev regarding their re-
lated paper [12]. This work was supported in part by the
German-Israeli Foundation, the Basic Research Fund of
the Israel Academy of Sciences, and the N. Bronicki fund.

APPENDIX A: DERIVATION OF THE
EQUATION FOR THE SIMULTANEOUS

TYCHO-POINT CORRELATOR

Here we obtain the equation of motion for the simul-
taneous two-point correlator, X(ri, r2, t = 0). We make
use of Eq. (2.18) to verify that the operator

012 (ra ~rl &
r2 t) = ~t + 1 1(rl ro) + +1(r2 ro) (Al)

is the inverse of the product of Green's functions, that is,

012 (rolri, r2, t)g(rolri, ri, t)g(rolr2 r2 t)

= b(ri —ri)b(r2 —r2)b(t). (A2)

We have used here the fact that the Green's function
when multiplied by b(t) may be evaluated at t = 0. Ap-
plying this operator and performing the spatial integra-
tions, one obtains directly

In this appendix we derive equations for the many-
time correlators using the diagrammatic approach. The
infinite diagrammatic series for the four-point correlator
was presented in [4]. Let us consider the series for the
correlator. A typical diagram for a 2n-point correlator
consists of n "tramways": strings of Green's functions,
connected in pairs at one end by two-point correlators.
These tramways may be interconnected by velocity cor-
relators. Therefore, to build up an arbitrarily complex
diagram, one successively adds connections between cho-
sen pairs of tramways. I.et us consider a given pair of end
points, x and xp. Group all diagrams together in which
the Green s function beginning at x and that beginning
at xp are linked by a velocity correlator. The series of
diagrams to the right of this first velocity correlator is
again the series of diagrams for the full correlator.

The difhculty with writing a resummed equation for
the full correlator is that the lowest order terms are
Gaussian, and disconnected. In building upon the Gaus-
sian terms by the addition of "rungs" as just described,
one will generate, among other terms, a series in which
the disconnected parts remain disconnected, and may be
resummed again into the Gaussian decomposition. This
means that these terms actually appear twice. In order
to avoid this one may write an equation for the eumu-
lants. For the cumulant the lowest order terms are those
in which all tramways have one velocity correlator con-
nection to another.

To simplify the appearance of this equation we intro-

duce the operator C p which represents the addition of a
rung, and here operates an X2 (0~xi, ..., x, xp, ..., x2 ).
The definition is

@+2 (o~», ",x, xP, ",*2 ) dt02(O~x xp ri t r2 t)H j (ri r2) g / g /

x 52„(0~xi, ..., r'„ t, r2, t, ..., x2„).
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Since %2~(Olzi, x2, ..., z2~) is symmetric with respect to all exchanges of coordinates this definition is sufIicient for
any pair of indices 1 ( n, P ( 2n.

The lowest order terms may be expressed in terms of the operator C and two-point correlators as

&:.,o(OI»» " »-) = &~,~+1
j=2,4

2n —1

~ 4 ~

k=1,3,
&(zI, z~+i) (B2)

Then the resummed equation has the form

X,„(Olzi, x2, ..., x2„) = ) %,„0(Olzi, x2, ..., x2„) + ) C p&,„(Olzi, z2, ..., x2„).
perm cx)P

Now operate on both sides of the equation with the product of the inverse Green s functions (2.26). Using the fact
that

(B4)

one finds

perm(py ga, P)

2n —2

~(t~, —t~,„) I ~
+ &i(r-) I I ~ + &i(rn)

I 8~„~,&(z- z~, )
(0 - ) (0

J k~b

xg
2n —4

1 4 ~

j=2,4..
8. . . ,X(r, , r, , ) ) 8,„. . .%(z, „zp)

+ ) b(t —tz)
h 4 ~

pgn, P

~~+'Di(r~) 8-n&:.(Ol»» "., »-) (»)

Therefore we have derived a closed equation for the
time development of the many-time cumulants of the 2n-
point correlator in terms of the operator 8 and the two-
point moments only. We will not solve this equation in
this paper.

APPENDIX C.
EVALUATION OF THE OPERATORS

t9 |9 1 0+-
OF1 OF12 2 BR

t9 19 1 8+
BF2 BF12 2 OR'

19 t9 1 0
BF3 OF34 2 OR

t9 |9 1

t9F4 OF34 2 t9R '

from which we may define

Here we evaluate the sum of operators 813 + 814 +
823 +824 which will be denoted as Z. We begin by trans-
forming to the coordinate system described in Sec. IV A,
where due to translational and rotational invariance we
may move to a system described by a sufhcient set of
variables related to the relative positions, six in three di-
mensions. It is convenient to instead work with seven,
the vector distance r12 ——ri —r2, r34 ——r3 —r4, and
the vector K = (ri + r2 —rs —r4)/2, with the coordi-
nate frame fixed such that R lies along the z axis and
r12 lies in the x-z plane. We will consider also the limit
of the separations r12, r34 « R. The transformation of
derivatives in this coordinate system reduces simply to
the following:

0 1 6 8 1

F12 2 '9R OF34 2 BR (C2)

The operators acting on the small distances, 812 and 834,
then give, for example,

8 t9
h(r2 —ri) m Di2 h(ri2) Di2 r

BF1 |9F2

(C3)

neglecting the contribution from the derivatives on R.
To evaluate Z, we take into account the limit A &&

F34 to expand the operators around R. The terrn of
zeroth order in the small distance is given by
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Z( )(R, r) = ) (—1) +~R~"

(~,p) qx

B,R~x cqDq2 . D34 + c2 2 D$3jD34j, (C4)

where A. denotes the set ((1,3), (1,4), (2, 3), (2, 4)) and
cq and c2 are numerical constants depending on (k. This
term clearly vanishes in the summation over cr, P. In the
first order term again the sum vanishes due to pairwise
cancellations. The first significant term is therefore

z (R, r) = R ' ) ( 1) +—T~p kT~p l[AR;R~RkRl + Bb;~RkRl
(~ P)

++(~ikRjRl + ~ilRj Rk + ~j kRi Rl + ~j lRiRk + ~klRiRj )
+D~ j ~kl + @(~ k ~j I + ~'l~j k)]D12 D34j (C5)

where A, B, ..., E are constants depending on
and d. The leading order term therefore involves

(8/clrq2)(ol/clr34) but as the singularity is cancelled in
the numerator it is of order B
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