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Three forms of localized solutions of the quintic complex Ginzburg-Landau equation
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We report numerical observation of two new forms of stable localized solutions of the quintic
complex Ginzburg-Landau equation. The 6rst form is a stationary zero-velocity solution, which
consists of two motionless fronts and a source between them. We call this structure the "composite"
pulse. We show that in some range of parameters, a composite pulse can coexist with a plain pulse
solution. At the boundary of their region of existence in the parameter space, composite pulses
exhibit a complicated behavior, which includes periodical dynamics and transition into another new
form of localized solutions, namely, uniformly translating, or moving pulses. A careful study shows
that the moving pulses have an even wider range of existence than the composite pulses. The
interactions between different combinations of moving and stationary pulses are also studied. A
qualitative explanation of the observed structures is proposed.

PACS number(s): 42.25.Bs, 05.70.Ln

I. INTRODUCTION

The quintic complex Ginzburg-Landau (CGL) equa-
tion has a rich variety of solutions, including localized
stationary and uniformly translating structures, periodic
and chaotic solutions. In this paper we concentrate on
localized solutions, as they are most important for many
applications. It is known that the dynamics of localized
coherent structures is determined mainly by the com-
petition between pulses and fronts [1,2]. If fronts have
positive velocity (i.e. , if the structure, composed of two
fronts, expands), then fronts dominate over pulses. In
turn, pulses dominate in the region of negative front ve-
locity.

It was thought that only one stationary stable pulse so-
lution of the quintic CGL equation can exist for a given
set of parameters. This follows from the expansions near
the conservative limit (nonlinear Schrodinger equation)
[3] and purely dissipative limit (real Ginzburg-Landau
equation) [4]. Recent analytical studies also supported
this hypothesis (see [5,6], and references therein). In-
deed, although the variety of the exact solutions of the
quintic GL equation has been found [6] (which includes
fixed-amplitude pulses, arbitrary-amplitude pulses, alge-
braic pulses, flat-top pulses), all these solutions can be
considered as partial or limiting cases of the general solu-
tion. Only one stationary pulse solution has been found
in numerical simulations [7,3,8] (we call solution of this
type plain pulse).

At the same time, analytic solutions of the quintic GL
equation exist only in the codimension-one subspace of
the parameter space and these solutions are mostly un-
stable. Perturbation analysis cannot be applied if the
dissipative and conservative effects are of the same or-
der. And numerical simulations cannot cover all range of

parameters and an infinite variety of initial conditions.
In this paper we show that there is a certain region

in the parameter space where, besides the plain pulse
solution, another stable solution, which we call compos-
ite pulse (CP), can exist. This region of parameters is
smaller than the region of existence of the plain pulses,
but this region of parameters is continuous and it has the
same dimensionality as for the plain pulses.

Another interesting phenomenon reported in this
paper is the existence of uniformly translating non-
symmetric pulse solution, which we call moving pulse
(MP). It is usually supposed that only motionless pulse
solutions can exist in the quintic CGL equation, if the
coeKcient in the front of the spectral filtering term is
nonzero. This also follows from the perturbation ex-
pansion [9] and numerical simulations. However, only
symmetric (and motionless) initial conditions have been
traditionally used in simulations, so the MP have been
missed out. Moreover, moving pulses coexist with plain
pulses and composite pulses, so all these three types of
solutions can appear simultaneously.

The rest of this paper is organized as follows. In Sec. II
we introduce the basic equations and discuss brieHy the
known approaches to find its solution. In Sec. III we pro-
pose the reduction of the CGL equation to a system of
three first-order ordinary differential equations (ODE's)
and look into its properties. Section IV is devoted to
a study of the composite pulses. Rather unexpected
uniformly translating asymmetric pulses are discussed in
Sec. V. Finally, Sec. VI concludes the paper.

II. BASIC EQUATION

We write the quintic complex Ginzburg-Landau equa-
tion in the form used in nonlinear optics [10]:
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+il I4'I'4' One of the ways to find stationary solutions of Eq. (1)
consists in its reduction to a set of ODE's. Namely, we
seek the solution in the form

where z is the propagation distance, t is the retarded
time, g is the normalized envelope of the field, b is the
linear gain coefficient, iPgqt accounts for spectral filter-
ing, el/I g represents the nonlinear gain (which arises,
e.g. , from saturable absorption [ll]), the term with p
represents, if negative, the saturation of the nonlinear
gain, the one with v corresponds to the saturation of
the nonlinear refractive index, and c = +1 depending on
whether the group velocity dispersion is anomalous or
normal, respectively. In this paper we shall consider the
case c = 1.

Several approaches have been used for the analysis of
Eq. (1). Firstly, one can try to find stationary solutions of
the CGL equation analytically (see, e.g. , [1,2,5,6]). Un-
fortunately, only the cubic CGL equation can be com-
pletely analyzed in this way. Although the rich variety
of stationary pulse solutions of the quintic CGL equa-
tion has been found [6], these solutions exist only in a
subspace of the parameter space of a lower dimension-
ality. Moreover, these solutions (except the arbitrary-
amplitude pulses and flat-top pulses) are unstable.

Secondly, approximate methods such as perturbation
theory (PT) can be applied [2,3]. In particular, the PT
can be developed as an expansion around the one-soliton
solution of the nonlinear Schrodinger equation. In this
case, the PT predicts the existence of two motionless sta-
tionary solutions, one of them stable and the other un-
stable [3]. However, the PT can be applied only if the
dissipative terms are small. All the solutions presented
in this paper cannot be predicted by means of the PT.

Finally, one can solve Eq. (1) numerically, and this
has been done in several papers [3,7,8]. However, such
studies often give just fragmentary results, e.g. , the exis-
tence of stationary pulses [3,7] or the existence of bound
states of two solitons [8]. The problem is that there are
too many parameters involved, including the parameters
of the initial conditions as well as the coeKcients of the
equation. More recent papers [1,2] combine numerical
simulations with an analytical study, which allows us to
show an important relation between the front velocity
and the stability of the pulses. In our recent paper [12]
we have found numerically the range of existence of sta-
ble stationary pulses in the parameter space. This study
is very important, because from whatever direction we
move toward the region of the pulse existence and cross
the stability boundary, we can expect some unusual dy-
namics.

This short comparison of difFerent techniques shows
that none of them is able to give an overall picture of
what is happening with pulses. Only by combining them
can one improve the understanding of the CGL equation
and its solutions.

In our previous work [6] we concentrated our efforts
on analytical considerations of the CGL equation. In this
paper we look for qualitatively new solutions numerically.

@ = a(~) exp[i/(~) —iarz], (2)

where a and P are real functions of ~ = t —vz, v is the
pulse velocity and w is the nonlinear shift of propaga-
tion constant. Substituting (2) into (1), we obtain an
equation for two coupled functions: a and P. Separating
real and imaginary parts we have the following set of two
ODE's.

[~ —
2

cP' + PP" + v P'] a + 2PP'a' + 2
ca" + a + va

=0

En principle, this set contains all stationary motionless
and uniformly translating solutions. Parameters v and w

are the eigenvalues of the set (5). On the plane (M, a) the
solutions corresponding to pulses are closed loops start-
ing and ending at the origin.

If we are interested only in zero-velocity solutions (v =
0), the set of Eqs. (5) becomes simpler:

2(cb —2p(u) 2 2(cg —2p)
1+4P2 1+ 4P2

2(cp —2Pv)+ 1+4P2 a,
M 2(car + 2pb) 2(c+ 2pg)

1+4P' 1+4P'
2(cv+ 2Pp)

1+4P2

a' = y.

(—8+ pp' + 2cp")a+ (cp' —v)a' —pa" —ea —pa

(3)

where the prime denotes the derivative relative to the
variable 7.. It can be transformed into

(ua+ v ——2cM /a + PM'/a+ 2ca" + a + va = 0,
—ha —va'+ PM /a + 2cM'/a —Pa" —ea —pa = 0,

(4)

where M = a gV. Separating derivatives we obtain:

2(c8 —2Pu) 2 2(ce —2P)2+ 4

1 + 4P2 1 + 4P2

2(cp —2Pv) s 4Pv 2cv+ a M+ ay,

M 2(c~ + 2Pb) 2(c + 2P~)
a' 1+4P' 1+4P'

2(cv + 2PP) s 4Pv 2cv M
1+4p2 1+ 4p2 1+4p2 a '
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C. Properties of the composite pulse

The profile, of a CP, its phase profile and Fourier trans-
form are shown in Fig. 4. The same curves for the plain
pulse solution that exists for the same set of parame-
ters are also given for comparison. The CP consists of
two fronts and a small "hill" between them. This hill is
the domain boundary between two fronts, as they have
nonzero wave vectors. This hill should be counted as
a source, because it follows from the phase profile that
there is an energy Bow from the center to the CP wings.
Note that the Hat regions between the source and the
fronts are relatively small. The typical width of the
source is the same as the typical width of the front.

To compare the CP with the plain pulse we use the pre-
sentation on the (a, M) plane (see Sec. III). From Fig. 5
we realize that that there are many similarities between
the two solutions. In particular, the top part of the CP
(i.e. , the source) has the same shape as the top part of
the pulse. The wings of the simple pulse and the CP
are also very similar. To explain this fact, we compared
the nonlinear propagation constants of both structures.
It appears that the difference is around 10%. Then the
similarity between the asymptotes follows from the lin-
earized version of the Eq. (1).

The spectrum of the CP is shown in Fig. 4(c). It has
a hole in its center and two well-separated peaks. To ex-
plain such structure of the spectrum, let us return to the
dynamical coherent structure, considered above. Let us
suppose that the full width of the structure is much larger
than the width of both the front and the source. So, it
consists mainly of two plane waves located between the
source and two fronts. These plane waves have opposite

0

0.0 0.5 1,0
Ampiitude a

1.5 2.0

FIG. 5. Comparison of the plain pulse (dashed curve) and
the CP on the (a, M) plane. The parameters are as in Fig. 4.

wave vectors, and the spectrum of this structure consists
of two peaks. The spectral separation between the peaks
is determined by the difference between the wave vectors
of the two plane waves, and it roughly does not change if
the whole structure propagates (and expands or shrinks).
But the width of each peak varies. For instance, if the
structure expands, the width of each peak decreases and
vice versa. The stationary CP is the limiting case of the
dynamical case, and its spectrum is the intermediate case
between the spectrum of the dynamical structure, which
has two peaks, and the spectrum of the plain pulse, which
has one peak.

D. Discussion
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FIG. 4. The amplitude, phase profiles, and the spectrum
of the composite pulse (solid curves) and plain pulse (dashed
curves), 8 = —0 1, P = 0 5, c = 1 75, p, = —0 6, v = —0 1.
Dotted curves give the width of the spectral filtering 1 —P w

As far as we know, these results are the first demon-
stration of the coexistence of two diAerent stable station-
ary solutions of the quintic CGL for the same set of pa-
rameters. This fact contradicts arguments derived from
the perturbation around the conservative and purely dis-
sipative limit. At the same time, this result is quite nat-
ural, if we consider fronts, pulses, and sources as ele-
mentary building blocks, which can be combined to form
more complicated structures.

The CP solutions exist in the range of parameters
where the selected front has small negative velocity. So,
we can explain the existence of the CP by some repul-
sion that exists between the source and the front. When
the front velocity is small, as structure shrinks and fronts
move toward each other, they meet this repulsion from
the source, which keeps them at a fixed distance. For
the other set of parameters, where the front velocity is
large enough, they overcome this repulsion and the plain
pulse is formed. However, this qualitative approach does
not explain why the CP can be formed from an initial
condition that is much closer to the plain pulse than to
the CP. Nevertheless, some additional arguments that
support the idea of repulsion between the front and the
source will be given below.
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Note also that there is some range of parameters where
the selected front has zero wave vector. Apparently, in
this case the plain pulse and the CP become indistin-
guishable.

E. Dynamics of the composite pulses

Now, let us turn back to Fig. 3 and consider more
carefully the range of existence of composite pulses. The
upper boundary on this plot corresponds to the posi-
tive front velocity threshold. The lower boundary corre-
sponds, in general, to the transition from the composite
pulse to the plain pulse. However, this transition is not
straight forward.

In particular, we have discovered the existence of pe-
riodic solutions in this range of parameters. In Fig. 6
we show the dynamics of the pulse energy versus z for
two values of e near the lower boundary. As one can
see, pulses demonstrate complicated periodical dynamics,
with main period varying from T = 69 (for e = 1.726) to
T = 95 (for e = 1.727). Note that when the pulse energy
has the lowest value at each period, this value is much
smaller than the energy of the plain pulse. Hence, this
dynamics cannot be considered as a periodical transition
between these two types of solutions.

Our calculations show that such periodic dynamics can
be observed in a very narrow interval of parameters and
only for some particular initial condition. If we slightly
increase e, stationary CP is formed. If e is decreased, the
solution is transformed into the plain pulse or moving
pulse, described below.

Note that periodical dynamics of pulses for the quin-
tic GI equation has been reported recently in Ref. [13].
However, there are important di8'erences between our re-
sults and the results of Ref. [13]. We observed instability
of the composite pulse, while the authors of Ref. [13] re-
port the instability of plain pulses. Then, in our case

the changes are deeper, and the pulse energy varies more
than 3 times. Dynamics, reported in Ref. [13], is caused
by the instability of fronts, while the pulse in general re-
mains stable. Consequently, the pulse energy does not
vary more than 20%. Finally, if we detune the parame-
ters slightly, periodical dynamics disappears, and a sta-
tionary solution is formed, while in Ref. [13] periodical
dynamics becomes quasiperiodic or chaotic.

V. MC)VING PULSES

A. Discovery and properties of moving pulses

Traditionally, it is supposed that if the coefFicient P
in front of the second-order derivative term in the right-
hand side (rhs) of Eq. (1) is nonzero, then only motionless
and symmetric localized stationary solutions can exist
[14]. This follows, for example, from the adiabatic per-
turbation theory (see, e.g. , [9] and references therein).
However, perturbation theory cannot be applied if at
least one of the coeflicients in the rhs of Eq. (1) is not
small. It has been proven already that asymmetric solu-
tions of the symmetric nonlinear problem can exist in the
conservative case [15], so we can expect this to be true
for the non-conservative problem as well.

MP can be observed as a result of the instability of
the CP at the lower boundary of the region of stable
CP on the (p, e) plane. If the antisymmetric perturba-
tion has a large growth rate, then instead of the peri-
odic dynamics described above or transformation into
the plain pulse, we would have the spontaneous trans-
formation into asymmetric MP (Fig. 7). The process of
CP formation can be controlled by choosing a moving
initial condition. In this case both left- and right-moving
pulses can be created; they are related as an original and
a mirror image, due to the symmetry of Eq. (1) relative
to the transformation t M —t.
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FIG. 6. Periodical dynamics of the complex pulse at {a)
&.7&6 and {h) e = 1.727. Dashed line gives the energy

of the plain pulse. Other parameters are b = —0.]., p = 0.5,
p = —0.6, v = —0.]..

FIG. 7. Spontaneous transformation of the composite pulse
into the moving pulse, b = —0.1, P = 0.5, v = —0.1, e = 1.8,
p = —0.8.
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The amplitude, phase profile, and the spectrum of the
MP are given in Fig. 8. The amplitude profile is indeed
very close to the profiles of the plain pulse and the com-
posite pulse. In other words, MP can be considered as
the bound state (nonlinear superposition) of the plain
pulse and front, or as a CP in which one of the fronts is
missing. The spectrum of the moving pulse is asymmet-
ric. There are two peaks of difFerent height and a hole
between them.

It follows &om the presentation of the MP as the bound
state of a pulse and a &ont that its energy can be roughly
presented in the form EMp ——E~ + E~, while the energy
of the composite pulse takes the form Ecp ——Ey + 2Ey,
where E~ is the energy of the plain pulse. In other words,
the difference between the MP energy and the energy of
the plain pulse (which exists for the same set of parame-
ters) is half of the difference between the energy of the CP
and plain pulse. Numerical calculations show qualitative
agreement with this prediction (see Fig. 2).

It is noticeable that MP always moves with the pulse
ahead. This confirms our hypothesis that the MP is the
nonlinear combination of a pulse and a front, because it
exists in the region of parameters where the front velocity
is negative. Another important fact is that the velocity
of MP is always smaller than the velocity of the selected
front for the same set of parameters. To explain this,
we note that, in the MP, the front tends to move with
its own velocity, i.e. , the velocity of the selected front.
At the same time, the pulse tends to be stationary due
to the spectral filtering. The resulting velocity of the
MP is determined by the competition between these two
processes. At the same time, the distance between the
center of the pulses and the front in MP is slightly larger

than the same distance in the CP, because the pulse of-
fers less resistance to the pushing force of the front. This
explains the difference between the predicted and the ob-
served energy of the MP.

Note the difference between the MP observed in our
paper and asymmetric stationary solution presented in
[15]. In our case, the medium is homogeneous, while in
[15] there is symmetric inhomogeneity. At the same time,
the presence of spectral filtering can be considered as
inhomogeneity in the frequency domain. In both cases,
the asymmetric pulse arises near the boundary, in the
space domain in [15] and in the frequency domain in our
case.

To find the range of existence of the MP, we started
from the moving initial condition in the range of param-
eters where the CP exist, and then slowly decreased e. It
turns out that the range of existence of the MP is even
larger than for the CP (see Fig. 2). The upper boundary
is the same for plain pulses, the CP and the MP, while
the range of existence of the MP is approximately 2 times
wider. However, both the CP and the MP do not exist
for p ) —0.3. Apparently, this is the threshold where the
double matching (between amplitudes and wave vectors)
of the pulse and front becomes possible. As we decrease
p below —0.3, the range of this matching increases. This
again proves our hypothesis that the CP and the MP
have common nature.

Note also that the MP exists in the continuous range of
parameters and this range is comparable with the range
of existence of the plain pulses. Apparently, the MP have
been missed in previous analyses because it has been sup-
posed that only motionless pulses can exist and corre-
sponding initial conditions have been used.

At the lower boundary of their existence on the (p, , e)
plane, the MP are transformed into a plain pulses. This
process can be explained in the following way: As the
front velocity increases, resistance from the pulse also
increases. At some point the front velocity overcomes
the repulsion and the front is absorbed by the pulse. In
this sense the lower boundaries for the CP and the MP
on the (p, e) plane have the same meaning.

To avoid any misunderstanding, we have to explain the
difference between our moving pulses and moving pulses
in Refs. [8,16,17]. Our moving pulses are moving due to
some internal reasons. By contrast, pulses in [8,16,17]
were moving due to external factors, i.e., group veloc-
ity terms and gradient terms. Neither group velocity nor
gradient terms were present in our simulations. Also, the
MP in our simulations has asymmetry as an intrinsic fea-
ture, while pulses in Ref. [16] become asymmetric under
the action of gradient terms.

0.0
0

Frequency

FIG. 8. The amplitude, phase profiles, and the spectrum
of the moving pulse (solid curves) and simple pulse (dashed
curves), the parameters are the same as in Fig. 7. Dotted
curves give the width of the spectral filtering 1 —P w

B. Interaction of moving and stationary pulses

There are four stable pulse solutions in some regions
of the parameter space, namely, plain pulse, composite
pulse, and moving to the right and to the left pulses.
This gives three possibilities of pair interaction, i.e. , in-
teraction of moving pulse with the plain pulse, with the



1938 V. V. AFANASJEV, N. AKHMEDIEV, AND J. M. SOTO-CRESPO 53

200-

150—
(D
C3

100—o
Mo 50

—30 —20 —10 0 10 20 30
Time t

200-

150—

c 1QQo

50-

0 . . . . . . .

-30 -20 —10 0 10 20 30
Time t

200-

150—
(D
Oc 100o
K

50-

(c):

—30 —20 —10 0 10 20 30
Time t

composite pulse, and with another moving pulse. Note
that the result of the collision depends also on the relative
phase of the interacting pulses. For a collision between
moving and motionless pulses that have different propa-
gation constants, the relative phase at the collision point
depends on both the initial phase difference and. the ini-
tial separation, so it is diFicult to control the relative
phase in numerical simulations. If two moving pulses
collide, the relative phase between them is determined

only by the initial phase difference, so it can be easily
controlled.

Figure 9 depicts different scenarios of interaction. We
start from the interaction between the MP. In this case
we observed either the formation of the CP [for in-phase
MP, see Fig. 9(a)], or the plain pulse, or another MP (for
out-of-phase pulses). Collisions between stationary CP
and MP also result in several possibilities. Figure 9(b)
shows one of them, namely, absorption of the MP by the
CP. The only difference between the CP before and after
the collision is the small shift on t.

Figures 9(a) and 9(b) have been obtained for e = 1.75.
As we decrease e to 1.73, the CP still exists, but its sta-
bility wanes. For this set of parameters we observed for-
mation of the MP after the collision, and direction of
propagation of this MP depends on the phase difference
between the pulses [Figs. 9(c) and 9(d)]. Note that if
the MP changes its direction of motion after collision, as
in Fig. 7(c), it also changes its orientation, because MP
always moves with the pulse ahead, front behind. Po-
tentially, there are other possible results of interaction,
including complete annihilation of interacting pulses and
tunneling of one pulse through another one. We expect
to observe these scenarios in future simulations.

We note the difference between our results and the re-
sults of Refs. [8,16,17]. In these papers, interaction in
the frame of two coupled GL equations has been studied,
which described propagation of two components. Also, as
we already mentioned, the pulses were uniformly trans-
lating due to group velocity terms, incorporated into the
equations. So, in each component, only one direction of
motion is possible. By contrast, in our case we consider
one GL equation, the pulses move due to internal reasons,
and both left- and right-moving pulses are possible. At
the same time, there are a number of similarities between
our results and the results of [8,16,17]. In particular, the
disappearance of one of the pulses after the interaction
has been found in [17]. The fusion of two pulses into one
has been observed in [16], although for the case where
the resulting two-component pulse was unstable and it
transformed into two fronts.

200- VI. DISCUSSION AND CONCLUSION
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FIG. 9. Interaction between the moving and composite
pulses, 8 = —0.1, P = 0.5, v = —0.1, p = —0.6. (a) In-
teraction between the in-phase MP, e = 1.75; (b) interaction
between the MP and the CP, e = 1.75; (c) interaction between
the MP and the CP, e = 1.73 (note that after the collision the
orientation of the MP is opposite to the initial one); (d) in-
teraction between the MP and the CP, e = 1.73, the relative
phase is changed on vr in comparison with (c).

In this paper we have found numerically a series of new
solutions of the CGL equation. To explain their exis-
tence, we propose the hypothesis that pulses, fronts, and
sources can be considered as elementary building blocks,
which can be combined to form more complicated struc-
tures. Another example of a stationary solution, which
arises from the superposition of two simplest solutions, is
the bound state of two pulses [2,8,18). However, pulses in
such bound state are weakly overlapping. Moreover, as
we demonstrated recently, the bound states of two pulses
are unstable [18]. At the same time, the bound states of
two pulses exist in a relatively wide range of parameters.
By contrast, we report stable structures, which arise as a
result of strong interaction between the pulses and fronts.
However, such structures require the matching conditions
for the amplitude and the wave vector to be fulfilled, so
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they can exist in a relatively narrow range of parameters.
In conclusion, we study numerically propagation of

localized coherent structures in the quintic Ginzburg-
Landau equation near the zero front velocity threshold.
We have found that besides the stationary pulse solution,
known before, another type of stationary solution, which
we call the composite pulse, can exist. The composite
pulse and the plain pulse exist at the same values of pa-
rameters. Also, we show that such composite pulses can
demonstrate periodic dynamics. We discovered the exis-
tence of the asymmetric moving pulses and studied the
interaction between the moving the motionless pulses.

To explain the existence of the structures observed, we
suppose that the simple pulse and nonlinear front can be
considered as elementary building blocks, which can form
more complicated nonlinear superpositions.
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