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We investigate the self-trapping phenomenon in one-dimensional nonlinear waveguide arrays.
We discuss various approximate analytical descriptions of the discrete self-trapped solutions. We
analyze the packing, steering, and collision properties of these solutions, by means of a variational
approach and soliton perturbation theory. We compare the analytical and numerical results.
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I. INTRODUCTION

Arrays of passive or active coupled optical waveguides
may be employed for several device applications [1-5]. In
nonlinear waveguide or fiber arrays (NFA’s), the charac-
teristics of the device may be tuned by the input power of
the beam, which permits ultrafast all-optical switching,
as it was first proposed for a passive two-guide coupler
in Refs. [6,7]. An interesting property of linearly cou-
pled nonlinear waveguide systems, which originates from
the coherent nature of the propagating electromagnetic
field, is that the coupling process may also be controlled
by varying the relative phase of the input beams [8]. In
recent years, much research effort has been dedicated to
analyzing the extension of the coupled-mode theory to
the case of multiple waveguides [9-16]. In particular,
it has been pointed out that, with three or more cou-
pled nonlinear guides, the coupling process is subject to
chaotic spatial behavior [9,10,17-19]. On the one hand,
this may enhance the sharpness of the switching charac-
teristics, but on the other hand it may introduce unde-
sired instabilities that spoil the proper operation of the
array at high powers. The origin of the chaotic instabili-
ties is the lack of a sufficient number of conservation laws
(or Manley-Rowe relations), which prevents the possibil-
ity of solving the coupled mode equations exactly. The
dynamical nature of these instabilities in discrete non-
linear chains has been studied by several authors in a
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more general context [20,21]. In fact, the propagation in
NFA’s is described by a set of coupled ordinary differ-
ential equations (ODE’s) that is known as the standard
discrete nonlinear Schrédinger equation (DNLSE), since
it appears as the natural discretization of the nonlinear
Schrédinger equation (NLSE) in the continuum (i.e., par-
tial differential equation). The interest in the dynamics
ruled by the DNLSE type of equations goes beyond the
field of optics since these equations were also derived in
other physical contexts such as, e.g., condensed matter
physics, and in particular for polarons [22], or excitons
and defects in molecular chains [23] such as, e.g., poly-
acetylene [24,25]. Recently, the localized modes of mod-
ulated waves in a discrete electrical lattice, described by
a DNLSE, have been experimentally observed [26].

In this work, we entirely focus our attention on the
existence and control of the propagation of stable local-
ized wave packets in waveguide arrays. These spatially
localized nonlinear modes of the array originate from the
balance between nonlinearity and linear transverse cou-
pling [27]. The existence of different stable self-trapped
beams in nonlinear chains is a well known phenomenon
in physics [28-37]. Much less is known, however, on
the possibility of using these beams for the stable trans-
port of energy across the array [38—45]. So far, the only
known localized wave of the bright type, which may move
(within a finite range of velocities) in a discrete cubic
nonlinear system, is the soliton solution of the integrable
so-called Ablowitz-Ladik chain [46,47]. However, optical
waveguide arrays are described by the DNLSE, which, on
the contrary, is a nonintegrable, so-called standard, dis-
cretization [46] of the integrable NLSE [48]. Note that, in
the context of condensed matter physics, the transport of
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charge neutral magnetic defects across polymer chains is
described by moving discrete kinks or dark-soliton-type
of wave forms [24,25]. Also in that case, discretization
leads to a finite activation energy for enabling the soliton
motion, whereas soliton steering across the chain may be
achieved by means of an external electric field.

On the other hand, in the continuum NLSE limit it is
clear that steering of the spatial solitons may be simply
achieved by tilting the incident beam, which entails a lin-
ear phase variation across the transverse beam profile at
the interface with the nonlinear medium [49-51]. In the
discrete case, although the same effect occurs for broad
beam distributions [52], it is of interest to understand
whether and to what extent the self-trapping or energy
localization effect, which is intrinsic to the discreteness of
the system [16,37], affects the motion of a tilted discrete
soliton. If this is so, as indeed the numerical simulations
of Refs. [52,53] have shown, then interesting device appli-
cations of the nonlinear array may be conceived. In fact,
one may control and scan the output position of the beam
by changing its input power by a moderate amount.

The paper is organized as follows. In Sec. II we intro-
duce the governing equation. Section III is aimed at in-
troducing analytical approximate models which permits
one to describe in a simple way the discrete self-trapped
(DST) modes, which were previously obtained numeri-
cally in Ref. [28]. We identify three different operation
regimes for a NFA. The first regime (weak confinement)
is well described by the usual continuum approximation
which leads to the NLSE [27]. The second intermedi-
ate regime is well described by an extended continuum
approximation that was introduced in Ref. [53]. This ap-
proximation permits one to analyze the behavior of the
DST modes by means of a standard variational approx-
imation [54]. The behavior of the DST modes in the
third regime of strong confinement, may be captured by
a truncated three mode description of the array [15]. Fi-
nally, we show that a variational approach that retains
the discrete nature of the system as well as the evolution
of the beam parameters with distance, permits one to re-
produce the characteristics of the DST beams in all the
mentioned regimes (i.e., to any degree of beam confine-
ment).

Guided by this analysis of DST beams, we consider
their mutual interaction in Sec. IV. This is important
in view of establishing what are the stable patterns of
DST modes that can be stored in the array. We antici-
pate the conclusion that the preferred states correspond
to patterns with a concentration of energy in a few guides
only. This result corresponds to a similar property that
arises in the non-cw case [55], and it is also interesting
for potential technological applications to parallel image
processing (e.g., contrast enhancement [56]). We show
that very confined DST states are virtually free of in-
teractions with neighboring identical states. Therefore
these beams can be densely packed into the array.

In Sec. V we analyze in detail the power and phase-
controlled steering behavior of the DST beams. Partic-
ular attention is devoted to the influence of the degree
of mode confinement on the transverse soliton motion.
This feature has a large influence on power-dependent
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beam steering. We reproduce the power dependence of
the soliton steering by means of different approximate
methods that lead to evolution equations for the beam
parameters, in particular the center-of-mass of the beam.
We show that the power dependence of the beam velocity
is captured by a simple approach that only involves the
knowledge of the steady DST profiles. However, an ac-
curate prediction of the actual behavior that is observed
in the numerical simulations requires adjustable beam
parameters. We compare two predictions of perturba-
tion theory: the one making use of the exact solutions
of the Ablowitz-Ladik model [38,43], whereas the other
approach involves the discrete variational method. As we
shall see, the latter method permits a much more accu-
rate reproduction of the observed phenomena.

II. GOVERNING EQUATIONS

For weakly coupled waveguides, coupled mode theory
yields the following equations for the envelope E,, of the
electric field in the nth guide:

iaZEn + ﬂnE'n. + C(En+1 + En—l) + '7|En|2En = 0,
n=2,.,N—-1. (1)

In Egs. (1), B. is the propagation constant of the
mode in guide n, C is the linear coupling coefficient,
v = wonz/(cAefs), nz is the nonlinear coefficient, and
Acss is the common effective area of the modes. The
equations for the guides 1 and N clearly depend on the
boundary conditions for the array. In the following we
consider the case of periodic arrays (i.e., we apply peri-
odic boundary conditions to the array). We also assume
in the following 3, = B,n = 1,..,N. By introducing
the new dimensionless fields Q,, = \/v/2CE e :(8+2C)Z
Egs. (1) can be transformed into the standard DNLSE
in the form

ZaEQn + (Qn+1 + Qn—l - 2Qn) + 2|Qn|2Qn = Oa
n=1.,N, (2)

where £ = CZ is the normalized propagation distance.
The dynamics of DST beams governed by Egs. (2) will
be the object of the following sections.

III. APPROXIMATE ANALYTICAL SOLUTIONS

To date, no exact localized solutions of the standard
DNLSE (2) are known. In the work by Scott and Mac-
Neil, bright localized nonlinear modes of the DNLSE were
found by numerical methods [28]. In this section, we
present different approximate methods that permit to
obtain an analytical description of these discrete solitary
beams.

A. Continuum approximations

A continuum approximation [61] of the DNLSE (2)
may be obtained by introducing g¢(z,€), with g(z =
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n,§) = Qn(§) and by expanding the linear term in a
Taylor series around z = n. By retaining the first two
terms only in this expansion, one obtains the focusing
NLSE,

ige + goz + 2|g|%q = 0. (3)

We term this the truncated continuum approximation
(TCA). Within the limit of validity of this approxima-
tion (often referred to as the long wavelength limit) the
solution of the discrete problem has the same form and
properties as the well known solutions of the completely
integrable NLSE [48]. On the other hand, by keeping all
the terms in the expansion we obtain [53]

ige + 2|ql%q
1 ~+o0 +o00 .
[ @[ dwestaw o =0 @)

We will term this the complete continuum approximation
(CCA). The problem of searching for stationary solutions
of Eq. (4) is equivalent to finding the extremal points of
the Hamiltonian H of Eq. (4), subject to the constraint
(i.e., energy conservation)

+oo
/ dz|q|* = /7 Ey, (5)
which is equivalent to

Z |@Qn|? = const. (6)

It is easy to show that the Hamiltonian H of Eq. (4)
reads

+oco
H:/_ d [|QI4+%
Foo +oo
x (/_ df /; dycos(f)q(y,€)q" (=, §)gif(mfy)

+oo +o0
+/_ df/_ dy cos(f)q*(y,€)q(x,§)

| XB—mm-w)} . (7)

In the following, by using the Ritz optimization tech-
nique, we limit our search of extremal points of H to
a specific form of solution. In particular, since we are
dealing with a one dimensional confined beam, we con-
sider the simple standard choice, i.e., the Gaussian trial
function [54,57,58]

2
where the amplitude A and the width a will be deter-
mined through the minimization of H over the set of
Gaussian trial functions. We point out that the Gaus-
sian ansatz permits one to describe satisfactorily the so-
lution of variational problems even in the case for which
the asymptotic behavior of the variational solution differs
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significantly from the exact one, when this is known (see,
e.g., Ref. [59]). In the framework of the same variational
approach, one has the alternative choice to seek solutions
of a more general form which have a closer asymptotic
behavior [60]. However, this is often made at the ex-
penses of having a larger number of variational parame-
ters. Here we are aimed at comparing the results of the
CCA with Gaussian functions with those arising from
other perturbative methods, which will be discussed be-
low. By using the form of ¢(x,&) given in Eq. (8), the
reduced Hamiltonian, obtained by computing H, reads

Eo
a\/§
The o values that give the self-trapped solutions are then

obtained by imposing d{H(a))/da = 0. This yields the
equation

(H) = /7Eo ( + 2e—ér) ) (9)

Eo = -——\/—56_4_11_7.

. (10)

Since in our set of trial functions Ey = «a|4|?, Eq. (10)
can be recasted as a simple relation between the ampli-
tude A and the width « of the self-trapped solutions,

az= V2 -2

= ——e 4a%,
o?

(11)

Obviously the obtained results depend on the particu-
lar choice of the trial function in Eq. (8). The method
can only be as good as the choice of the trial functions
permits. In order to verify the domain of validity of the
above solutions, a comparison with the numerical solu-
tions in Ref. [28] will be discussed later on.

B. Discrete variational method

A different approximate approach for describing the
problem of beam localization is the discrete variational
method. In contrast to the previous approach, where the
Ritz optimization technique is applied to analyze a (sup-
posedly) equivalent infinite-dimensional dynamical sys-
tem (4), we may directly proceed to search for discrete
solutions of the DNLSE (2) in a restricted subspace, by
imposing a suitable ansatz for the beam profile. A proce-
dure of averaging over the discrete transverse dimension
leads to a set of coupled ODE’s for the evolution of the
beam parameters. Therefore this approach permits one
to reduce the dimension of the problem from the set of
N complex equations [i.e., Egs. (2)] to a generally much
smaller set of equations for the real parameters of the
solution. Clearly this method will be of particular ad-
vantage whenever the number of waveguides IV is large.
In order to emphasize this point, we will consider in this
subsection the limiting case of an infinite array.

For the DST beam we use as a trial function the fol-
lowing generalization of the one soliton solution of the
continuous NLSE,

Qn = ay/psech [p(n — zo)] eil¢th(n—zo)+e(n—=0)*] (12)



The DST beam (12) is centered at the position zo, and
the fields in adjacent waveguides exhibit a phase differ-
ence k. Here we assume that the beam amplitude and
width are independent, and we allow for a variation of
the beam width g upon propagation. This is related to
the phase front curvature ¢, which acts as a conjugate
variable of the inverse width u. Note that a reasonable
range for the parameters k and ¢ may be deduced from
the linear dispersion behavior of the array. In fact, when-
ever the phase difference between adjacent waveguides
reaches the value k = 7/2, the curvature of the disper-
sion relation changes its sign. This would be equivalent
to a loss of diffraction in the continuum case. Since the
existence of bright spatial discrete solitons depends on
the correct balance between diffraction and nonlinearity,
clearly solutions of the type (12) no longer exist, whereas
dark discrete solitons may be formed [33]. In fact, as
we shall see in the following, the numerical simulations
[562,53] show the decay of discrete beams with k ~ 7 /2.
Therefore one should consider |k| < 1 and |¢| < 1 in order
to have stability of the solution (12).

The set of equations for the parameters of the beam
(12) may be derived from the Lagrangian of the DNLSE
(2). Here it is convenient to rewrite the DNLSE by ap-
plying the phase transformation @, — Q, exp(—2:£) in
order to obtain

10¢Qn + (Qnt1 + Qn-1) +2|Qn[’Qn = 0,

n=1,..,N. (13)

Equation (13) may be derived by means of a variational
principle from the Lagrangian

- (%0, 4%)

n=-—o00 " d£ d£
+Qn+1Qy + Q71 1Qn + |Qn|4-

By inserting the ansatz (12) into the Lagrangian (14) and
summing up over n we obtain a reduced Lagrangian in
terms of the solitary wave parameters,

_ g [d¢_ jdeo o (2 _ pedzo
L——Eol:d—g—kgé—--i-sl((l!o,u) (df 2Cd£)
+52(:1:0; ’-")3_2 + h(f’f'o, ks u, C)] )

oo

(14)

(15)

where the two conserved quantities are the energy Ey,

D sech? [u(n—z0)], (16)

n=—oo

Eo =3 |Qu|* = d’u

and the Hamiltonian h,
h(zo, k; p,¢) = —2Z(zo; p, ¢) cos(k) — EoN(zo; ). (17)

Here the first term in the Hamiltonian (17) is due to
the linear waveguide coupling. Since it represents the
discrete analogue to diffraction, in the following we will
refer to this term as “discrete diffraction.” The second
term contains the effect of nonlinearity, and explicitly
depends on the total guided energy Eo,. We also defined
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the following quantities:

S (n — @o)isech? [u(n — z0)]

n=—oo

Sj(zo; u) = e~ )
> sech? [u(n — )]

n=—oo

(18)

(w0 me) = 2 sinie) ,
sinh(u) sinh(%¢) _Zoo sech? [u(n — z0)]
(19)
5 sech® [u(n — zo)]
N(zojp) = —— 2 (20)
Lzz_:oo sech? [u(n — wo)]}

The above sums were normalized so that the total guided
energy factors out of the Lagrangian (15). They show a
characteristic periodicity with the beam position zo be-
cause incrementing zo by unity can always be compen-
sated for by redefining the summation index n appropri-
ately. Because of the smaller width of sech*(z) compared
to sech?(z) this periodic behavior is most pronounced
for the nonlinearity term N(zo;u). Eventually this peri-
odicity will prove responsible for the localization of the
solitary wave.

The above formalism permits one to calculate the pa-
rameters of a stationary solitary wave. This requires all
beam parameters to be independent of £. The structure
of the Lagrangian (15) implies that the stationary situa-
tion always corresponds to an extremum of the Hamilto-
nian (17). To find an extremum of the diffraction term
we have to assume ¢ = 0 as well as k£ = 0, which corre-
sponds to a homogeneous phase distribution. Moreover,
the periodicity of the sums with respect to o implies to
choose either zg = 0, or o = 1/2. This corresponds to
a situation where the exciting beam is either centered on
a single waveguide, or in the middle between two adja-
cent waveguides, respectively. Finally, the minimization
of the Hamiltonian (17) with respect to u yields the fol-
lowing explicite expression for the total guided power Eq
as a function of the inverse beam width g,

_ 0Z(z0; 11,0)/Op

Ey = .
° ON(zo; 1)/ O 20=0,1/2

(21)

In Sec. IIID, we discuss the validity of this equation
for the case o = 0, when compared with the numerical
results of Ref. [28]. On the other hand, both cases zo =
0,1/2 will be important for the interpretation of the beam
steering results (see Sec. V).

The connection between the variational results from
Eq. (21) and the CCA discussed in Sec. III A may be es-
tablished by applying a continuum approximation to Eq.
(21). This can be done easily by replacing the sums in
Egs. (18) by the respective integrals. The minimization
of the Hamiltonian with respect to p leads to
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Egz

[2;; coth(u) — 1], (22)

6
sinh(p)
which is equivalent to the respective equation (10) de-
rived above in the framework of the CCA, except for the
different choice of the trial function. The dependence of
Ey on the position of the beam z¢ is always neglected,
whenever a continuum assumption is implied.

C. Three-mode approximation

In the case of strong confinement, that is, whenever
a high input energy is essentially coupled to a single
waveguide, one may consider a simple approximation
which consists in reducing to study the DNLSE (2) for
n = —1,0,1 only. In addition, if we demand symme-
try (i.e., Q-1 = Q1), the simplified system for the three
modes (3WG) takes the form

%20 + 201 +2/Qol*Qo =0, (23)
'L% + Qo+ 2|Q1|2Q1 =0.

This system was studied in the framework of the
coupled-mode equations for the general three-guide ar-
ray [17,13-15]. Here, we highlight the results relevant to
our approximation. Equations (23) have the conserved
quantity So = |Qo|? + 2|Q1|%. This allows for reducing
the system to three real degrees of freedom, and conve-
nient variables for the reduced system turn out to be the
pseudo-Stokes parameters: S1 = |Qo|% — 2|Q1]?, which
measures the energy difference, S2 = 1(Q1Q8 — Q1 Qo)
and S3 = QoQ; + Q5Q1. These variables show the exis-
tence of the second invariant S? +2(S%+ S2%) = SZ, which
then confine the phase space of the system on the plane.
Looking at stationary solutions in the reduced system,
one finds different branches (two or four, depending on
the value of Sp) [17]. Furthermore, the validity of (23) is
based on the assumption that most of the energy is con-
fined in three fibers, and the central one carries a major
part. This means that only that branch, if any, where S
is positive and increases in Sy, would be consistent with
our assumption. Not only does that branch exist, but, as
we shall see later, it also follows very closely the numer-
ical solutions in [28]. In Ref. [17] it was shown that this
branch was stable in the reduced system. Since in the
full array, outside the three waveguides, an exponentially
small amount of energy is carried, we believe that this
stability feature is preserved and in fact numerical simu-
lations performed along this branch validate this result.

D. Comparison of results

Figure 1 summarizes all the results obtained by means
of the various approximations that we have described so
far in order to model the self-trapping of discrete solitons.
In this figure we plot the normalized input beam energy
E, [see Eq. (5)] versus Eo/A2%, where A is the input
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FIG. 1. Plot of the normalized energy Eo versus Eq/A%:
Diamonds, exact DST solitons (i.e., following Ref. [28]);
dashed curve, the TCA; thin solid curve, the CCA; thick
solid curve, the variational approach; dotted curve, the
three-waveguide approximation.

beam amplitude. Note that in the continuous approx-
imation Eo/A? also characterizes the beam width (i.e.,
a), whereas in the discrete system the quantity Fo/A? is
a measure of the degree of mode localization (or #~1). In
Fig. 1, the diamonds correspond to the numerical results
of Ref. [28]. Therefore these data provide a comparative
element to estimate the validity of the various approx-
imate methods. The dashed and thin solid lines corre-
spond to the CCA and TCA, respectively. As expected,
both give excellent results for large values of Eq/A?, i.e.,
whenever the beam profile is wide. However, as the beam
confinement decreases, the CCA gives better results un-
til the value Eg/A? ~ 1.2 is reached. Beyond this value,
discreteness becomes the dominant effect, and the field
is essentially confined in three guides. In this regime,
the CCA fails and the energy-width relation of the DST
beams is very well approximated by the three-waveguide
model of the previous subsection (see the dotted line in
Fig. 1).

Finally, the thick solid line in Fig. 1 shows the results
of the discrete variational method [see Eq. (21)]. Here
we have assumed zo = 0. In contrast to the previous
cases, as can be seen, this approach allows one to always
use the same ansatz (12), since this correctly predicts the
DST beam properties for both high and low degrees of
confinement.

Thus, using different approximations, one may char-
acterize the discrete self-trapped (DST) beams for any
value of the input energy. The next step will be the
study of DST beams interactions. A quantity which
turns to be of convenient use in the next paragraph
is the degree of self-confinement, which we define as

Dsc = |Qol*/(1Qo|? + 2Qu[%).

IV. SOLITON INTERACTIONS

As we shall see DST beams have interesting properties
that can be exploited for all-optical storage. The analy-
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sis presented in the preceding section allows us to under-
stand, under some approximations, the static properties
of the DST beams, but does not elucidate their dynamic
properties, such as, for example, their interaction and
steering behavior. The interaction problem is addressed
in this section, where we make use of both numerical
and analytical results, the latter being obtained in the
framework of a simple variational analysis.

The degree of self-confinement of self-trapped beams is
the pivoting parameter in changing the character of the
soliton-soliton interactions. In Figs. 2-6 we present sev-
eral examples of the interaction behavior of a pair of DST
soliton solutions. Throughout the simulations we have
used the input condition Q(n,{ = 0) = f(n—n;)+ f(n+
ng), where f is a DST soliton solution of the DNLSE
(2) and mq,ny are integer shifts of the initial position
of the DST soliton maximum. In order to numerically
integrate Eq. (2), we used a variable step fourth-order
Runge-Kutta method to solve the N coupled equations
with periodic boundary conditions (i.e., circular array).

Figure 2 shows the absence of interactions of two
strongly trapped solitons (here Dsc = 0.94, which cor-
responds to the third dot from the left in Fig. 1). In
Fig. 2(a) we set the soliton separation A = n; +ny = 2,
whereas A = 4 in Fig. 2(b). As can be seen, in this
case the DST solitons remain stable even when they are
closely packed into the array. Let us see what is the effect
of progressively reducing the degree of self-confinement

|Qa(8)[°

4

4

0
8Uide n 8

16°

FIG. 2. Absence of interactions of two strongly confined
DST solitons (Dsc = 0.94). Here A =2 (a) and A = 4 (b).

1177

10.(6)F°

o
&uiqge a 8

16°

FIG. 3. Weak interactions of two well-confined DST soli-
tons (Dsc = 0.85). Here A = 2 (a) and A = 3 (b).

Q. (8)[°

2

(o]
8uide n 8 160
FIG. 4. Interactions of two moderately confined DST soli-
tons (Dsc = 0.75). Here A =2 (a) and A = 4 (b).
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A\

~18

16°

FIG. 5. Collisions of two weakly confined DST solitons
(Dsc = 0.43). Here A = 2 (a), A = 4 (b), A = 12 (¢),
and A = 14 (d).

Dsc. Figure 3 refers to the case Dgc = 0.85: with A = 2
[see Fig. 3(a)] the solitons remain stable but the inter-
action produces a weak amplitude oscillation. Whereas
for A = 3 [see Fig. 3(b)] the two DST solitons gener-
ate a spatially stationary pattern. By further reducing
the degree of self confinement Dgc below 0.8, relatively
strong interactions appear whenever the relative beam
separation A is smaller than a certain critical value. For
example, in Fig. 4(a) we show that the close packing
(A = 2) of two DST solitons with Dgc = 0.75 produces
the splitting of the field in three DST solitons: two low-
amplitude, weakly confined beams travel with opposite
velocities backwards and forwards in the array, whereas
one compressed, high-amplitude DST beam travels with
zero velocity.

Note that, due to the periodic boundary conditions,
the low-amplitude beams collide at the end points of
the circular array. The particlelike nature of these DST
beams, which is a typical property of solitons, is proved
by the conservation of the shape and transverse veloc-
ity of the beams that emerge from the collision. It is
also interesting to observe that the splitting of the initial
beam into either a strongly confined, stationary beam,
or into low-amplitude, weakly confined rapidly moving
beams, suggests that these beams represent the most sta-
ble (lowest energy) soliton eigenstates of the DNLSE. On
the other hand, Fig. 4(b) shows that by increasing the
beam separation up to A = 4 the beams maintain their
profile and only a weak amplitude oscillation remains.
Finally, Fig. 5 displays the interaction behavior of two
weakly confined DST beams (here Dgc = 0.43). With

|Qa(&)°

1

-32

10a(8)/?

1

L
1)
\\\\\\\\\\\\\\}\\\\\\\\

N

320

FIG. 6. Repulsion of two 7 out-of-phase weakly confined
DST solitons (Dsc = 0.43). Here A = 8 (a), and A = 12 (b).
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A = 2 [see Fig. 5(a)] the two strongly overlapping beams
produce again three solitons of the type discussed above.
Figure 5(a), where A = 4, shows that if the initial pro-
file has two distinct peaks, the two low-amplitude mov-
ing solitons are no longer generated, and the field self-
compresses periodically in space. Thus a kind of higher-
order (or breatherlike) discrete soliton is produced. For
larger initial beam separations A, the propagation of the
beams is nearly as in the continuous case, up to the col-
lision point. After the collision, a periodic DST soliton
is generated. This is shown by Figs. 5(c,d), that have
been obtained for A = 12 and A = 14, respectively. The
weak initial confinement suggests that the behavior that
one would predict from the TCA should be observed, at
least in the first stage of the propagation. In fact, the
two beams collide, as would happen for two NLSE soli-
tons. However, at the coalescence point the spatial com-
pression enhances the role played by discretness and, in
contrast with the behavior of the continuum system, the
initial state is not periodically recovered. Quite to the
contrary, as a result of the interaction an abrupt transi-
tion into a strongly trapped periodic breatherlike soliton
is observed.

Conversely, whenever the collision is avoided, as for
example in the case of two initially w out-of-phase DST
beams, the propagation in the weakly confined regime is
very similar to that of NLSE solitons. This is shown by
Fig. 6, where the repulsion of out-of-phase DST solitons
is shown for A = 8 [see Fig. 6(a)] and A = 12 [see Fig.
6(b)].

We may qualitatively understand the role of discrete-
ness in reducing beam-beam interactions by using simple
arguments from perturbation theory. Consistently with
TCA, we assume an hyperbolic secant shape for the two
beams and set A = 1/a. By using the linear disper-
sion relation of the CCA, soliton perturbation theory [62]
yields

dv

v _ 43 a4

Z 8A%e , (24)
dA .

i —4sin(v),

where 2v = k; — ky is the spatial frequency difference
between the two beams, and A is their peak separation
(in the continuous coordinate z). Figure 7 compares the
evolution of A as a function of £, obtained from Egs.
(24) (see solid line) with the evolution ruled by the NLSE
(see dashed line) [62]. Here A = 2 (corresponding to a
degree of self-confinement Dsc ~ 0.85), Al¢=o = 2.5.
It is shown that beam coalescence is suppressed by the
modification of the linear dispersion relation that is due
to discreteness.

V. SOLITON STEERING

Another important property of DST soliton evolution
in a nonlinear fiber array deals with their beam steering
properties. In the continuous case, beam steering may
be trivially achieved by imposing a linear phase variation

! \
\
0 |
1 2 3
distance ¢

FIG. 7. Evolution of DST beam separation A for the con-
tinuous NLSE case (dashed line) and from perturbation the-
ory with modified linear dispersion relation owing to discrete-
ness (solid line).

across the transverse profile, which simply corresponds to
tilting the input beam. One would naturally expect that
the same steering is observed with weakly confined dis-
crete array beams. On the other hand, it is well known
from the theory of nonlinear couplers that the nonlin-
ear shift of the propagation constant due to the intensity
dependent refractive index tends to decouple otherwise
linearly coupled adjacent waveguides through the detun-
ing of their propagation constants. As a consequence, an
intense beam that is initially injected into a certain guide
remains trapped in it, without transfering any power to
the adjacent guides. Therefore, we may argue about the
hypothesis for which, for powers above a certain criti-
cal value, the localization effect will counterbalance and
even cancel the tendency of a tilted beam to obliquely
travel across the array. In fact, we have already seen
in the preceding section that nonlinear arrays appear to
support the stable propagation of two types of localized
beams, either broad and moving or narrow and “at rest.”
In the following, we will try to understand better the
transition between these two states by means of both an-
alytical approaches and numerical simulations. Clearly
the possibility of controlling, for example, by means of
small changes to the initial beam power, the location of
the output guide where the beam emerges from the ar-
ray is very attractive from the point of view of all-optical
switching applications.

The transition from the moving to the trapped regime
is first shown by the numerical simulations in Figs. 8

Q. (8)[°

FIG. 8. Moving DST soliton with initial spatial frequency
k = 7/2 and Dsc = 0.85.
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and 9. Here the initial condition was Q,(( = 0) =
f(n)exp(jkn), with k = n/2 and Dsc = 0.85 (see Fig.
8) or Dgc = 0.94 (see Fig. 9). As can be seen, the
most confined beam is almost unaffected by the initial
frequency shift. Whereas the less intense beam gener-
ates a soliton that moves down the array with constant
speed, at the expense of some energy that is radiated
away in the opposite direction when soliton reshaping
occurs. Faster solitons (with a fixed offset k) can be gen-
erated by launching even broader DST’s into the array.
As we will discuss in more detail later, we observed the
existence of a forbidden gap of velocities as the Dgc is
close to 0.9.

This phenomenon may be exploited for all-optical
switching by varying either the input energy or the initial
phase tilt. In fact, Fig. 10 demonstrates the self-trapping
of an initially tilted beam of fixed width and different val-
ues of the input energy E,. Here the input beam was of
the form (12) with an inverse transverse width p = 0.75
and a tilt parameter £k = 0.2. The beam was initially
centered in the wave guide labeled zero. Figure 10 shows
the contour plots of the local power levels (relative to the
input energy) in the various channels at the output of an
array of length £, = 10. As can be seen, at low input
energies a broad beam emerges with its center position
in the fourth waveguide. At a certain value of threshold
energy E. (here E, ~ 1.5), the output center position
of the beam abruptly switches back to the input wave-
guide. For energies Ey > E., the beam remains trapped
in the initial position with an almost fixed value of its
transverse width. In the following subsections, we will
describe different approximate approaches that lead to
the prediction of this effect.

A. Center-of-mass evolution

A simple qualitative understanding of the self-trapping
or input power-controlled discrete beam steering may be
gained by deriving from the array DNLSE (2) the evolu-
tion equation for the center of mass 7 of the beam, which
is defined as

> 1@

Eo

(25)

|Qa(6)I°

4
2
K
0
-3

0
&uide n 6

32°

FIG. 9. Trapped DST soliton with initial spatial frequency
k =m/2 and Dsc = 0.94.
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FIG. 10. Contour plot illustrating the self-trapping of a
tilted beam of fixed width and different values of the input
energy Eo. Parameters are k = 0.2, 4 = 0.75, and &, = 10.

One obtains from Egs. (2)-(25)

dn 2
V=—=—Im Y1l 26
& = B [Z QnQx 1} (26)
From this equation one immediately obtains that the ve-
locity V of the center of mass 7 is reduced at high ener-
gies. In fact, at low input energies or, equivalently, for

a broad input energy distribution among the guides, Eq.
(26) may be written as (note that Im{Q,Q%} = 0)

dn 2 . *
d_§ = E;Im [En: Qn(Qn_1 — Qn)]
2 [t
~ - QQLdx = 2 sin(k), (27)
Ey J_o
where we have set Q, = |Q,|exp{ikn}. Conversely, for

a highly localized beam (i.e., Eo >> 1) one has |Qo| x
VEo, |Q+1] « 1/+/Ey, and we obtain instead
an 2

4
> B Im{QoQ7: + Q1Q5} ~ B sin(k). (28)
By comparing Eq. (27) and Eq. (28), one obtains that
in the localized regime the velocity V' is reduced by the
factor Eg >> 1. Therefore the beam steering is inhibited.
In order to check this prediction, we may calculate with
no approximations, the center-of-mass velocity V from
Eq. (26) in the form

V= EZEIIH [; |Qn||Q;—1I] Sin(k) ’ (29)

where |@Q,| is the numerically obtained (i.e., “exact”) pro-
file of the DST soliton. Figure 11 shows the dependence
of the center-of-mass velocity V' on the input beam en-
ergy Ey, from Eq. (26). Here we considered two differ-
ent initial tilt angles £ = 0.2,0.5. As can be seen, V is
rapidly reduced by increasing Ey up to the critical en-
ergy E.. ~ 3. For larger energies, the reduction of V
with Ey is more gradual. Figure 11 shows that the sim-
ple center-of-mass equation (26) correctly predicts the
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FIG. 11. Prediction for the center-of-mass velocity V from
Eq. (26), versus the input beam energy Eo, for different initial
tilt angles k = 0.2,0.5.

energy dependence of V. However, the transition be-
tween the untrapped and the trapped regimes is not as
sharp (in terms of Ey) as in the numerical simulations. In
order to demonstrate this point, in Figs. 12-14 we have
directly compared predictions of Eq. (26) with the nu-
merical solutions of the array DNLSE (2) with an input
tilted DST beam.

Figure 12(a) shows a contour plot of the soliton in-
tensity for a weakly confined beam (Dsc = 0.43) and
k = 0.2, whereas Fig. 12(b) compares the exact (solid
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FIG. 12. Comparison between numerical and approximate
analytical prediction for the movement of the DST soliton cen-
ter of mass: (a) contour plot of soliton intensity for a weakly
confined beam (Dsc = 0.43) and k = 0.2; (b) exact (solid
line) and approximate (dots) trajectory for the beam center
of mass.
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FIG. 13. Same as in Fig. 12, for a beam with an interme-
diate degree of confinement (Dsc = 0.75).
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FIG. 14. Same as in Fig. 12, for a beam with a strong
degree of confinement (Dsc = 0.99).
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line) and approximate (dots) trajectories for the beam
center of mass 7. In this case there is very good agree-
ment between the two descriptions. On the other hand,
Fig. 13 has been obtained for a beam with an inter-
mediate degree of confinement (Dsc = 0.75). As can
be seen, in this case the numerical solution exhibits self-
trapping, whereas the center-of-mass equation (26) does
not predict such a drastic reduction for the beam velocity.
However, in the limit of high confinements (see Fig. 14),
where Dgc = 0.99 the simple equation (26) yields nearly
complete self-trapping, in agreement with the numeri-
cal results. The reason for the discrepancy in the region
of intermediate energies (i.e., close to the self-bending
threshold E.,) appears to be due to an internal (i.e., in
the course of the propagation) dynamics of the initially
tilted beam. In other words, the spatial frequency k, the
amplitude, and the width of the input beam may change
with the distance {. Whereas the simple model that we
have considered in this subsection clearly assumes that
the parameters of the initial beam are maintained un-
changed. In the next part of this section, we will discuss
two more complex approximate descriptions of the self-
steering phenomenon that permit for a dynamical varia-
tion of the DST soliton parameters. As we shall see, the
best agreement with the numerics is obtained whenever
all the parameters of the initial soliton beam are allowed
to evolve with distance.

B. Perturbed Ablowitz-Ladik soliton dynamics

A different qualitative understanding of the phe-
nomenon of beam steering along the array can be gained
by using soliton perturbation theory applied to the inte-
grable Ablowitz-Ladik nonlinear Schrodinger (ALDNLS)
discrete system [47]. We recall here the basic features
of this system, which are useful in order to explain the
perturbation theory that we are going to employ.

As we mentioned in the Introduction, an integrable
discretization scheme of the NLSE, yields the integrable
ALDNLS system of equations, which reads

iann + (Qn+1 + Qn—l - 2Qn)
+|Qn|2(Qn—-1 + Qn+1) = Oa
The exact one-soliton solution of the ALDNLS is

sinh(u)
cosh[u(n — z)]

n=1,..,N. (30)

Qn(2) = explik(n — zo) +ia] , (31)

with the following evolution equations for the soliton pa-
rameters:

p=k=0,
Zo = zsinh(,u)sin(k),
7
& = 2[cosh(u)cos(k) — 1].

The ALDNLS differs from the standard DNLSE only at
second order, and only in the nonlinear term. Hence it is
natural to rewrite the DNLSE as a perturbed ALDNLS,
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as follows:
10¢Qn + (Qnt1 + Qn-1 —2Qy) + |Qn|*(Qn-1 + Qn+1)

= GR(Q.") = |Qn|2(Qn—1 + Qn+1 - 2Qn)’

n=1,.,N. (32)
A soliton perturbation technique for the ALDNLS has
been developed in [38]. By means of this method, the
evolution of the discrete solitons of Eq. (2) is reduced
to the analysis of a system of coupled ODE’s, which are
well approximated (in the limit g < 7) by the following
system of equations (see Appendix A), which rules the
evolution of the parameters [1(§),zo(£), k()]

=0, (33)
Zo = Zsinh(u)sin(k), (34)
u
3 2
b= L smh({.t) 5111(27rz0) (35)
p3sinh(Z-)

The evolution of the phase a remains uncoupled from the
above system. Note that in the limit of small u’s, Egs.
(33)—(35) reduce to
z = 2sin(k),
k=o,

(36)
(37)

which is exactly what one would have obtained in the
NLSE limit, by means of the linear dispersion relation of
the CCA, as we have shown in the analysis of DST beam
interactions in the previous section. Note that Egs. (36)
and (37) do not reveal the existence of a range of param-
eters in the (k, Eo) plane, in which the DST beam cannot
move transversely across the array. Whereas, to the con-
trary, Egs. (33)—(35) exhibit such a region, which is in
qualitative agreement with the above numerical simula-
tions.

The system of Eqgs. (33)—(35) may be simplified by ob-
serving that the parameter p (which here plays the role of
the degree of confinement Dgc: the higher u, the higher
the degree of self-confinement) is a constant of the mo-
tion. This allows for reducing the perturbed evolution of
the discrete soliton to a unidimensional nonlinear oscil-
lator, which is described by the conjugate equations

. OH . O0H
=25 F= "% (38)
where H = H(z, k; 1) is the Hamiltonian
243 2 2
H = —Esinh(;/,)cos(k) -z smh({t) Coi( m2) (39)
M p3sinh(%7)

Hence the study of the motion of a DST beam along the
array is now reduced to the analysis of the above simple
dynamical system [43]. Following Ref. [43], for exam-
ple, its fixed points are k£ = nw,z = +m(1/2) (for m
integer). An interesting feature of the dynamical system
(38) and (39) is that the stability of its fixed points does
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not depend on the value of the confinement parameter p.
Nevertheless, by changing the value of u across a certain
critical value, say, perit (ferit =~ 3.8), one may change
the topology (and therefore the soliton trapping domain)
of the phase plane. In fact, as p.p;¢ is crossed, a switch-
ing of the heteroclinic orbit that connects two unstable
saddles occurs. This is clearly shown by comparing the
phase portraits in Figs. 15 and 16, where p < peri¢ and
B > perit, respectively. By inspecting the phase por-
trait of Fig. 15, where u = 3, one immediately sees
that for certain bands of initial spatial frequency shifts
k, the DST may continuously move along the array. In
fact, there is a coexistency of regions of forbidden steering
(or trapping) and regions where the steering is allowed.
Whereas in the phase plane of Fig. 16, where u = 4, the
solitons remain trapped (i.e., execute small amplitude
oscillations about their initial position) for any choice of
the initial position z and frequency k.

For relatively broad beams, the results of the perturba-
tion analysis [i.e., Egs. (33)—(39)] are in good agreement
with the numerical integration of the DNLSE as far as
the prediction of the position of a moving soliton is con-
cerned. On the other hand, for narrow beams (that is,
whenever the self-trapping effect becomes important) the
perturbation approach based on the perturbed ALDNLS
appears to reproduce only in a very qualitative way the
propagation properties of DST solitons.

C. Numerical results

Let us take a closer look at the self-trapping phe-
nomenon, which is observed by solving the DNLSE (2),
with initial conditions given by the ALDNLS soliton (31).
Figure 17 shows some examples of the propagation of
moving DST solitons that may be generated in the array.
Here the confinement parameter is relatively low, that is,
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FIG. 15. Phase plane of the Hamiltonian dynamical system
obtained through ALDNLS perturbation theory [Eqs. (38 and
39)] for p = 3.
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FIG. 16. Phase plane of the Hamiltonian dynamical system
obtained through ALDNLS perturbation theory [Egs. (38 and
39)] for p = 4.

p = 0.5. We used different values of the initial spatial
frequency (or tilt angle). In Figure 17(a), we have set
k = 0.1. Correspondingly, the beam slowly moves across
the array and its initial shape is retained. Fig. 17(b)
shows that the transverse velocity of the discrete soliton
grows larger whenever k is increased up to £k = 1. Again,
the input beam profile is maintained during the propaga-
tion. On the other hand, Fig. 17(c) shows that whenever
the input tilt is increased to the value k = 7 the initially
localized beam is destroyed and its energy spreads among
the coupled waveguides in a dispersive manner.

In Fig. 18 the confinement parameter of the input
beam is increased to p = 1. In Fig. 18(a) the ini-
tial spatial frequency k& = 0.1. In this case the input
profile rapidly reshapes into a narrow and well-confined
DST soliton that remains trapped in the central position.
Figure 18(b) shows what happens with £ = 1. The input
beam splits into a high-amplitude and oscillating well-
confined DST beam and two low-amplitude DST beams
that move in opposite directions. Finally, Fig. 18(c) was
obtained for k = 2; as can be seen, again the propagation
of the input beam is strongly dispersive in this case and
it is not possible to convey the initial pulse energy into a
single moving soliton.

The results in Figs. (17) and (18) indicate that es-
sentially two regimes of propagation exist for DST soli-
ton beams, namely, the moving state for low confinement
(i.e., for p less than a certain critical value, say, pc1), and
the trapped state for p > pe1. In other words, the nu-
merics show that a switching between a moving and a
trapped state may be obtained into an array system that
is described by the DNLSE by changing the input con-
finement (which is proportional to the input energy of
the beam) with a fixed value of k, and not by varying
the input angle k and keeping p equal to a constant.

In order to find out the value p., one may consider
diagrams of the type reported in Fig. 19, where we show
the output transmission (which is defined as the output
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beam amplitude profile divided by the square root of the
input energy FEy), after a propagation distance &, = 20,
versus the input confinement parameter u, for a given
value £ = 1. As can be seen, whenever u < po ~ 0.7
the beam is moving and it emerges at a position that
is different from the initial one. Steering of the output
position may then be achieved by varying u below p.;.
For p > pc1, a relatively unstable region exists where
the narrow beam may irregularly shift by one position at
the output. Finally, for 4 > p.e ~ 1.3 the output DST
soliton remains stably trapped in the initial position.
Let us consider now the accuracy of the analytical
ALDNLS perturbative model [i.e., Egs. (38) and (39)]
in reproducing the above mentioned self-trapping effect.
In order to do that, we may trace the shift of the peak
of the beam at the array output, as a function of the

Q)" | (2)
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FIG. 17. Moving ALDNLS solitons with the confinement
parameter p = 0.5, and different values of the initial spatial
frequency: £ = 0.1 (a); k=1 (b); k == (c).
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input confinement parameter p or, equivalently, of the
input beam energy FEy. In each case, we have injected
at the input the ALDNLS soliton; therefore larger beam
energies correspond to larger confinement factors p.
Figure 20 illustrates the shift of the position of the out-
put beam peak in a case where the input tilt parameter
takes the relatively large value £k = 1. Here the array
length is £, = 10 (dotted line) and £, = 20 (solid line),
respectively. As can be seen, the self-trapping effect leads
to steering the center position of the output beam in a
manner which is almost linear with respect to the energy
Ey. For energies larger than the critical value E. ~ 2,
the beam remains stably centered at the initial location.
Figure 21 illustrates some examples of the self-trapping
of initial ALDNLS soliton beams in Fig. 20. Here we

[RG

FIG. 18. Moving ALDNLS solitons with the confinement
parameter 4 = 1, and different values of the initial spatial
frequency: k = 0.1 (a); k=1 (b); £ = 2 (c).
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FIG. 19. Output transmission T versus guide number n,
for different values of u, for an array length & = 20.

show contour plots of the beam intensity for an initial
tilt £k = 1, and different values of the confinement pa-
rameter. As can be seen in Fig. 21(a), a weakly confined
soliton (u = 0.5) moves across the array. This corre-
sponds to the region in Fig. 20 below the critical energy
E.. Figure 21(b) has been obtained for u = 0.75. After
the initial transient, the beam location remains approx-
imately fixed. This corresponds to beam energies close
to E.. Finally, in Fig. 21(c) we have set u = 1, and the
beam remains trapped in the input waveguide. Note the
emission of energy in the form of radiation on the right-
hand side, and a low-power broad moving soliton on the
left-hand side of the main beam. The present relaxation
of a high-energy beam into a stable nonlinear eigenmode
accompanied by the shedding of the extra energy into
moving solitons represents a quite general phenomenol-
ogy. For example, in the continuum limit of the NLSE,
one may consider the soliton emission from a linear into
a nonlinear waveguide [63].

These effects are substantially similar for smaller tilt
parameters k. In fact, Fig. 22 shows the output beam
shift for a tilt k¥ = 0.5. The array length is again £, = 10
(dotted line) and € = 20 (solid line). As can be seen,
although the absolute value of the shift decreases in a
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FIG. 20. Peak location of the output beam for a tilt k =1
and the array length £o = 10 (dotted line) and & = 20 (solid
line), for different input beam energies Eo.
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manner which is proportional to k, the critical trapping
energy remains unchanged with k.

On the other hand, Fig. 23 shows the energy depen-
dence of the peak location of the output beam when the
ALDNLS perturbation theory of Eqs. (38) is used. It re-
veals that the perturbation theory predicts that the crit-
ical trapping energy exhibits a nearly uniform increase
whenever the tilt angle k grows larger. Here the array
length & = 5. Moreover, the comparison between Figs.
20-22 and Fig. 23 shows that, although the perturba-
tion theory correctly captures the self-trapping effect as
we have seen above, for relatively large values of k’s, the
perturbative prediction of the trapping energy is much in
excess of the numerically observed value E.. Addition-
ally, Fig. 23 shows that the analytical model of Egs. (38)
predicts that, as the confinement factor p grows larger
than zero, the pulse moves faster across the array, in clear
contrast with the behavior of the numerical solutions of
the DNLSE (see Figs. 20-22).

Finally, Fig. 24 illustrates the peak location of the out-
put beam vs the input energy Fjy, as it is obtained from
ALDNLS perturbation theory (dashed line) and from the
numerical solutions of the DNLSE (solid line), in the case
of a small tilt angle £ = 0.1. Here the total array length
is &g = 20. As can be seen, in this case the shape of
the two curves is much more similar than in the previous
cases, and the difference between the numerical and per-
turbative predictions for the trapping energy is reduced
to be slightly larger than 2. Better agreements would
require smaller values of k, and longer arrays in order to
observe a significant shift of the output pulse position.

D. Variational results

In this section we will discuss the performance of the
discrete variational method of Sec. ITII B for predicting the
self-steering behavior of DST solitons. The equations of
motion for the parameters of the solitary wave (12) are
completely determined by the Hamiltonian h(zo, k; g, )
(17), and read
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FIG. 23. Peak location of the output beam vs input energy
Eo from ALDNLS perturbation theory with different tilt an-
gles k and the array length & = 5.
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FIG. 24. Peak location of the output beam vs input energy
Ey from ALDNLS perturbation theory (dotted line) and from
numerical solutions of the DNLSE (solid line) with a small tilt
angle £ = 0.1, and an array length & = 20.
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The evolution equation for the phase ¢ was not included
here for shortness. However, this equation may be easily
derived from variation of L in Eq. (15) with respect to
the energy Eo. Finally, the amplitude a is determined
from the conservation of the total guided energy Ey.

Note that in the small energy limit (hence, large values
of the beam width p~!) the derivative 8S,/0u < p=2,
whereas the other sums that appear in Egs. (40) are ei-
ther constant or directly proportional to y. Therefore the
terms with 852/8u will dominate in Eqgs. (40), and the
equations of motion for the center of mass will decouple
from the evolution of the soliton width. Thus one is left
with a simple equations of motion for the conjugate pair
of position zo and phase tilt k,

d(I)o _ oh
@ ok (41)
dk oh

—_—— 42
d€ Oz¢ ’ (42)

which is similar to the respective system obtained from
the Ablowitz-Ladik model [see Egs. (38) and (39)].
Similarly to the discussion presented there, most of the
physics involved may be elucidated by an investigation
of the Hamiltonian h (17). To this purpose we use Eq.
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(21) to determine its stationary points, which correspond
to the following physical situations: for £o = 0 we have
the soliton centered on a single fiber, while for zo = 1/2
two adjacent waveguides are equally excited. We have
depicted the respective values of the Hamiltonian in Fig.
25. It is clear that o = 0 corresponds to an absolute
minimum of the Hamiltonian and, hence, is stable. In
contrast to the latter case the Hamiltonian exhibits a
saddle point for o = 1/2, which corresponds to an un-
stable stationary solution.

Obviously, the value of the Hamiltonian of a moving
soliton has to exceed that of the saddle point. Thus the
difference between the values for both situations (i.e.,
zo = 0,1/2) gives a measure for the potential barrier,
which prevents a beam centered on a single fiber from
moving. Note, that each possible initial condition corre-
sponds to one single point in the diagram. In this sense
Fig. 25 may be interpreted as a phase diagram which
characterizes different types of solutions, as it is indi-
cated by the labels in Fig. 25.

From the height of the potential barrier we may deter-
mine the critical phase tilt k.,;; that a soliton centered
on a single guide must have to be able to jump to the
next guide. The respective results are depicted in Fig.
26. Obviously, this quantity strongly depends on the
power Ey. Localization sets in at a level of Fy ~ 1 and
increases rapidly above Ey =~ 1.5. Above a power level
E¢mt = 3.952 no possible value of the phase tilt will lead
to a moving solution. This power level corresponds to
a critical inverse beam width pgepy = 2.72 at zo = 0.
This value of the critical inverse beam width has to be
compared to the .+ ~ 3.8, which was determined from
the ALDNLS peturbative model. However, the shape of
the ALDNLS soliton for u ~ pcr;; would lead to a criti-
cal energy of E§™sinh® i ~ 500, which differs from the
variational result by more than two orders of magnitude.
But, nevertheless, even at an energy level as low as 2.5,
the critical phase tilt approaches unity and the trial func-

j Xo = b —
Xo=12 ——
22 | 4
2.4 b
Moving
< 26 F E
No solutions Trapped
2.8 | PP
3+ §
32 L L L L
0 0.5 1 1.5 2 2.5 3

FIG. 25. Values of the Hamiltonian h for stationary soli-
tons centered on a single fiber (zo = 0) or between two guides
(zo = 1/2), respectively, plotted versus the guided energy Ej.
Each possible initial condition corresponds to one point in the
plot. Labels indicate the corresponding dynamical behavior.

1187
3 r 0.3
25
2 r 02 ~
S0
<15 g
B
5
1F 0.1
0.5
0 0
0 1

FIG. 26. Critical initial phase tilt kcri:, needed to overcome
beam localization, as a function of the guided energy Eo (solid
line). Parameters are zo = 0 and a width corresponding to
that of the stationary solution (see Fig. 1). The dashed line
shows kcri: for Eo < 1.5 on a zoomed scale to highlight the
onset of localization.

tion used to describe the spatial soliton [see Eq. (12)] is
no longer reliable.

We applied Egs. (40) in order to analyze the steering
behavior of the beam (12) with the initial tilt £ = 0.2.
Initially the beam is centered at guide number zero. Fig-
ure 27 presents a comparison between the numerical re-
sults (see the thin line) and the prediction of the vari-
ational approach (see the thick line). Here we display
the dependence on the input beam energy Eg of the po-
sition of the center of mass of the output beam for an
array of length £, = 10. The input beam width was
© = 0.75. As can be seen, using the discrete variational
method leads to a much better agreement with the nu-
merical results than using the perturbed ALDNLS model
discussed in Sec. V B. It turns out that the improvement

Numerical Results ——
Variational Approach =——

Output Position

' L

0 0.5 1 L5 2
Eo

FIG. 27. Comparison between the numerical results (thin
line) and those obtained by the variational approach (thick
line) for the center of mass of the output beam as a function
of the input beam energy Fo. Here k = 0.2, p = 0.75, and
&o = 10 (same parameters as in Fig. 10).
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of the agreement comes from the fact that in the dis-
crete variational method one allows for independent evc-
lutions of the pulse amplitude and width. Conversely, in
the perturbed ALDNLS model the pulse amplitude and
width remain fixed along the propagation coordinate £,
and this cannot account for both width and amplitude
changes which accompany the localization effect.

VI. CONCLUSIONS

In this work we compared different analytical descrip-
tions of the self-trapping effect of localized beams in ar-
rays of nonlinear fibers. We have first considered contin-
uum or discrete variational approaches that permit to
characterize the field distribution of the beam among
adjacent fibers in the various regimes of confinement.
Successively, we studied the stability of these DST soli-
tary beams with respect to the interaction with another
nearby beam. Finally we analyzed the power-induced
control of the transverse motion of DST beams in the
array, whenever a linearly varying phase is superimposed
onto the input field profile. Indeed we have shown that
the speed of this motion may be controlled by varying
the degree of self-confinement of the input beam. We
found that this energy transport across the array may
be completely canceled by the self-trapping effect. This
phenomenon may find application for the all-optical con-
trolled steering of the beam at the output of the array.
We have compared the merit of different approximate de-
scriptions that model the dynamics of the center of mass
of the discrete beam. We found that a simple equation for
the center of mass that incorporates the knowledge of the
nonlinear eigenmodes or DST solitons of the array pemits
to capture in a qualitative manner the power-induced
beam steering effect. A more accurate description of the
discrete transverse soliton dynamics may be achieved by
using a discrete variational approach that yields evolu-
tion equations for a small number of parameters of the
beam.
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APPENDIX A: DISCRETE PERTURBATION
THEORY

In this section we outline, for sake of completeness,
the general method to obtain the evolution equations for
the soliton parameters, in the framework of the adiabatic
approximation of soliton perturbation theory based on
the inverse scattering transform of the Ablowitz-Ladik
system. In general, for a perturbed ALDNLS of the form

iaﬁQn + (Qn+1 + Qn—l - 2Qn)
'HQn'z(Qn—l + Qn+1) - eR(Qn) 3

n=1,...,N, (A1)

one obtains the following equations for the soliton pa-

rameters [u(€),zo(€), k(€)]:

S - cosh(u(n — zo)]
2 = esinh(u) n:Z_OO cosh[pu(n + 1 — zo)]cosh(n — 1 — xy)
xIm{R(Qns)exp[—ik(n — z) — ia]}, (A2)
o = Esin sin € sinh(u)
To = 4 h(p)sin(k) + .
— (n — zo)cosh[u(n — zo)]
x n_zoo cosh[p(n + 1 — zg)]cosh(n — 1 — z)
xIm{R(Qns)exp[—ik(n — z) — ia]}, (A3)

tanh[u(n — zo)]cosh[p(n — zo)]
cosh[pu(n + 1 — zg)]cosh(n — 1 — zq)

(A4)

k = —esinh(y) Z
xRe{R(Qns)exp[—ik(n — z) — ia]}.

When applying Egs. (A4) to a specific perturbation, it
is useful to employ the Poisson formula

oo

S flna) = /

n=-—oo n=—00 s=1

%wf(z) {1 + 2§:cos (27:1“)

(A5)

Then Egs. (33)—(35) are obtained by retaining only the
first harmonic (i.e., s = 1) of Eq. (A5).
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