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Open surfaces and gauge-invariant Ising models
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We study the phase diagram of Z(2) gauge-Higgs models in three dimensions. These models can de-
scribe the dual lattice of open surfaces with an energy depending on the area and on the defect length.
By perturbative methods, we map the gauge systems onto Ising models with many interactions, for
which we determine the transition lines. We discuss how tricritical points could arise on these lines. In
particular, we consider the cubic and the fcc lattice; on the dual lattice of the fcc, the surfaces are self-
avoiding. We also discuss the effect of other surface energies on the phase diagram of the gauge-Higgs
model.

PACS number(s): 05.50.+q, 11.15.Ha, 68.10.—m

I. INTRODUCTION

This paper concerns the phase diagram of the so-called
Z(2) gauge-Higgs model [1] and its relation to random
surfaces and, in particular, to surfactant membranes.
Random surfaces are statistical bidimensional objects
fluctuating in a three-dimensional space. They have been
proven to provide useful descriptions of equilibrium
properties of a large variety of physical systems [2].
Among them, ensembles of Quid films display a particu-
larly interesting statistical behavior. They exist or can be
realized in different ways. In mixtures of oil, water, and
surfactant, the surfactant molecules form interfaces be-
tween oil and. water, with very different spatial
configurations, depending on the temperature, the pres-
ence of other substances, or other parameters [3]. In
aqueous surfactant solutions, the amphiphilic molecules
form bilayer membranes that still self-organize in many
different structures. If the surfactant solutions are
sufficiently dilute, the interfaces strongly fluctuate and
tend to assume any possible topology. For example,
disordered evolutions of bicontinuous structures (some-
times called sponge phases) [4], where the interfaces
divide all the volume into two intertwined connected re-
gions, have been experimentally observed in both of the
above systems [5,6].

The lack of constraints on topologies suggests the use
of lattice models for the description of these systems. In
three-dimensional Ising models one can consider the
closed interfaces separating regions of equal spins. Each
time two nearest-neighboring sites have different signs, an
interface is drawn on the dual plaquette, and the total
area of the interfaces is given by S=g &;J &( 1 —s;sj ) /2,
where the s s are spin variables defined on the sites of a
generic three-dimensional lattice and the sum is over all
nearest-neighbor pairs. Therefore only the area is
weighted in the surface representation of the Ising model.
A more realistic description of an ensemble of Quid films

can be formulated by also attributing a weight to the
bendings. Moreover, depending on the lattice geometry,
the interfaces can be self-intersecting in the sense that
more than three plaquettes of the dual lattice share a dual
link. Therefore, in such cases, it is realistic to also attri-
bute a weight to the self-intersections. For example, in
the cubic lattice, given a spin configuration with the cor-
responding interface description on the dual lattice, a
bending corresponds to a pair of adjacent plaquettes be-
longing to the interfaces that are at a right angle, while a
self-intersection is a dual link shared by four plaquettes of
the interface configuration. The total number of bend-
ings and self-intersections can be weighted by considering
a spin model with nearest-neighbor, next-nearest-
neighbor, and plaquette interactions [7]. The phase dia-
gram of this model includes bicontinuous ordered phases
and a sponge region with only short-range order [7,8].

If one wishes to describe surfaces that also have de-
fects, like free-edges or seams, it is necessary to introduce
different Ising variables U; defined on the links of a lat-
tice. When U, is equal to —1, we assume that the dual
plaquette of the link (ij ) is occupied by a surface, while,
when U; is equal to +1, there is no surface on that pla-
quette. Therefore a configuration of the variables U;z can
describe a generic open surface configuration with an
area given by g&; &(1—UJ)/2. The defects consist of
dual links that belong to an odd number of plaquettes oc-
cupied by surfaces; see an example in Fig. 1. If U~
denotes the product of the variables U; along the links
bounding a plaquette P of the original lattice, the quanti-
ty g~(1 —U&)/2 represents the total length of defects.
The open surface model, where the area and the defects
are weighted, is the gauge-Higgs system

Z(P„P&)= g exp IP, g U, +P&g U~
(U ) I &ii)

which in the gauge-invariant version reads
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FIG. 1. Local configuration representing a seam defect. The
three dashed plaquettes belong to some surface; U« is the only
positive link variable.

FIG. 2. Phase diagram of the Z(2) gauge-Higgs model in the
cubic lattice. The continuous line is the self-dual line, while the
dashed lines are the critical lines calculated by the mean-field

and Monte Carlo renormalization-group approximations. The
dot and the square represent the triple point and the critical
point, as corning out of Monte Carlo simulations [10].

from our calcu1ations. The transition lines start at the
critical Ising points (P4= ~, P, =P, ), where P, =0.2217
is the inverse Ising critical temperature [15], and at
(P4=P, =0.7613,P, =0), where

P= —
—,
' ln tanhP (1.3)

where the o.
,
-'s are Ising variables defined on the X lattice

sites. The equivalence between the two expressions can
be easily seen: 2 equivalent copies of the original system
(1.1) are considered; for each of them the variables U„
are written as cr; U,j0j covering all the possible
configurations of the variables o, . The model (1.2) is
gauge invariant in the sense that its Hamiltonian is left
unchanged by the simultaneous transforrnations
U;J~y,-U,"y and o.;~y;o.;, where y;=+1. It can be
considered as the discrete version of the Z(2) gauge mod-
el coupled with a Higgs field [9].

The phase diagram of this model, in the cubic lattice at
P4 =—Pp&0, is known from numerical simulations [10].
Simple approximative methods do not give the correct to-
pology of the phase diagram [11]. Its description in
terms of membrane configurations is given in [12]. The
model has been numerically studied in [13] at negative
gauge couplings, while the mean-field calculation of the
phase diagram and its surface description have been car-
ried out in [14]. A correct analytical description of the
phase diagram still is an open question.

In the present paper we focus our attention on some as-
pects of the phase diagram of the model (1.1), known only
by numerical simulations [10] so far. In Fig. 2 the phase
diagram for the cubic lattice is shown, as it comes out

is the duality transformation exchanging the low- and the
high-temperature regimes. In this paper we predict the
shape of the transition lines with better precision than
was reached in earlier calculations, and we give argu-
ments for the existence of tricritical points on these lines,
which so far have on)y been numericaHy predicted.
These results are obtained by mapping the model at ex-
treme but finite values of the parameters onto Ising mod-
els with many interactions, and then using Monte Carlo
renormalization-group results and mean-field approxima-
tions.

The paper is organized as follows. In the next section,
our results about the Z(2) gauge-Higgs system in the cu-
bic lattice will be derived. In Sec. III we study the same
system on the fcc lattice, where self-avoiding surfaces in
quite a natura1 way can be realized. In our approxima-
tions, we will discuss the efFect of lattice symmetries on
the phase diagram of the model. In Sec. IV we summa-
rize and discuss our results in relation to membrane sys-
tems; we also make some comments on the e8'ects of oth-
er interactions, representing, for example, surface curva-
ture or distinct energies for difFerent defects, on the phase
diagram of Fig. 2.

II. PHASE DIAGRAM OF THE Z( &)
GAUGE-HIGGS MDDKI. IN THK CUBIC I.ATTICK

The model (1.1) was introduced in [1] as a generaliza-
tion of the Ising model. Its gauge-invariant version has
been studied in the context of lattice gauge theories for
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strong interactions [16]. An introductory general
description of the phase diagram will be briefly given.

In the cubic lattice, the model exhibits the important
property of self-duality [1,17], which means that it can be
expressed on the dual lattice as the same model with in-
teraction parameters given by

Z(P„P4)=(coshP, )

X g exp 'p4+ U~ g (tanhpi) '"'
IU,, I p, r

X Q U~J , (2.2)
(ij&er

pi =p4, p4 =pi . (2.1)

Therefore the phase diagram has to be symmetric with
respect to the self-dual line, drawn as a continuous line in
Fig. 2, which is the line left invariant under the transfor-
mations (2.1).

The model is trivial at p4=0, where there is no transi-
tion. It can also be shown that there is no transition at
finite small values of p4, and that this region is thermo-
dynamically connected to the region of large pi and any
p4 [18]. The limit cases p4= ~ and pi=0 can also be
easily discussed. At p4= ~, the products U& have to as-
sume the value +1 for each plaquette. This constraint
can be solved by setting for each link Uj=s;sj [19],
where the s, 's are Ising variables defined on the sites.
Therefore the model becomes equivalent to the Ising
model and there is a second-order transition at
Pi =0.2217, which is related by Eq. (1.3) to the transition
point along the axis pi =0. On this axis the inodel can be
directly proven to be dual to the three-dimensional Ising
model [1] (see Appendix A).

It can be argued that the critical points at p4= 00 and
pi=0 are stable when moving inside the phase diagram
at finite values of the parameters [1,18]. The correspond-
ing critical lines, as coming out of our calculations, are
drawn in the phase diagram of Fig. 2. However, the nu-
rnerical simulations of Ref. [10] show a first-order
behavior for these lines just before they meet on the self-
dual line, thus suggesting the existence of tricritical
points T and T', where the continuous transitions change
over in first-order behavior. Actually, as coming from
simulations, the point where the lines meet is a triple
point where also a first-order line starts ending at a criti-
cal point C, see Fig. 2. In the following we shall concen-
trate on the study of the two transition lines starting from
P4= ~ andP, =O.

where 2V|
&
=3N is the number of links in a cubic lattice,

L(I ) is the length of a closed loop I, and the sum in-
cludes all possible closed loops. The smallest loop is a
plaquette, so that the lowest order term of the expansion
can be seen as a change of the parameter p4 into
p4 =p4+ (tanhp, ), shifting the transition from p„=p, to
p4=p, —(tanhpi), as was argued by Fradkin and Shenk-
er in [18]. Here we study the effect of larger loops on the
Ising transition. [Equation (2.2) can be directly obtained
from (1.1) on observing that the high-temperature expan-
sion with respect to p, can include only gauge-invariant
quantities. ]

An effective Hamiltonian can be obtained from (2.2) by
exponentiating the loop expansion. First we use for an
arbitrary loop I the identity [17] (see also Appendix A)

g exp P+U& Q U,"
I U I p &ij&cr

N~ !2=(2sinh2P) g exp g P,js;s (2.3)

Here the s, 's are spins located on the dual lattice, and the
sum over (ij ) on the right-hand side is over links in the
dual lattice (while the links on the left-hand side are on
the original lattice). The values of P;1 are related to the
loop I as follows. We choose a minimal set of plaquettes
4„that have I as a boundary. (It can happen that there
are many minimal surfaces for one contour. In that case
they all have to be taken into account in order to get a
symmetric spin Hamiltonian. ) When a dual link crosses
such a plaquette P; = —P and P;J =P otherwise. N& is
the total number of plaquettes in the lattice.

Second we write for every factor with P,"= —P,

A. Small P,
~i$ J8$ $

e ' '=e ' '(C —Sssj ),
where

(2.4)

The term proportional to pi formally looks like a mag-
netic field. However, in locally gauge-invariant theories
any local quantity that is not gauge invariant (as U~J ) has
a vanishing mean at any temperature [20]. Therefore the
parameter pi does not act as a symmetry-breaking mag-
netic field and there is no reason for the transition at
Pi =0 to disappear at finite values of Pi [1]. In the follow-
ing we shall study the model in this region, expanding it
as an Ising model with an increasing number of interac-
tions.

We start from the expression (1.2) and integrate over
the variables o.;, thus obtaining the expansion

C =cosh2P,

S=sinh2P .

(2.5a)

(2.5b)

P„= g (C —Sss ),
&ij&el~

(2.6)

where 4„ is the set of links dual to the surface 4„. We il-
lustrate the result so far with the loops to order (tanhpi ) .
The expansion (2.2) can be written as

Then all loop contributions have the same exponential
factor exp(pg&;J )s, s~ ) and a loop-dependent product
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Z(P„P4)-g exp P~ g s;s.
I I . (~J)

1+(tanhP, ) g g (C —Ss,s )+
) E~r

(2.7)

where

P~ =P4+ (tanhP, ) (2.8)

Z'(PI, P4)= g e
I s,. I

%[sI ]
—const+ 2NN g s;s. + 2NNN g s s.

NN NNN

+ Spla Xr SjSkSI + Scar g Si Sj SkSI
pla cor

(2.9)

where the interactions are between nearest neighbors,
next nearest neighbors, the four spins of a plaquette, and
the four spins that form a corner (see Fig. 4), and

SNNN =p~
—4(tanhp, ) (3C4+ C 4),

SNNN=2(tanhp, ) (4 +CS ),
2 „=2(tanhP, ) S

g„,= —
—,'(tanhP, ) eV

(2.10a)

(2.10b)

(2.10c)

(2.10d)

The convenience of the representation (2.9) and (2.10)
is that spin models can be more easily studied. We have
used Monte Carlo renormalization-group results for the
critical surface of the model (2.9). In this method the sys-
tem is simulated, with the coupling as given by (2.10). At
the same time renormalized systems are deduced by
means of a majority rule apphed to blocks. The cross
correlations between the original spins and the block
spins yield the How matrix for the renormalization trajec-
tory. From the How towards the fixed point the critical
surface can be determined. The vector describing the
orientation of the critical surface at the nearest-neighbor
point is (1.000,2.652,0.788,2.490) [21] with the com-

and C and S are functions of g4 . There are three loops
at sixth order that are depicted in Fig. 3 together with
their dual spins. The last step is the exponentiation of
the factor enclosed in brackets, which leads to the repre-
sentation

ponents referring to the four couplings of the Hamiltoni-
an (2.9) in the same order as in Eqs. (2.10). By inserting
the expressions (2.10) into the equation of the critical sur-
face, one gets the critical line drawn in Fig. 2.

A new feature coming out of these calculations is that
loops larger than a plaquettes in (2.2) are also relevant to
the nature of the transition. On the dual lattice these
loops correspond to many-spin interactions whose effects
on the transition can be understood, for example, by con-
sidering the mean-field expression of the free-energy of
the model (2.9). Its expansion at small values of the aver-
age magnetization m is given by

= ( —,
' —3 I p~

—4$( tanhp1) [C ( 3+C )
B

—S(1+C )]])m'

+[—,', —2S (tanhP, ) (3—2$)]m + —,',I
(2.11)

The curve where the coefBcient of the quadratic term is
zero gives the critical line of the model (2.9) in the mean-
field approximation. On this line the point where the
coefficient of the quartic term is also zero is a tricritical
point. Its position is at P',""=0.936. Albeit rather far
from expected, this can be considered an analytical argu-
ment for the existence of a tricritical point in the self-dual
Higgs-gauge model.

B. Large@4

The results obtained at small p1 can be mapped by
self-duality to the region with large P4. This gives the
line starting at P4= ~ in Fig. 2. However, also in this re-
gion the model (1.1) can be expanded as a spin model
with an increasing number of interactions that, at each
order of the expansion, are the same as those of the previ-

FIG. 3. Loops of length 6 in the cubic lattice. The dots
represent the dual spins interacting through Eq. (2.6). There are
two minimal surfaces having the loop in the middle as a bound-
ary; only the spins dual to one of these surfaces are drawn.

FIG. 4. Four clusters of spins interacting in the Hamiltonian
(2.9).
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ous section. Since we shall later use both expansions in
cases when they are not equivalent anymore, we show
here how the expansion at large values of P4 can be ob-
tained.

We already mentioned that in the lim. it P4 —+~ the
model is equivalent to an Ising model with interaction pa-
rameter Pi. When P4 becomes finite but is still large, ex-
citations with respect to the ground state with Up = + 1

for each plaquette have to be considered. They consist of
configurations with a few frustrated plaquettes
(U~= —1). A low-temperature expansion can be con-
structed as follows. The number of frustrated plaquettes
for each cube has to be even; therefore, the loops made by
dual links to the frustrated plaquettes are closed. Hence,
the low-temperature expansion can be interpreted as an
expansion of closed loops on the dual lattice. For each of
these loops we take the surface made of plaquettes of the
dual lattice that has minimal area and that loop as a

I

boundary. The dual links to each plaquette of this sur-
face are on the original lattice, and we call them frustrat-
ed links. Now we observe that, for each loop, the original
Hamiltonian is restricted by the constraint that all the
plaquettes are not frustrated, except the dual plaquettes
to the links of that loop. This constraint can be solved by
putting U,"= —s;s for the frustrated links, and
U; =+s;s for all the others. Then the relation (2.4) with

P, instead of P can be used for the frustrated links, and at
large P~ the model results in an Ising model with many
interactions. Since the result is the dual version of the
one obtained in the previous section, we show the above
procedure in considering only the first term of the expan-
sion, which is a loop of four links, corresponding to an
excitation with four frustrated plaquettes, if periodic
boundary conditions are assumed. At large /34 the model
(1.1) can be written as

~4~V

Z'(Pi, P4) = —8Pg exp g Pis,.s, 1+e ' g (cosh2P& —s;sz sinh2P&)+
~S, ~

(I'j) (ij )

P4Npe
2

exp(N( ) e
—SP4

—SP4 .
cosh2Pi) g exp g (P&

—e sinh2P&)s, sj + (2.12)

Pi =P, +e ' sinh2P, , (2.13)

which is the dual expression of Eq. (2.8) with f3~ =P, .

Therefore, as expected, the first term of the expansion
simply renormalizes the Ising coupling, giving a transi-
tion line

Z(P„P3)= g exp P& g U,, +P3 g U&
~ U, ~

(iJ')
(3.1)

faces resulting from high-temperature expansion of a
gauge model on the dual lattice of the fcc lattice have
been considered in [23].)

The model explicitly reads

III. GAUGE-HIGGS MOBEI. ON THK fcc I.ATTICK

In this section we study the model (1.1) on the fcc lat-
tice, which is an especially interesting case to be studied,
since, due to the special geometry, it can describe sur-
faces that become self-avoiding when defects have a large
energy cost. Indeed, the dual lattice of the fcc lattice (see
Fig. 5) has links shared only by three plaquettes. Thus, in
the closed surface limit P3 —=P&= ~, only 2 or 0 pla-
quettes for each dual link are occupied by surfaces, and
intersections are forbidden. (Closed self-avoiding sur-

On the axis P, =0 it is equivalent to the nearest-neighbor
Ising model on the dual lattice of the fcc lattice (see Ap-
pendix A). Therefore there is a transition at
P3=P, = —

—,
' ln tanhP„where P, is the critical Ising pa-

rameter for the dual lattice. The mean-field estimate for
this critical value is P, =

—,'+2 [see Eq. (82) and the fol-

lowing]. At small Pi, the same procedure of Sec. II A can
be used. A gauge-invariant expansion as that of Eq. (2.2)
can be written, where now the closed loops are on the
edges of the fcc lattice. At the next to the lowest order of
this expansion, the partition function is given by

Z'(Pi, P3)=(coshP, ) ' i g e ' " I+(tanhP, )"g + Uj +0[(tanhP, ) ]
r4 (IJ)er4

(3.2)

where the contours I 4 of length 4 are drawn in Fig. 6 and

P; =P3+ ( tanhP, )

The expression (3.2) can be written on the dual lattice as a spin model with a Hamiltonian given by

&[s;]=[@&——2'(tanhPi) CS]gs,.s +2(tanhPi) g g s;s. +(tanhPi) 4 g s,.s. +2(tanhgi) 4 ass sks&,
NN NNN 3rd N pla

(3.3)

(3.4)
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where the sums are, respectively, over nearest neighbors, next-nearest neighbors, third neighbors, and plaquettes, and C
and 4 are functions of g3 . In Appendix 8 the critical line of this Hamiltonian is given in the mean-field approximation
[see Eq. (85)] with a tricritical point at Pi =0.745.

We consider now the limit P3—+ ac. Only configurations where the product U;. U.k Uk; is equal to +1 for each trian-
gle are allowed in this limit. Therefore the model (3.1) can be written as a nearest-neighbor Ising model on the fcc lat-
tice, with a second-order transition at Pi= —„ in the mean-field approximation. (A better result for this transition is
Pi=0. 1017 [15];here, we will consider the mean-field approximated value, since we want to use that together with the
only other available mean-field results. ) When P3 is still large but finite, configurations with few frustrated triangles also
have to be taken into account. As in Sec. II 8, they can be represented by closed loops on the dual lattice made by links
normal to the frustrated triangles. At the next to the lowest order of this expansion, one has to consider the loops of
Fig. 7, and the procedure discussed in Sec. II 8 gives

&ij &X& mn &

Pis&sj
—12P3+e ' g exp —j3i(sos +s&s„)+

C) & ij &W & lm &, & ln &

exp Pi g s;s +e ' g exp —g,s s„+
&mn &

Pislsj

—12P3' g exp ~i(spasm +st n +stsj )+
C2 &ij&W&lm &, &ln &, &/p &

Pis, s + (3.5)

where the sums are over nearest neighbors and over the
clusters C& and C2 of Fig. 7. The resulting spin Hamil-
tonian reads +4C $2)], (3.7a)

2NN= [P, —e 'eV+e '( —8CS+4S —4C eV

&[st] sNN g sisj+zc2 X isj k I
NN C~

(3.6)
—12P3= —e '4S

C~ (3.7b)

with
Here C and 4 are functions of Pi, and (3.7a) and (3.7b)
refer, respectively, to nearest neighbors and clusters C2.
The corresponding mean-field expression of the site free
energy y is given by

FIG. S. Fcc lattice with a cell of dual lattice. The dots are
the lattice points of the fcc lattice (see [22]).

FIG. 6. Three kinds of contours of length on the fcc lattice
for each link (ij ).
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C, G„

FIG. 7. Loops of length 6 on the dual of the fcc lattice with
their dual spins. The spins l, m, n,p and l, m, n form, respective-
ly, the clusters denoted C2 and C, in the main text.

Py = ( —,
' —6JNN )m + ( —,', —22c )m + —,', m +

(3.8)

where m is the approximated average of a spin s;. The
equation 2NN= —,', gives the critical line at large P&. This
line intersects the one starting from the axis Pi =0 at the
triple point P, =0.08, P&=0.87. The overall picture is
similar to that of Fig. 2.

However, there could be a difference with the cubic
case with regard to the tricritical points. At this level of
approximation, in the fcc lattice, due to the fact that the
coefficient of the quartic term in (3.8) is positive definite,
there is no indication of a first-order behavior on the vert-
ical transition line. Therefore, while the global topology
of the phase diagram of the model (1.1) is expected to be
the same for any three-dimensional lattice, it is difBcult to
say whether the existence of tricritical points is a general
aspect of the phase diagram or not.

IV. DISCUSSION AND CONCLUSIONS

In the previous sections we have analyzed the phase di-
agram of the three-dimensional Z(2) gauge-Higgs model
in different lattices. We have shown how systematic ex-
pansions can be used to predict the shape of the transi-
tion lines in the neighborhood of the Ising critical points
at Pi =0 and P&= oo. By also using our results in regions
not very close to the Ising critical points, we find that the
two critical lines exhibit a very low curvature before in-
tersecting at some point. Tricritical points have been
found on these critical lines beyond the intersection
point, far outside the region where our expansions can be
relied on. This means that our results may suggest in-
teresting ideas about the behavior of the system, but that
a better approximation is needed for studying the whole
phase diagram of gauge-Higgs models. (For a discussion
about the failure of the mean-field approximation in
describing the correct topology of the phase diagram, see,
e.g. , Ref. [11].) In the following we will discuss in more
detail our results for the cubic and the fcc lattices.

In the cubic lattice the point of intersection between

the two critical lines is on the self-dual line at Pi =0.223.
This value has to be compared with the position of the
triple point at P, =0.24 coming out from simulations
[10]. Our expansions are unable to uncover the first-
order line emerging from the triple point onto the self-
dual line. The existence of the first-order line is intimate-
ly related with the appearance of tricritical points (as
borne out by simulations) on the critical lines, changing
the nature from a continuous transition to a first-order
transition very close to the triple point. The tricritical
points are at P, =0.21 and at P, =0.23 on the horizontal
and on the vertical line, respectively. From our expan-
sions we get interaction terms that suggest the existence
of tricritical points. In a mean-field approximation they
appear for values beyond the triple point and are there-
fore irrelevant, as the phase transition terminates at the
triple point. The application of the cluster variation
method, which is a more accurate approximation than
the mean-field approximation, does not change in a
significant way the position of tricritical points [24].
Therefore the wrong position of tricritical points in our
estimate is probably due to having considered only the
first two terms in the loop expansion (2.2).

The situation is less clear for other lattices. The fcc
lattice shows two intersecting critical lines, but the evi-
dence for tricritical points on these critical lines is weak-
er. On the line emanating from the P, =O Ising point,
one finds in the mean-field approximation a tricritical
point that is again beyond the triple point, as in the cubic
case. On the other critical line one does not find a tricrit-
ical point in the mean-field approximation. Whether the
geometry of the lattice is relevant for the existence of the
tricritical point is a question that is worthy of further
study.

Finally we

briefly

discuss a generalization of the
gauge-Higgs model. We have studied the model (1.1) in
relation to a statistical description of open membrane sys-
tems. Therefore an interesting question is the evolution
of the phase diagram of Fig. 2 when other surface ener-
gies are considered. It is possible to define gauge models
describing open surfaces with curvature and other in-
teractions by introducing new non-gauge-invariant terms
in (1.1) [7]. In these generalized models, expansions close
to the P4 axis and to the point P~~ co can still be per-
formed. The resulting spin interactions are the same as
in Sec. II, but with different factors. Therefore in these
extreme regions of the phase diagram the transition lines
can be studied by our methods. For positive couplings,
the continuous character of the transition close to the P4
axis will not change. However, the transition can become
of first order in the limit P~= ~ when other interactions
are considered. For example, if one considers a model of
open surfaces where the curvature and the intersections
are also weighted, in the limit P~= ~ one gets a spin
model [7] that exhibits, in some range of the parameters,
a first-order paramagnetic-ferromagnetic transition.

In the region close to the limit P&~ ~, surfaces have a
few defects. Here the transition can be interpreted as a
symmetry-breaking transition in the sponge region where
the volumes inside and outside the surfaces becomes
different [12,25]. We have shown in Sec. II B that an or-
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APPENBIX A: DUALITY BETWEEN PURE GAUGE
ANB ISING MODELS

For the convenience of the reader we sketch here a
proof of the equivalence between pure gauge models and
three-dimensional Ising models on the dual lattice, which
is used in (2.3). We start from

Z(Pp) = g exp 'P~g Up ', (A 1)

where the variables U;. are de6ned on the links of a
three-dimensional lattice and U& is the product of the
variables U;. along the links bounding a plaquette P. We
introduce a new set of plaquette variables [8pj assuming
the values 0 or ~, and represent each product U& as
cos 8& [27]. The new variables must satisfy the equation

der parameter can be defined to describe this transition.
The inside ou-tside transition, first studied in [25], has
been experimentally observed in systems where the con-
centration of defects is negligible [26]. From the perspec-
tive of considering physical systems that provide an ex-
perimental counterpart of gauge models, the possibility of
taking into control the concentration of defects would be
of great interest.

Xexp P&g cos8& . (A3)

Now the sum over the variables Op can be performed,
giving the result

0

Z(p&)= g g [e "+ ;r~r. e ],
2 I~ I &ij)

(A4)

where the product is over all the couples of elementary
cells with a common plaquette, or, equivalently, over the
links of the dual lattice. X is the number of cells or dual
sites. Finally, the formula (A4) can be rewritten as

Xp /2
Z(P&)= (2sinh2P&) " g exp P& g r;r

C

(A5)

which is the partition function of an Ising model on the
dual lattice, where

P~= —
—,
' ln tanhP& . (A6)

A similar procedure can be used to express on the dual
lattice quantities like

configuration of [ U& j or [ 8&j corresponds to 2 '
di6'erent configurations of the variables U;-, where 1Vo is
the number of the sites of the lattice.

A representation of the partition function (Al) in terms
of the variables [8&j can be given by introducing another
set of Ising variables [r,. j, defined on the cells C, in order
to solve the constraint (A2). Then we can write

Xo 1Z(P&)=2 g II — g exp i(r, —1/2) g 8&
I8&I c 2

~,. =+1 PeC

g 8&=Omod(2m), (A2) g exp PzgUz + Uz. ,
I UI [ P P'

(A7)

where the sum is over the plaquettes that form an ele-
mentary cell C of the lattice (which is a cube for the cu-
bic lattice and a tetrahedron or an octahedron for the fcc
lattice). In order to understand this constraint, consider
the configurations with all U;~. =1; then (A2) is satisfied.
Changing one link U," always changes two plaquettes'
variables U~ of every elementary cell, and therefore (A2)
is satisfied for all configurations. Observe that each

where [P'j is a set of plaquettes. The only difference
with respect to above is that now, for each dual link
( Im ) of a plaquette of the set [ P' j, we get

Pp —Pp
~I~m e (A8)

instead of the quantity in square brackets of the Eq.
(A4). In the end we have the result

0
Xp /2g exp P~g U& Up = —(2sinh2Pp) " g exp Ppr&r +P—p

I UI C
Ti TJ ~

& ij & w & im ) J

(A9)

This proves (2.3).

APPKNBIX 8: MEAN-FIELD APPRQXIMATIQN
FOR ISING MOBKLS ON THE DUAL LATTICE

QF THK fee LATTICE

In Sec. III the gauge-Higgs model on the fcc lattice has
been related, at small p„ to spin models on the dual lat-

tice of the fcc lattice. Here we will use a mean-Geld ap-
proximation to give estimates of the critical points in
these models.

The model (3.1) at p, =O can be represented on the
dual lattice as an Ising model with only nearest-neighbor
interactions (see Appendix A). Its approximated free en-
ergy is given by
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= —P, g mm, +g
(ij ) i'

1+m;
2

ln(1+m;)

1 —I;+ ln(1 —m; )

(81)

= —8[@ ——"CS(tanhP ) ]m' 'm' '
k TB

1

—12$ (tanhP&) (m ) —6g (tanhP&) (m )

—12(tanhP ) S (m' 'm' ')

+2S(m' ')+S(m' ')

with a continuous transition at

(83)

where P3= —
—,
' lntanhP3 and m; is the approximated

thermal average of s, . %'e will consider the minima of
(81) with m;=m' ' if the site has coordination 4 and
m; =m ' ' if the site has coordination 8 (see Fig. 5).
Therefore the free energy y per dual cell can be written
as

4'(tanhP, ) +—"C$(tanhP, ) (84)

P = —(tanhP ) ——' lntanh3 1
3 1 4&&

—4 (tanhP, )
2

where C =cosh2g3 and S=sinh2P& . This equation can
be easily solved at the order (tanhP, ), giving, in terms of
the original parameters, the critical line

= —8@3m m '+2S(m' )+S(m(s))
k~T

(82)
+ —", C $(tanhP, ) (85)

where S(m )=—,'[(1+m )ln(1+m )+(1—m )In(1 —m )].
This free energy develops a minimum at m' ', m' 'WO,
when the determinant of the second derivatives is zero.
This condition gives a second-order transition at
p, =,'v'Z.

At small values of P&, the model (3.1) can be mapped
on the spin model defined by the Hamiltonian (3.4),
whose mean™field free energy is given by

The condition for the tricritical point in the case of a
classical potential depending on two variables can be
found in [28], and is given by

V4y V2x 74x Vxy~2y ~2x2y V2x Vxy
3 2 2 (86)

where y =By/Bm' ', y =By/Bm' ', etc. , with all the
derivatives calculated at the origin. The solution of the
explicit expression of Eq. (86) gives a tricritical point
along the line (85) at P& =0.745.
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