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Hydrodynamic dispersion at stagnation points: Simulations and experiments
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The spreading of a passive tracer that is convected back and forth inside a porous medium depends
both on the random characteristics of the medium and on the presence of stagnation points. We
single out the effect of the latter in the present study of hydrodynamic dispersion in the creeping
(low Reynolds number) high Peclet number Qow around the single stagnation point on a cylindrical
obstacle in a Hele-Shaw cell [U. Oxaal, E. G. FIekk@y, and J. Feder, Phys. Rev. Lett. 72, 3514
(1994)]. Employing both experiments and lattice Boltzmann simulations we analyze the dispersive
spreading of a single tracer line, which is initially perpendicular to the Qow direction and then
convected back and forth around the cylinder. The lattice Boltzmann model used is a modification
of the recently introduced two-dimensional lattice Bhatnagar-Gross-Krook model for miscible Quid

dynamics [E. G. Flekk@y, Phys. Rev. E 47, 4247 (1993)]. It includes the full three-dimensional
viscous interaction in the Hele-Shaw cell and, in the case of steady state Qow, it allows for a freely
tunable Reynolds number. The diffusive behavior of the system is explored extensively and excellent
agreement between simulations and experiment is observed. A method to determine very small
molecular diffusion coefFicients D, which relies on the combination of results from experiment and
simulation, is proposed. It is demonstrated that there is good agreement between the result of this
method and independent measurements that are carried out in the present case of relatively large
D values.

PACS number(s): 47.10.+g, 02.70.—c, 51.10.+y

I. INTRODUCTION

A tracer in a moving fIuid is transported under the
combined action of molecular difFusion and convection,
i.e. , it is dispersed. Here we study the dispersion that
arises when the tracer is convected back and forth once
by reversal of the Bow direction. When the Reynolds
number is sufBciently small, the velocity field will be re-
versible so that, in the absence of molecular diffusion, the
tracer particles would be transported back to their orig-
inal position. Depending on the local Row velocity and
the molecular diffusion constant D, one or the other of
the two mechanisms may dominate. Variations in the ve-
locity field may, as in the present case, result in transport
that is difFusion dominated in some regions and convec-
tion dominated in others. In regions where the velocity
becomes very small, the transport, if any, will be dom-
inated by difFusion. Correspondingly, in such regions a
difFusive displacement of a tracer particle will correspond
to a relatively large difFerence in the convective transport
time, i.e. , the time it takes for a particle that is convected
with the fIow to reach a given point. When the fIow direc-
tion is reversed, this will cause the convection to bring
the particles far apart and a large dispersive spread in
the returned concentration profile results. Hence, even
if the integrated convective transport vanishes, it greatly
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enhances the resulting dispersion. A particularly simple
system where this efFect can be studied is that of a single
stagnation point. At stagnation points, where the fIow
velocity is directed toward the wall at arbitrarily small
distances, convection decays and difFusion takes over rel-
atively rapidly. Stagnation point dispersion, which is the
subject of this paper, is caused by the presence of stagna-
tion points alone and can be studied even in very simple
geometries.

Geometric dispersion in a porous medium, on the other
hand, is dominated by the rapidly varying fm.ow field in-
duced by the random medium: Streamlines that pass
through the medium along different paths might at some
points come close to each other. Hence, even when stag-
nant zones play no role, the difFerences in the convective
transport times between adjacent streamlines might be
very large and produce a corresponding spread in the
tracer concentration profile on return of the fIow. The
dispersion of tracers that are convected back and forth
in a porous medium [3] and fractures [4] has been studied
with the focus on the efFects of geometric dispersion.

The above description refers to the special cases where
the How is reversed and the overall convective transport
vanishes. The resulting dispersion may be called echo
dispersion. Experiments on dispersion in porous media
[5,6] have mostly concentrated on measuring the average
effects of many stagnation points in the case where the
fIow direction is not reversed, as have analytic studies of
stagnation point dispersion in porous media [7). When
the Peclet number Pe is not too small the dispersion is
then mostly caused by velocity differences, i.e. , by vari-
ations in the convective transport, and would also arise
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if diffusion were absent (D = 0). In the case of fiow
in random media the (coarsegrained) dispersion may be
characterized by a longitudinal dispersion coefBcient DI~,
which is proportional to the mean flow velocity and de-
pends strongly on the geometric characteristics of the
medium. Numerical work in this context has been car-
ried out to determine the distribution of the convective
transport times for tracers convected past a sphere and
to estimate the amount of tracer that is caught in the
stagnant region close to the stagnation point [8]. This
result was then applied to determine a correction term
to D~~ of the form ln Pe.

The aim of the present work is twofold. The first
point of interest is to describe the detailed dynamics and
structure of stagnation point dispersion in a simple ge-
ometry and its potential applications. The second point
of interest is to verify the physical behavior of the tool
with which we study it, i.e., the lattice Boltzmann model
for miscible fiuid dynamics [2]. This model belongs to
a general class of models [9,10] that have evolved from
the lattice gas automata (LGA) model for the Navier-
Stokes equation introduced by Frisch, Hasslacher, and
Pomeau [11] and it is closely related to the lattice Boltz-
mann model for miscible fluids introduced by Holme and
Rothman [12]. Within this class of models a compar-
ison with experiments has been done for moderate to
high Reynolds number flow around a cylinder [13] and
for spinodal decomposition in a shear fiow [14]. This pa-
per presents a detailed quantitative comparison in which
simulations. and experiments are mutually adapted in or-
der to verify the algorithmic model and to make the sim-
ulations a practical tool for understanding a particular
experiment and extending the experimental results.

At the outset we wish to draw attention to the main re-
sults, which are shown in Figs. 2(a)—2(c) and 7. Figure 2
shows the qualitative agreement between the concentra-
tion profiles obtained from experiment and simulation.
Figure 7 shows the corresponding quantitative result. It
depicts the efFective dispersion coeKcient Dg;,& (in units
of D), defined as the mean square spread per unit time of
the returned profile, for the experiment and simulations,
respectively. The agreement is seen to be excellent.

We argue that in the regime of suKciently high Peclet
numbers, where Dd;, p oc D, the matching of the sim-
ulated and experimental results will provide a possible
experimental method for determining very small molec-
ular difFusion coefFicients. In the simulations both D and
DQ p are known with good accuracy, whereas in the ex-
periment the larger values of Dg;,p can be measured much
more accurately and faster than D. We find good agree-
ment between the experimental value of D thus deter-
mined and values &om independent measurements.

We describe how the two-dimensional lattice Boltz-
mann model can be adapted to simulate the (three-
dimensional) fiow in a Hele-Shaw cell. This adaptation
is done much as in Ref. [12] and relies on a simplified
description of the viscous interaction with the top and
bottom plates of the Hele-Shaw cell. By comparing sim-
ulations with known analytic results for flow in a simple
rectangular channel it is shown that the flow Beld in the
layer between the top and bottom plates is well described

by the model.
In addition to the physical parameters, such as the

transport coefFicients, the model contains a parameter,
known as the G factor, that can be used to tune the
Reynolds number of steady state Bows at fixed viscosity,
flow rate, and system size. This is utilized in the simu-
lations to obtain the same Reynolds number, as in the
experiment, and it can be used to explore the regime of
higher Reynolds number, which is not available experi-
mentally.

The paper is organized as follows. In Sec. II we de-
scribe the experiment that motivates the development
and description of the model in Sec. III, where we per-
form preliminary tests of the model for the case of flow in
a channel without obstacles and stagnation points. Sec-
tions IV and V contain a comparison between experiment
and simulations as well as a corresponding discussion of
the quantities used for this comparison.

II. SYSTEM DESCRIPTION

In the experiment (see Fig. 1) a thin straight filament
of dyed fluid is placed in the middle between the top
and bottom plates of the Hele-Shaw cell. When the flow
is initiated, the filament folds and stretches around the
cylindrical obstacle placed in the middle of the channel.
In the simulations the concentration field t is initialized
with

Cp (1 —[(2: —xp)/a]')
where ~x —xp~ ( a

) '0
where ~z —zp~ ) a,

where a is the initial half-width of the tracer line. This

z
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FIG. 1. Hele-Shaw cell with the cylindrical obstacle as seen
from the side and from above. The inside measurements of
the channel are 30 x 5 x 0.9 cm in the x, y, and z directions,
respectively, and the cylinder diameter d = 2ro ——1.05 cm.
The tracer Quid, initially injected as a straight line extending
in the y direction, is shown in black. The thickness of the line
is slightly exaggerated as compared to the experixnent.
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concentration profile corresponds to the projection into
the xy plane of the cylindrical shaped tracer profile of
the experiment. Both in the experiment and the simula-
tions the flow is reversed when the tracer has reached a
certain distance x „pastthe center of the cylinder. In
the absence of thermal convection the line stays in the
middle between the top and bottom plates where the flow
velocity is at a maximum. The stretching of the line in
the vicinity of the stagnation point drastically increases
the ratio of the characteristic diffusion length to the local
linewidth. In general, where the How causes the tracer
line to stretch, the concentration gradient increases and
the spread of the returned profile will be correspondingly
larger. Thus the line of dye returns with the character-
istic smeared central region. Figures 2(b) (experiment)

and 2(c) (simulation) show how the flow maps the difFu-

sive spread that occurs close to the cylinder to the rather
large scale structure that is quantified by Dd;,p. We see
that the simulations capture the main qualitative fea-
tures observed in the experiment: The dispersed tracers
show the same characteristic spread in the middle region
and the low concentration contours have the same cusp-
like shapes that extend more toward the stagnation point
than in the other direction.

The intensity of the light passing through the cell is
recorded by a charge coupled device camera and stored
with a resolution I pixel per 20 x 20 (pm) for an area
covering the central region of the returned tracer profile.
The concentration field, being logarithmically related to
the intensity, is obtained from this signal.

C

s

s

I

(b)

V/

FIG. 2. (a) Four snapshots (from abave) of the tracer line during return flow. Time increases going from right to left. The
cylinder does not show since this is a difFerence image. The Reynolds number Re is 3.6 x 10, the Peclet number Pe is 4 x 10,
and the molecular diffusion coeKcient D = 0.26 x 10 cm js. The grid mark spacing is 1 cm. (b) An enlargement of the
characteristic mid-channel dispersion of the tracer line "echo." The grid mark spacing is 0.1 cm. (c) A corresponding plot of
dispersion obtained in lattice Boltzmann simulations with Pe=2.2x10, shown at the instant of reversal and when the tracer
has returned. The gray scale gr(x) = exp [

—4C(x)j, where gr =0 (gr =1) corresponds to black (white). The grid mark spacing
is 177 lattice units.
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III. BOLTZMANN MODEL

The particular lattice Boltzmann model used is known
as a lattice Bhatnagar-Gross-Krook model. It is de-
scribed in detail in the references [2,10]. It models the
fluid as a large number of particles that move with unit
velocities &om site to site on a triangular lattice and in-
teract by collisions conserving mass and momentum [11].
The basic variables are the probabilities N, (m, t) of find-
ing a particle on a site at position m at time t moving with
unit velocity in one of the six lattice directions labeled
i and the probability L, of that particle being a tracer
particle. These probabilities are updated according to
the scheme

Equations (2) and (3) describe the two steps of the
algorithm. First the probabilities undergo a local inter-
action according to A, AD and the site values of the con-
served quantities and then they are propagated to the
six neighboring sites according to their direction i. At
boundary sites the probabilities are propagated back into
the directions from which they came. This gives a no-slip
boundary condition on m.

It should be noted Rom Eqs. (2)—(9) that the time evo-
lution of the N; s is explicitly independent of the time
evolution of the L,. 's. This ensures that the hydrody-
namic behavior of the model is independent of the diffu-
sive behavior.

It can be shown [2,9] that the conserved quantities p,
pu, and C satisfy the equations of motion

N, (~+c;,t+1) = N;(~, t) + A. N;(~, t)

—N,.'~(z, t) + —c, . (pg),

V. u=0,
Ogm+ G(m. V)m = — VP+ —v V m+ g,

1 2

p

O~C+ (u. V)C = D V' C.

(10)

(12)

b„(a +c;, t +1)

= A;(~, t) + AD [A;(~, t) —4, '(~, t)], (3)

where A„and AD are relaxation parameters that deter-
mine the kinematic viscosity v and the molecular diffu-
sion coefBcient D, respectively. The equilibrium distri-
butions are given as

N,'~ = (p/6) (1 + 2m . c; + 4GQ; pu up),
b, ,'~ = (C/6) (1+2m. c;),

(4)
(5)

Q'-~ = c'-c'~ —(1/2) ~-~ (6)

b p is the Kronecker delta function, and n and P are
Cartesian indices. The mass density per site is defined
as

0=) N;,

where c, are the unit vectors connecting neighboring
nodes on the lattice and

Equations (10) and (11) are the equations of incompress-
ible hydrodynamics. Their validity is restricted by the
incompressibility condition that the flow velocity tc be
small compared to the velocity of sound, i.e. , that the
Mach number be small [9]. In this case the dynamic
modes with a rapid time dependence (like sound waves)
will be suppressed with time, leaving only the slower
processes as diffusion of momentum and tracer particles.
The pressure P is given as P = (1/2)p(1 —Gu ). The
velocity dependence in this expression results from the
discreteness of the particle velocities: In general a flow
velocity u is set up by ordering the directions of the par-
ticles into the direction of u. As a result, the probability
of ending particles moving in the transverse direction is
decreased. This corresponds to a drop in the pressure.
In the case when G = 0, a flow velocity u results from
an increase in the forward populations (with respect to
u) and a decrease in the backward populations only and
there is no decrease in the transverse populations. Cor-
respondingly, P has no u dependence in this case. When
G = 1 Eqs. (10) and (11) are simply the incompressible
Navier-Stokes equations with a forcing term g. The kine-
matic viscosity v and the diffusion coefFicient D are given
by the relaxation parameters through the relations

the momentum density as

pic=) cN;,

and the concentration as

1 fl 1)~= ——
I

—+ —I,4 qA 2) '

1/'1 11D= ——
/

+ —/.
2 (ALi 2) (14)

C=) a, . (9)
Equations (10)—(12) were derived by a Chapman Enskog
expansion [9] in the gradients of the conserved quantities.

The quantities p, pm, and C are conserved due to the
choice of the equilibrium distributions. The last term of
Eq. (2) is a forcing term giving a momentum input g
per site per time step and G will reappear as a prefactor
of the nonlinear term of the Navier-Stokes equation; see
Eq. (11).

A. Viscous drag from the top and bottom plates
of the Hele-Shaw cell

We want to model the flow in the central layer between
the top and bottom plates of the Hele-Shaw cell since this
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is where the tracer is located. In order to make the proper
modification to Eqs. (2) and (3) we derive an equation
of motion that describes the two-dimensional flow field u
in this central layer. The full flow field m30 in the Hele-
Shaw cell is given by the three-dimensional Navier-Stokes
equation

1 2c),usD + (u3D . V)usD = — VP—+ vV usD + g . (15)
p

L/2~

FIG. 3. Rectangular channel without obstacles. The Bow
is in the direction into the paper plane.

usD(x, y, z, t) = f(x, y, z)u(x, y, t) . (16)

Although there is no body force pg acting in the flow di-
rection in the experiment, we include it here to make con-
tact with the equations describing the model. By making
the approximation that m3D is parallel to m along any
line in the z direction we can define a function f relating
the full flow field to the one in the central layer (z = 0)
through the relation

nel without obstacles for which the analytic solution is
known.

The flow u occurs in the geometry shown in Fig. 3 and
the solution of Eq. (15) is given by [15]

( y
u(y, z) = —W — 1 —

i /2)

For the present purposes we neglect the possible time
dependence in f Insert. ing Eq. (16) into Eq. (15) and
using the fact that by definition f(x, y, 0, t) = 1 and thus
o) f(x, y, O, t) = 0&f(x, y, O, t) = 0, we obtain the equa-
tion of motion for u

c)iu + (u . V)u = VP + v V' —u—+ pg + vu8, f, (17)
1 2 2

p

which is similar to Eq. (11)except for the last term, which
describes the viscous coupling to the top and bottom
plates. In general 82f will be a function of x, y, and t.
However, far from the sidewalls in a Hele-Shaw cell f
is well approximated by the parabolic function p(z)
[1 —(2z/h)z]. Substituting p for f in Eq. (17) we get the
equation

1 8v
c)iu g (u V)u = VP + vV —u—+

~
pg ——u

~

p h' )

With the above approximations, the effect of the vis-
cous drag &om the top and bottom plates is described
solely through the modification of the forcing term

gag — tl.
862

Making this substitution in Eq. (2) a new description of
the model's dynamics given by the equation

(21)

where

16 ( 1)(x/z)(~ —i)A„=—3~3 cosh (
ra~h

)
(22)

If the ratio h/W is small the z dependence of u will be al-
most parabolic except close to the sidewalls (with height
Ix). To get an estimate of the error made by the replace-
ment of f by p in Eq. (17) we define

Q = (~.'f)/(~.'p) (23)

1.0

0.9

where f is obtained from Eqs. (21) and (16). Q is the
ratio between the exact value of the last terxn of Eq. (17)
and the approximation to this term.

Figure 4 shows Q as a function of the distance &om a
sidewall in units of h. It is seen that at y = h/2 the ratio
Q equals uxiity within 7%. Hence the boundary layer

1 8v
c)iu + G(u V)u = VP + v V' u, +

i g ————u
~

p h2

(20)

is obtained.
Two questions are now in order. How well does

Eq. (20) approxixnate the exact equation of motion (15)
and how well does the solutions obtained from simula-
tions approximate the solutions of Eq. (17)? To give a
partial answer to these questions we consider the flow
with no-slip boundary conditions in a rectangular chan-

0.7

0.6
0.0 0.5

y/h
1.0 1.5

FIG. 4. Ratio q = 8,f(a)/B, p(z) computed where p(z) is
a parabola shown at z = 0 as a function of the distance y from
the wall in units of the channel height h. In fact, 6ve curves
corresponding to the height to width ratios h/W = 0.1, 0.2,
0.3, 0.4, and 0.5 are shown.
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along the sidewall, where the z dependence significantly
departs &om parabolic, is thin and not very pronounced.

Figure 5 shows the flow velocity across the channel
obtained from Eq. (21) and from simulations in which
the replacement Eq. (19) is used. The deviations be-
tween simulations and the prediction of Eq. (21) are as
expected: Very close to the sidewall the velocity profile
of Eq. (21) will be quite flat in the z direction. The vis-
cous drag &om the top and bottom walls given by the
term ~v82f

(
will thus be smaller than ~v82p~, which is

the term corresponding to the simulations. The efI'ective
forcing, given by g —~vcr, p~, will therefore be smaller in
the simulations than in a real system. In other words, the
simulations will tend to overestimate the viscous interac-
tion with the top and bottom walls close to the sidewalls.
This is true also in more complicated geometries.

B. Reynolds and Peclet number

A basis for comparison between the synthetic world
of the simulations and the real world of the experiments
should be formed by describing the systems by dimen-
sionless variables. The variables we will use are, in ad-
dition to the length ratios de6ning the geometry, the
Reynolds and Peclet numbers. In the following we re-
view the motivation for their definition [9,16]. In Sec. IV
we will also introduce the dimensionless ratio D~;,~/D,
which we propose as the relevant quantity for the deter-
mination of the experimental value of D.

By defining the typical length and time scales d and
T = d/U, where U is the average flow velocity in the
three-dimensional channel and d the cylinder diameter,
we can write the equations of motion (10)—(12) in terms
of the dimensionless variables x' = 2:/d, t' = t/T,
u' = u/U, P = P/(GpU ), O' = C/Co, and p' = p/po,
where Co is some reference concentration, say, the max-
imum initial concentration and po the average density.

0.020

0.015

0.010

0.005

[The fluid in the experiment is incompressible to an excel-
lent approximation. The density in the simulations, how-
ever, exhibits variations of the order 1%%. This variation
is reflected in the equations of motion (10)—(12) through
the VP term. The model thus satisfies the incompress-
ibility condition only to a certain approximation [9].] We
have absorbed the forcing term pg into P = P —pm . g.
Since there is no body force applied in the experiment P
corresponds to the experimental pressure. In these new
variables Eqs. (10), (12), and (18) take the form

V' u' =0,
1 I 1 —I—Oi u + (u W )u = — WP-
G pl

~

V' 'u'—
Re

8, C' + (u' V') O' = —V 'C',
Pe

(24)

, u' i, (25)
8

(26)

where the Reynolds and Peclet numbers are defined as

Ud

Ud
Pe =

(27)

(28)

respectively. In the special case of steady state flow,
which is the case in the experiment, the 6rst term of Eq.
(25) vanishes and the G dependence is through Re only.
Equations (24)—(26) constitute five scalar equations for—I
the five unknowns u', P, and O'. If the dimensionless
numbers Re, Pe, and 6' are the same for the simula-
tions and the experiment they are described by the same
equations and the same dimensionless flow field and con-
centration field will result, provided the model is in fact
described by Eqs. (10), (12), and (18). The Reynolds
number describing the experiment is de6ned without the
G factor.

For the LGA the presence of a density-dependent G
factor is generally considered a shortcoming of the mod-
els since it destroys the Galilean invariance of the fluid
dynamic equations [17]. In the present context, how-
ever, it is a &ee parameter that can be used to tune the
Reynolds number independently of the flow velocity, vis-
cosity, and length scale. The ability to &eely tune the
Reynolds number of the simulations to the experimen-
tal value greatly reduces the computation time since the
flow velocity can be increased (up to the limit set by the
condition that the Mach number be small) and the time
needed for the tracer to traverse the system decreased.

0.000
0

y/h

FIG. 5. Flow velocity u(y) as a function of y/h, where h is
the channel height in the z direction. Dots show results from
simulation on a 128 x 128 lattice and the full line shows the
analytic prediction given in Eq. (21) for z = 0. The height to
width ratio is 0.20, the forcing g = 8.3 x 10, the viscosity
v = 0.25, and the density p = 3.0.

IV. LINEAR AND NONLINEAR DISPERSION

In the following we derive a result on simple difFu-
sion to motivate the definition of the dispersion coefIi-
cient and we interpret the echo dispersion in terms of
a time-of-arrival distribution T(x). This is used to de-
rive a condition on Pe to distinguish between the regime
where the mean square spread of the tracer in the a di-
rection, o 2(y), has a simple linear dependence on D and
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the regime where the D dependence is nonlinear.
The one-dimensional diffusion equation

OiC(x, y, t) = DO C(x, y, t) (29)

1
C(x, y, t) =

47r Dt
(x —x')2 ldx' C(x, y, 0) exp I—

4Dt )
(30)

describes the time development of the initial concentra-
tion C(x, y, 0) given in Eq. (1) in the absence of fiow.
Referring to the experiment C(x, y, t) is the projection
of the concentration into the xy plane and has the di-
mension 1/l, where l denotes length. With an arbitrary
initial condition C(x, y, 0) Eq. (29) has the solution

For each streamline we shall denote by B the position
of reversal and by C the final position of a fIuid particle
and we shall consider the effect of a displacement a~
at the position of reversal, on the final position of the
particle, given by the displacement cr~ relative to the
initial position. Consider the convective transport time
T(x), which for a given xp and U is the time it takes for a
particle to arrive by convection alone at x &om the initial
line x = xp. T will diverge where the velocity vanishes,
in particular at the surface of the cylinder, where r =

When IxpI is sufficiently large, the streamlines
are approximately parallel to the walls and the velocity
approximately constant in the x direction. Hence the
displacement crc(y) is given, to a good approximation,
as o.c (y) = u, (y) AT, where

Defining the conserved quantity
Ct~q ——f dx C(x, y, 0), o' (y) takes the form AT(x) = T(x+ oB) —T(x) . (34)

1
o'(y) = dx (x —xp)'C(x, y, t)

tot

dx dx' (x —xp)

1 ( (x —x')' &

xp
I I

C(x', y, 0)

1
dx dx' (x + x' —xp)

tot

1 ( x')
x exp

I

—
I
C(x', y, 0)

2Dt dx' C(x', y, 0)
tot —OO

dx' (x' —xp) C(x', y, 0)
I

OO

= 2Dt + o (t = 0) (31)

where, in passing &om the second to third line above, the
substitution x ~ x + z' was used. In passing Rom the
third to fourth line, we used that the integral of the cross
terms in x and x' vanish.

It follows that for arbitrary C(x, y, 0) the change in
o (y) in an interval At is

Ao (y) = 2DAt. (32)

Solving for D we obtain the expression for the effective
diffusion constant

Ao.2
(y)

Ddisp = D =
2Lt (33)

This is the expression for Dp;,p that we will apply to the
dispersed profile, in which case Lt will be the time of
return of the tracer line and xp the maximum point of
C(x, y, t) along the constant-y line. When there is no
fIow Dp' p: D. When there is a flow, Dg;,p and D will
generally differ strongly. Note that, for the purpose of
comparing the quantity Dd p from simulations and ex-
periments, there is no need to use the same x dependence
in the initial concentration profiles C(x, y, 0).

Since the field T can, in principle, be obtained by the
integration of a differentiable velocity field, it is itself
difFerentiable and we can Taylor expand Eq. (34) as

AT(x) = o.B . VT(x) + —(oB V') T(x) + . (35)
1 2

2

The dispersive spread cr2(y) is obtained by taking the
square of Eq. (35) and averaging the resulting terms with
the aid of the probability distribution of the cr~ s that
corresponds to ordinary, isotropic diffusion. For the sec-
ond moment this will give (o B) 2Dt„where t is some
characteristic time over which the diffusion takes place,
say, d/U. Hence, for o' to be linearly related to D the
first term must dominate the right-hand side of Eq. (35).
In the following we examine the condition for this to be
the case. Corresponding to the fact that a displacement
O'B across streamlines will cause a much larger cr~(y)
than a displacement along streamlines, V'T —u OT/Or,
where u„is the unit vector in the radial direction from
the cylinder center.

Making the assumption that, for small r —rp, the time
of arrival distribution has the form

(rrB V) T(x)
I
rrB ' U

QQ + 1o.B . VT(x) (r —rp)
(37)

The condition that Ao' (y) be linear in D then takes the
form

2(r —rp)
pe+1 (38)

If we estimate the radial diffusive displacement Io'B u„I
by the diffusive length lLi = QDd/U, Eq. (38) becomes

2(r —rp)
lD « pe+ 1

(39)

T(x) =
P 7 p

where the angle 0 is measured from the positive x axis
and the exponent pe may depend on this angle, we obtain
the ratio between the first and second terms of Eq. (35)
in the simple form
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which can be rewritten as a condition on the Peclet num-
ber Pe= (d/l~)

v'Pe )) (go+ 1)
P To

(40)

When the condition Eq. (39) is not fulfilled, the disper-
sion b, o.2(y) will in general have a nonlinear D depen-
dence. For every value ofx, this condition may there-
fore serve to distinguish between the high and low Peclet
number regimes. In the high Pe regime results can be
extrapolated to higher or lower Pe by the use of the lin-
earity of cr in D. However, in the low Pe regime no
simple extrapolation scheme seems to exist. For the ex-
periments and the simulations, performed on a 512 x 1024
lattice, the relevant Peclet numbers are given by

+400 000 = 632 in experimentPe =
+22 365 = 150 in simulation. (41)

V. SIMULATIONS
AND THE EXPERIMENTS

Before we turn to the comparison between the simula-
tions and experiments, we discuss the technical aspects
of the two. In the experiment (see Fig. 1) a thin straight
filament of a xnixture of 90% glycerol and 10% water dyed
with 0.2% nigrosine was injected by a syringe in the mid-
dle between the glass plates of a Hele-Shaw cell filled with
a mixture of 90% glycerol and 10% water. The viscosity
of this mixture was p 400 cP; the dyed fluid had a
viscosity that was 2—3% lower. The effect of the viscosity
contrast appears to be negligible. The density of the two
fluids was p = 1.2318 + 0.0001 g/cm . It is critical for
the success of the experiment that the densities are well
matched. The molecular diffusion constant D was mea-
sured independently by simply letting the tracer diffuse
without flow. Equation (33) then gives the value

When we use r —rp rp/10 as is the case when
xm ~ = 6 ro and take po ——1, the right-hand side of
Eq. (40) takes the (characteristic) value 22. The esti-
mate of pe follows &om the assumption that close to
the stagnation point the velocity decays as the square of
the distance to the stagnation point, as in the case of a
free cylinder. It seems reasonable to assume that the ex-
periment is well within the high Peclet number regime,
whereas the simulations are on or close to the border of
this regime.

reach steady state. In the experiment t„~is less than 1
s whereas the total flow time is more than 100 s. The
experiment was controlled by visual inspection both to
reverse the flow at the point maximum displacement x
and to stop the flow when the tracer has returned to the
initial position. The experimental error in determining
the positions was +1 mm, i.e. , +0.2rp. The simulation is
stopped when the point of maximum concentration along
the line y = W/4 has returned to xp.

Using Eq. (33) to determine the experimental values
of Dg;,~ is not as straightforward as one xnight think [1].
The tracer fluid is injected in the Hele-Shaw cell by hand
and the values of a will vary with y. As the tracer is
injected, the syringe will create a slight disturbance in
the fluid and cause a slight initial dispersive mixing. As
a result there will be a dispersive mixing prior to the ini-
tialization of the overall flow and the initial concentration
profile will not simply be given by Eq. (1). It follows that
the initial mean square spread cr (y) given by Eq. (33)
will be larger than a /4, which is the mean square width
of cylindrical profile. In the experiment the initial value
of o (y) is measured in order to obtain b,o.2(y) after a
time Lt.

Figure 2(c) shows the simulated concentration field
when the flow is reversed and when the tracer has re-
turned. Figure 2(b) shows the corresponding central part
of the experimental (returned) concentration profile. Fig-
ure 6 shows the (returned) concentration profiles in sec-
tions in the 2: direction corresponding to Fig. 2(c). The
Peclet number for the simulation was 2.2364 x 104 and
for the experiment it was 4 x 10 . The symmetry of
the problem was used to perform the simulations on the
upper half of the system only. The picture in Fig. 2(c)
was obtained from a simulation on a 512 x 1024 lattice.
Since the boundary conditions were periodic in the direc-
tion of the flow, a piece of the rightmost lobes reenter on
the left-hand side of the lattice. This has been corrected
for by pasting this leftmost part of the picture onto the
rightmost side, thus giving an aspect ratio of the picture
that is slightly larger than that corresponding to a square
portion of a triangular lattice.

0.8

0.6—

D = (0.28 + 0.02) x 10 cm (42) 0.4—

This result will be compared with the value of D ob-
tained &om measuring the dispersion of the reversed pro-
6le. The experimental apparatus is similar to that used

by Hiby [18] in his study of dispersion and reversibility
of viscous flow in random media. The flow is started
abruptly after the dye is injected. It then takes some
time for the flow to reach steady state. This relaxation
time can be (over)estimated as t„x= W /(vr v), where
W is the channel width and v the kinematic viscosity.
The time t, ~ is the characteristic time it takes for the
flow field in a two-dimensional channel of width TV to

0.2—

0.0
-5

FIG. 6. Concentration pro6les in the x direction cor-
responding to Fig. 2. The subsections are taken
at y = 0, W/16, W/8, 3W/16, and W/4. The
y = 3L/16 and W/4 curves fall on top of each other.
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In order to keep the simulations within the limits where
the model is numerically stable and well described by the-
ory, VC/C must be relatively small. However, as shown
in Ref. [2], the model reinains quite well behaved even
when VC/C 0.5. In the experiment the initial width
of the tracer must be sufficiently small to ensure that dis-
persive effects due to the variations of the flow velocity in
the z direction does not dominate. The simulation value
rp/a = 6.6 results from the values rp ——87 and a = 13
lattice units. Since VC/C 1/a, the initial profile is
well within the regime where the model behaves physi-
cally. For reasons of numerical stability the Peclet num-
ber of the simulations cannot be made significantly larger
than the above value. In the experiment the Peclet num-
ber cannot be made significantly smaller than the above
value. The reasons for this is mainly that the tracer, if
convected to slowly, moves out of the central plane and
the returned signal becomes distorted.

Since the Qow was steady, the simulations were car-
ried out in two steps, one giving the velocity field and
one giving the dispersion. In the first step, the lattice
was initialized with zero flow velocity everywhere. Then
the forcing was applied and the flow allowed to reach
steady state. In the second step computer memory and
CPU time was saved by only updating the 4,. 's. The re-
versed flow field was obtained by the simple substitution
u ~ —u. The linearity of the Stokes equations allows for
a global rescaling of the velocity so that the maximum
value was u „=0.1. This was done as another means
to reduce computation time and to increase the Peclet
number as far as possible. On a 128 node Connection
Machine (CM5) computer the code that only updates
the 4 s ran at (8—9) x 10 site updates per second a
speed that in practice allows overnight simulations on
2048 x 1024 lattices to be carried out.

The molecular diffusion coefficient D = 5 x 10 and
the initial mass density is p = 3.0. The forcing used
to initiate the flow was g = 1.80 x 10, the viscosity
v = 1.0, and the resulting maximum flow velocity be-
fore rescaling is 0.023 lattice units per time step. The
maximum value of the concentration in the initial profile
is C = 1.0. The maximum distance past the cen-
ter of the cylinder reached by the tracer x = 6.0r.
The Reynolds number of the simulation was set to zero
in accord with the very small Reynolds number of the
experiment Re= 3.6 x 10

As can be seen &om Fig. 6, which shows sections of the
concentration profile in the x direction for various values
of y, the concentration C(x, y, t) exhibits an asymmetry
in the middle of the channel. This reflects the steep-
ness of the velocity gradient near the stagnation points,
which causes the diffusive spread o.~ in the direction of
the stagnation point to result in a larger dispersion than
a spread in the opposite direction. In the simulation pro-
ducing Fig. 2(c) the ratio a/r = 1/6.6, whereas in the
experiment a/r = 1/25.

The simulations were also carried out without the vis-
cous coupling to the top and bottom walls given by the
last term of Eq. (19). This gave a difFerent shape of the
tracer line, especially at the instant of reversal of the
flow where the lobes had a more stretched shape, being

VI. COMPARISON AND DISCUSSION

Figure 7 shows the experimental and simulated effec-
tive difFusion coefficients in units of D. The experimen-
tal and simulated values correspond to Figs. 2(b) and
2(c), respectively. The agreement between the two curves
shown in Fig. 7 is very good in the region of significant
dispersion. By choosing the experimental D that gives
the best fit in this region the value

D = 0.26 10 cm /s (4s)

was obtained. This is in good agreement with the result
obtained from independent measurements of the spread
caused by diffusion alone.

The larger experimental than simulated values of Dp' p
for ~y~/Tp 0' 0.1 is as expected since no perturbation of
the experiment can result in a reduction of the mixing.
There are two such perturbations in particular: The fi-

nite ratio between the linewidth and channel height 6 will
lead to dispersive effects due to the variation of the ve-
locity field in the z direction. A slight vertical convective
displacement of the tracer will have the same efFect.

250

200—

150—

100—

50—

0—
-1.0 -0.5 0.0 0.5 1.0

FIG. 7. Experimental (~ ) and simulated (full line) values
of the dispersion coefBcient, normalized by the diffusion coef-
ficient Dq;,~/D, corresponding to the returned concentration
pro6les shovrn in Fig. 2 as functions of the position across the
channel.

slightly more sharply curved at the rightmost side. As a
consequence of this the minimum value of Dd;, p had the
value 0.98D, which is significantly larger than in the case
where the viscous coupling to the top and bottom walls
are included.

In the simulations, small regions in which the concen-
tration oscillates between negative and positive values
develop initially. This phenomenon is seen on the right-
hand side of Fig. 2(c), where some thin tracer lines are
seen to lag behind the main profile. These negative C
"ripples" have small amplitude, they only occur when D
is very small (below 10 ), and they disappear as the
Qow progresses. This effect is also observed under simi-
lar circumstances in finite difference simulations [19] and
is related to the numerical instability which sets in when
D is too small.
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The tracer particles that have the range of positions
~y~//ro ) 0.1 upon return form a region that is wrapped
around the cylinder at flow reversal. Hence the dispersed
return profile represents a map of the hydrodynamic field
around the entire cylinder and not only the local field at
the stagnation point.

Figure 8 shows logio(Dg;, ~/D) as a function of y.
The fact that Dg;,p has a minimum value 0.80D that is
smaller than D can be understood by the fact that the ve-
locity gradients can cause both an increase and a decrease
of the concentration gradients. In regions where the con-
centration gradient is decreased, the diffusive spread, and
hence the final dispersion, will be reduced.

The magnitude of the dispersive effects of the stag-
nation point depends strongly on x . This is shown
in Fig. 9 where logio [max(Dd;, ~/D)] is shown for vari-
ous values of x „.The simulations can easily handle
the small values of x, which in the experiment are
challenging because of the limited resolution. The exper-
iment, on the other hand, can easily deal with the cases
of higher x „values, where, in the simulations, new ef-
fects enter when the tracer diffuses all the way onto the
cylinder wall.

We now comment upon a possible scaling interpreta-
tion of the results shown in Fig. 9. For the small values
of x

„

the dispersion stems from a flow field that is
sensitive to all the length scales in the system. For the
high values of x the simulations leave the high Peclet
number regime (since r —ro becomes too small) and an
increase in x „willcause the nonlinearities in D to be-
come important. In other words, the results depend on
the length scale l~, which no longer satisfies Eq. (39).
However, in the intermediate regime where Dg;,~ is a
linear function of D and simulations and experiments
are comparable, the dispersion is mainly sensitive to the
length scale r —ro. This length is given by some power
of the time, which in turn is roughly linearly related to
x . Hence, in the regime of large x „experiments
and simulations should exhibit the same scaling behav-
ior in x „/ro, up to the cutoff defined by Eq. (39). In
Fig. 9 the dashed curve shows a straight line fit to the
experimental data and it is seen that the corresponding
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FIG. 9. Maximum effective difFusion constant Dq;, ~ (y
= 0)/D as a function of the distance from the starting point
(z „—xo)/r, where D = 0.26 x 10 cm /s. ~, simula-
tions; o, experimental results. The dashed line with a slope
of 5.5 + 0.4 is a fit to the experimental data.

slope 5.5+0.4 is in agreement with the value 5.7, obtained
from the straight part of the simulated curve.

In the case of geometric echo dispersion in porous me-
dia the averaged Lo scales linearly with the penetration
depth [3], which is the length that corresponds to x
in the present case. However, at sufIiciently high Peclet
numbers, in the sense given in Eq. (40), the dispersion
will be dominated by the stagnation point efFect and the
scaling with the penetration depth will be different.

As seen from Fig. 8, Dd;,~(y) varies over more than
two orders of magnitude. In the experiment the large
values of Dg;,~ corresponds to a diffusive spread of the
tracer that is visible with the bare eye and thus gives a
fairly accurate value of Dz;,~(y) from Eq. (33), whereas
the smaller values of Dg;,z (which are of the order D)
correspond to a spread that is much more difficult to
measure. In the simulations, however, the molecular dif-
fusion coefficient is known exactly as an input parameter
and the values of Dg;,p can be measured with good accu-
racy. Consequently, by equating the ratios D~;,p/D from
the experiments and simulations, the unknown D for the
experiments can be obtained.

It is in general difficult to determine molecular diEu-
sion coefficients experimentally. A method developed by
Taylor in 1953 [20] utilizes the enhancement of the mixing
process by dispersion in a capillary tube at Pe&( 1. The
present experiment combined with the simulations con-
stitutes an alternative method at high Peclet numbers.
However, for the sake of measuring diffusion coefficients
only, more practical geometries, such as the cylindrical
Couette cell, can be employed.

-0.5
4

VII. CONCLUSION

y/r,

FIG. 8. Same simulated values of Dg;,~/D (where
D = 5 x 10 ) as shown in Fig. 7, but here shown on a
log-linear plot over the whole range of y. The straight line
corresponds to Dq;,~/D = 1.

We have described a dispersion experiment in a Hele-
Shaw cell that singles out the dispersion that occurs at
stagnation points and we have related this type of disper-
sion to that which occurs in a random medium at lower
Peclet numbers. We have in particular shown how the
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dispersion scales with the maximum distance traversed
by the tracer Quid.

On the theoretical side we have introduced an esti-
mate of the Peclet numbers that distinguishes between
the regimes where the dispersion is a linear and a nonlin-
ear function of D. This might be useful for the purpose
of distinguishing between different types of dispersion oc-
curring in more complex geometries than the present one.

We have developed and analyzed a lattice Boltzmann
model that is adapted to the experiment and compared
results &om simulations and experiment. As a test of the
model we also demonstrated agreement between simula-
tions and analytic results for the simple Qow in a rect-
angular channel. By quantifying the observed dispersion
by a dispersion coefficient (D~;,~) we showed excellent
agreement between the diffusive behavior of the model
and the experiment. In this context it should be noted
that the present application is a challenging one on ac-
count of the fact that the system is characterized by a
wide variety of length scales: There is at least one or-
der of magnitude between the overall size of the system
W, the initial width of the tracer line a, and the small-
est width of the tracer line upon reversal of the Qow. In
the simulations there was also a separation between these

scales and the lattice constant.
The stagnation point dispersion is orders of magni-

tude higher than the spread that results from diffusion
alone. This effect can be used as a means to measure
very small diffusion coeKcients D. In the present case
we demonstrated that the values of D measured by dis-
persion agreed well with values obtained independently.
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