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Seisxnic activation has been recognized to occur before many major earthquakes, including the
San Francisco Bay area prior to the 1906 earthquake. There is a serious concern that the recent
series of earthquakes in Southern California is seismic activation prior to a great Southern California
earthquake. The seismic activation prior to the Lorna Prieta earthquake has been quanti6ed in
terms of a power-law increase in the regional BenioK strain release prior to this event and there is
an excellent fit to a log-periodic increase in the BeniofF strain release. In order to better understand
activation a hierarchical seismic failure model has been studied. An array of stress-carrying elements
is considered (formally, a cellular automaton or lattice gas, but analogous to the strands of an ideal,
frictionless cable). Each element has a time to failure that is dependent on the stress the element
carries and has a statistical distribution of values. When an element fails, the stress on the element
is transferred to a neighboring element; if two adjacent elements fail, stress is transferred to two
neighboring elements; if four elements fail, stress is transferred to four adjacent elements, and so
forth. When stress is transferred to an element its time to failure is reduced. The intermediate size
failure events prior to total failure each have a sequence of precursory failures, and these precursory
failures each have an embedded precursory sequence of smaller failures. The total failure of the
array appears to be a critical point. There is a sequence of partial failures leading up to the total
failure that resembles a log-periodic sequence.

PACS number(s): 64.60.Ak, 64.60.Pr, 05.45.+b, 91.60.Ba

I. INTRODUCTION

Our present understanding of earthquakes is, at best,
limited. There are two fundamental related problems
that form the basis of the geomechanics of earthquakes
and seismicity. The Grst of these concerns the mechan-
ics of the faults on which earthquakes occur. How does
the earthquake rupture initiate and how does it propa-
gate? The second question concerns spatial correlations
before earthquakes. The &equency-size distribution of
earthquakes in a region is self-similar or "&actal" and
earthquakes are accepted to be a type example of self-
organization.

We first discuss the initiation and propagation of a
rupture on a fault. The concept of a static coeKcient
of &iction is generally applied to the initiation of rup-
ture. Once the rupture initiates, a dynamic coefBcient of

friction is applied. Many solutions for this problem have
been obtained assuming a single fault in a homogeneous
stress field, i.e. , Tse and Rice [1]. However, there are a
number of serious problems with this approach. One ma-
jor problem is the stress level. Observations (i.e., Zoback
and Healy [2]) favor stress levels associated with failure
on faults that are nearly an order of magnitude lower
than the values predicted by laboratory &iction experi-
ments. This and other problems led Sma1ley et al. [3] to
propose a hierarchical failure model for the initiation and
propagation of failure on a fault. The asperities on a fault
were treated as individual elements with a probabilistic
distribution of strengths. If one element failed, the stress
was transferred to the adjacent element on which an in-
duced failure could occur. If two elements failed, the
stresses were transferred to two adjacent elements and so
forth. A cascade of failures occurred.

A universal feature of regional seismicity is that it sat-
is6es the Gutenberg-Richter &equency-magnitude rela-
tion
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FIG. 1. The cumulative number of earthquakes N with
magnitude greater than ML, for each year between 1980 and
1994 is given as a function of Ml. , the region considered
is Southern California. The straightline correlation is the
Gutenberg-Richter relation (1.1) with a = 4.3 and b = 1.06.

nitude greater than ML, and a and b constants. The de-
pendence of N on Ml, for Southern California for each
year between 1980 and 1994 is given in Fig. 1. In general,
there is good agreement with Eq. (1.1) taking a = 4.3 and

6 = 1.06. The exceptions can be attributed to the after-
shock sequences of the Whittier (1987), Landers (1992),
and Northridge (1994) earthquakes.

The near uniformity of the background seismicity
in Southern California is clearly striking. This is
strongly suggestive of thermodynamic behavior and self-
organization. There is increasing evidence that such long-
distance correlations may be a characteristic of seismicity
and are related to seismic activation.

Although long-distance correlations between earth-
quakes are a subject of considerable controversy, such
correlations have been widely accepted in China and Rus-
sia (as well as the former Soviet Union). A striking exam-
ple was a sequence of 6ve earthquakes that occurred in
China between 1966 and 1976. These were the m = 7.2
Shentai (1966), m = 6.3 Hijien (1967), m = 7.4 Bo Sea
(1969), m = 7.3 Haicheng (1975), and the m = 7.8 Tang-
shan (1976). These earthquakes spanned a distance of
some 700 km and the Haicheng earthquake was success-
fully predicted by the Chinese, at least partially on the
basis of seismic activation [4].

Seismic activation has been previously recognized in
association with an increase in seismicity that occurred
in the San Francisco Bay area prior to the 1906 earth-
quake [5]. Earthquakes with estimated magnitudes be-
tween 6.5 and 7.0 occurred in 1865 (Santa Cruz Moun-
tains), 1868 (Hayward), 1892 (Vacaville), and 1898 (Mare
Island). There is a serious concern that a similar seismic
activation is now underway in Southern California. A
number of intermediate size earthquakes have occurred
in Southern California in the last 45 years. These include
the m = 7.4 Kern County earthquake on July 21, 1952,
the m = 6.4 San Fernando earthquake on February 9,
1971, the m = 7.6 Landers earthquake on June 28, 1992,
and the m = 6.6 Northridge earthquake on January 17,
1994.

Long-distance correlations and seismic activation form
the basis of the pattern recognition earthquake predic-
tion algorithms developed by a group of earthquake prob-
abilists and statisticians in Moscow working under the
direction of Vladimir Keilis-Borok. The pattern recogni-
tion included increases in regional seismicity, increases in
the clustering of earthquakes, and changes in aftershock
statistics. Premonitory seismicity patterns were found
for strong earthquakes in California and Nevada (algo-
rithm "CN") and for earthquakes with M ) 8 world-
wide (algorithm "M8"). Assuming self-similarity of the
properties of seismicity, both algorithms were tested in
seismically active regions [6]. When observed levels ex-
ceed preestablished thresholds, intermediate term (1—3
yr) predictions were made. TIP's (times of increased
probability) were formally issued. During the last eight
years, eight strong earthquakes (including Lorna-Prieta,
Landers, and Northridge) were predicted in advance.

This approach is certainly not without its critics. Inde-
pendent studies have established the validity of the TIP
for the Lorna-Prieta earthquake; however, the occurrence
of recognizable precursory patterns prior to the Landers
earthquake are questionable. Also, the statistical signifi-
cance of the size and time intervals of warnings in active
seismic areas has been questioned. Nevertheless, seismic
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activation prior to a major earthquake certainly appears
to be one of the most promising approaches to earthquake
prediction.

Seismic activation can be approached in a variety of
ways. In one approach, the activation is attributed to an
increase in the regional stress. As the stress is increased
during a seismic cycle, there is a systematic increase in
precursory activity before a major event occurs. This is
essentially the approach that is modeled in this paper.

However, there is some indication that information is
transmitted through the earth's crust in analogy to the
transmission of information by collisions in a gas. The
Landers earthquake showed that other earthquakes could
be triggered at distances much greater than the rupture
length of the earthquake [7].

The Landers earthquake provided direct evidence that
faults interact with each other over large distances [7].
The Landers earthquake triggered earthquakes at 14 dis-
tant sites scattered over the western United States. The
furthest site was Yellowstone National Park in Wyoming,
1250 km from Landers. The largest triggered earthquake,
magnitude 5.6, occurred 250 km from Landers. Just how
information is transmitted over these distances is uncer-
tain. One hypothesis is that the surface waves of the
Landers earthquake were responsible. The surface waves
would be be equivalent to the thermal Buctuation in-
volved in classical phase transitions.

Another approach to earthquake prediction based on
long-distance correlations has been given by Sornette and
Sammis [8]. This is an extension of an approach to earth-
quake prediction given by Varnes [9], Bufe and Varnes
[10], and Bufe et aL [11]. These authors suggested that
there was a power-law increase in the regional cumula-
tive BenioK strain release prior to an earthquake. The
data given by Bufe and Varnes [10] for the Lorna Pri-
eta earthquake is shown in Fig. 2. Sornette and Sammis
[8] considered this data and concluded that there is an
excellent fit to a log-periodic increase in seismic activity.

A simple power-law (&actal) increase in the cumulative
Benioff' strain E is given by
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to critical point phenomena and hierarchical structures
shows how this could be an important inQuence. The
subject of random walks on hierarchical or fractal struc-
tures, such as Sierpinski gaskets, has been intensively
explored for nearly as long [13,14]. Magnetized systems,
such as Ising models and spin glasses, have occupied a
central role in considerations of critical phenomena and
are capable of having complex exponents [15]. Chaotic
spin glass models have been developed on fractal lattices
[16] and, very recently, sandpile models built on Sier-
pinski gasket fractals [17] have been shown to exhibit a
log-periodic oscillation. Of particular relevance to the
present application, Blumenfeld and Ball [18] have found
log-periodic behavior in their description of cracking.

The sequence of positive maxima in Eq. (1.3) corre-

E = C(tf —t) (1.2) 2000

where tf —t is the time prior to the earthquake and the
constant n is negative. Bufe and Varnes [10] used this
relation to predict the time ty when the earthquake would
occur. Consider the case when the exponent is complex:
a = (+ ig. In this case Eq. (1.2) becomes
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where Re stands for the real part. This is log-periodic
behavior. Results from condensed matter physics (see
below) imply that additional terms with this increased
complexity appear in the expression, supplementing the
simple form in Eq. (1.2).

The possibility of complex scaling exponents and "log
periodicity" in critical phenomena has been known for
two decades [12]. Other work in areas of physics relevant

FIG. 2. (a) The data points are the cumulative Benioff
strain release in magnitude 5 and greater earthquakes in the
San FL'ancisco Bay area prior to the October 17, 1989, Lorna
Prieta earthquake [10]. The solid line is the log-periodic corre-
lation with the data. (b) Predicted dates for the Lorna Prieta
earthquake based on the data applicable prior to the cutofF
date [8].
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sponds to the sequence

, t'(l
ty —t„=exp —tan

~

—
~

+ (1.4)

where n = 1, 2, 3, ... . If three successive values of the
maxima are observed, tj, t2, t3, the failure time ty is
given by

sory activation. A series of elements is considered with
each element having a prescribed lifetime. When ele-
ments fail, the stress on the elements is transferred to
adjacent elements. This class of models has been applied
to fibre bundles and composite materials [30—32]. We will
show that this model incorporates many of the features
of distributed seismicity and yields an activation prior to
total failure that resembles a log-periodic sequence.

ty ——
2t, —t, —t,

Thus, successive values of maxima can in princip/e be
used directly to predict failure times.

Sornette and Sammis [8] introduced a more general
form

E = A+ B (ty —t) (1+Ccos [Tlin(ty —t) + 0]j (1.6)

in keeping with a result in perturbation theory where ad-
ditional terms like those in Eq. (1.3) must appear. The
correlation of this result with the data of Bufe and Varnes
[10] is illustrated in Fig. 2, and excellent agreement is
found. This relation was used to obtain retrospective
predictions for the occurrence of earthquakes and their
predictions for the Lorna Prieta earthquake are also il-
lustrated in Fig. 2.

The concept of self-organized criticality (SOC) was in-
troduced by Bak et al. [19]. SOC is defined to be a
natural system in a marginally stable state that, when
perturbed from that state, will evolve naturally back to
the state of marginal stability. Energy input to the sys-
tem is continuous but the energy loss is in a discrete set
of events that satisfy self-similar or fractal &equency-size
statistics. Distributed seismicity is taken to be the classic
example of a natural system that exhibits self-organized
criticality. There is a continuous input of energy (strain)
through the relative motion of tectonic plates. This en-
ergy is dissipated in a fractal distribution of earthquakes,
the Gutenberg-Richter relation Eq. (1.1) being equivalent
to a &actal (power-law) relation between earthquake &e-
quency and rupture area [20]. Scholz [21] has argued
that the earth's entire crust is in a state of self-organized
criticality. He makes the point that wherever a large
dam is built induced seismicity results from the filling
of the reservoir. Thus the crust is everywhere on the
brink of failure. A variety of models that exhibit self-
organized critical behavior (although the issue of "criti-
cality" in these models remains somewhat controversial)
yield similar statistics. One example is a two-dimensional
array of slider blocks; the blocks are pulled over a sur-
face by driver springs connected to a constant velocity
driver plate, adjacent blocks are connected by connector
springs. The blocks interact with the surface plate with a
prescribed static-dynamic friction law. Many numerical
studies of arrays have been carried out [22—28]. Frac-
tal (i.e., self-similar [29]) &equency-size statistics of slip
events are generally found. It is concluded that stress
transfer between a hierarchical distribution of faults in
the earth s crust is an essential feature of distributed seis-
micity.

In order to examine the questions discussed above, we
consider a hierarchical, time-to-failure model for precur-

II. MODELS

Our hierarchical model for failure is illustrated in
Fig. 3. It is a one-dimensional analog model for fail-
ure due to stress transfer. At the lowest order in this
example, there are 128 zero-order elements. These ele-
ments are paired to give 64 Grst-order elements, the 64
Grst-order elements are paired to give 32 second-order
elements, and so forth. A statistical distribution of life-
times is assigned to the lowest-order elements. When one
of these elements fails, the stress on the element is trans-
ferred to the neighboring element, increasing the stress on
it. If a pair of zero-order elements fails, i.e., a first-order
element, the stress is transferred to the adjacent pair of
zero-order elements, i.e., to the adjacent 6rst-order ele-
ment, and so forth.

In order to illustrate the stress transfer, consider the
second-order (n = 4) example given in Fig. 4. Each el-
ement is given a probabilistic "lifetime" and two exam-
ples of failure are illustrated. At time t = 0, the stress
oo is applied to the four elements. In both realizations
element "2" has the shortest lifetime and it is the first
to fail. The stress oo on element "2" is transferred to
element "1" placing a stress 2o.o on this element as il-
lustrated in Fig. 4(ii). The question now is whether the
enhanced stress on element "1"will cause it to fail prior
to elements "3" or "4." In realization 4(a), element "1"
is the next to fail and the stress 200 on this element is
transferred to elements "3" and "4" placing a stress 2o.o
on both of these elements. Element "4" is the next to fail
and the stress 2oo on it is transferred to the last surviv-
ing element "3," which has a stress 400. In realization
4(b), element "4" is the next to fail and the stress oo on
this element is transferred to element "3"placing a stress
200 on this element. Element "3" is the next to fail and
the stress 2oo is again transferred to the last surviving

I I I I I I T I I I J I I I I

I f I I I I I I I & ~ I I I I I I~~I I I I I I I I I I I I I I I I I I I I I I

I I II I I I I I II I I I I I I I I I I I I I I I I I I I II I I I TTTT1 I I I I I I I I I I I I I I II I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I II I I III I I I I I I I I I I I IT

FIG. 3. Illustration of a seventh-order (N = 128) example
of our hierarchical model.
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FIG. 4. Illustration of stress transfer in a second-order (N = 4) example of our hierarchical model. Each element is given
a statistical "lifetime. " In example (a), element "2" fails transferring stress to element "1," element "1" then fails and stress
is transferred to elements "3" and "4," element "4" fails transferring stress to element 3 that subsequently fails. In example
(b), element "2" fails transferring stress to element "1," element "4" fails transferring stress to element "3," element "3" fails
transferring stress to element "1" that subsequently fails.

element "1",which has a stress 40o.
The zone of stress transfer is equal in size to the zone

of failure. This local load sharing model simulates the
Green s function associated with the elastic redistribu-
tion of stress adjacent to a rupture.

Before formulating the local load sharing model for
failure, we will illustrate the approach by considering a
simple global load sharing model. Initially we have No
elements each carrying a load op. When an element fails,
the load on that element is transferred uniformly to all
the remaining elements this is equivalent to a mean-
Geld approximation. When nf elements have failed, the
stress o on the n, = No —nf surviving elements is given
by

nf (t) = Np(1 —[pvp(tf —t)]' ~) . (2.5)

The number of surviving elements has a power-law de-
pendence on the time to failure with the exponent p
This result is clearly similar to the power-law relation for
increase in Benioff strain given in Eq. (1.2).

We now determine failure statistics for the hierarchi-
cal model illustrated in Fig. 3. Before obtaining numer-
ical simulations, it is necessary to prescribe the failure
statistics for the individual elements. The failure of an
engineering material is generally modeled in terms of a
statistical distribution of lifetimes when subject to an
applied stress op [33,34]. The cumulative distribution of
failure times tf for an individual element can be written
as

No
Oo

No —nf
(2.1) I (tf) —1 exp (—vptf) (2 6)

d (Np —nf)
c9

(2.2)

where the hazard rate v is related to the stress by

r'o )
(0'p )

(2.3)

The rate at which elements fail is assumed to be given
by the rate law

where vp (crp) is the hazard rate under stress crp. This
distribution of failure times is illustrated in Fig. 5, the
mean lifetime of an element is t~y2

——vo ln2. Each
of the N elements is assigned a failure time t,.o based
on Eq. (2.6) for an applied stress harp. The statistical
representation given in Eq. (2.6) is entirely equivalent to
the failure statistics obtained Rom the rate law Eq. (2.2).
Using the stress dependence introduced in Eq. (2.3), a
Weibull distribution for failures is obtained

where vo is the hazard rate of a single element under
load oo and the power p is typically in the range of 2—5.
Combining Eqs. (2.1) —(2.3) gives

E (tf) = 1 —exp —vp
~

—
~

tf (2.7)

d (Np —nf) N~~= —Pp ] 0

(Np —"f)' (2 4)

Integrating with the condition that nf ——N~ when t =
tf, we obtain

If elements are subjected to a constant stress o. at t = 0,
Eq. (2.3) gives the statistical distribution of failure times
tf. The Weibull distribution is found to be in agreement
with experiments on a wide variety of materials with p
typically in the range 2 —5.

However, with stress transfer the stress is not neces-
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Alternative failure sequences are also possible, one ex-
ample is illustrated in Fig. 4(b). Again "2" is the first
element to fail, however in this case the second element
to fail is "4," then "3" fails and finally "1"fails. Newman
et al. [32] provide computationally optimal methods for
performing the lifetime calculations for large arrays of el-
ements and provide numerical evidence for the existence
of a critical point.

0.0
0.0 0.5 1.0 1.5 2.0 III. B,ESULTS

FIG. 5. Illustration of the cumulative distribution of nondi-
mensional failure times vpCp.

sarily constant. In order to accommodate the increase in
stress caused by local load sharing from failed elements,
we introduce a reduced time to failure for each element
T;f for each element given by

' f (t) P

tio dt .
o oo

(2.8)

T2y = t2O (2 9)

Upon failure the stress oo carried by this element is trans-
ferred to element "1" as illustrated in Fig. 4(aii). Ele-
ment "1" is the next element to fail and its failure time
Tqf is given by

Tif = 4o (1 —2 ') + 2 '&io (2.10)

Upon the failure of "1",the stress 2o.o is transferred to
elements "3" and "4" as illustrated in Fig. 4(aiii). Ele-
ment "4" is the next element to fail and its failure time
T4f is given by

T,g = r, g (1 —2 ') + 2 't4o
2

=tpp(1 —2 ~) +tip(1 —2 ~) 2 +2 t4p

(2.11)

Upon the failure of "4," the stress oo is transferred to
element "3" as illustrated in Fig. 4(aiv). The time to
failure of element "3" is given by

Each element i is assigned a random time to failure t,o
under stress op based on Eq. (2.6). The actual time to
failure of element i, namely T;f, is reduced below t;0 if
stress is transferred to the element. The time T,f is ob-
tained by requiring that Eq. (2.8) is satisfied.

Consider the example illustrated in Fig. 4(a). The four
elements i = 1, 2, 3, 4 carrying stress oo are assigned fail-
ure times t~o, t2o, t30) and t4o using the probability dis-
tribution Eq. (2.8). Element "2" has the shortest failure
time so that

We have carried out a sequence of numerical experi-
ments using 12th-order (%=4096) and 16th-order (N =
65 536) realizations of our model with p = 4. An example
of a 16th-order realization is given in Fig. 6. The total
failure sequence is given in Fig. 6(a). The nondirnensional
time is taken to be w = vot and failure in the case occurs
at 7. = 0.048027. It is interesting that failure occurs at
a nondimensional time, which is more than an order of
magnitude shorter than the mean time to failure of an
individual element vgy2

——0.61315. The lifetime of our
composite material is much shorter than the mean life-
time of individual elements. This observation may help
to explain why actual faults are much weaker than predic-
tions based on laboratory &iction experiments. Failure
stresses on faults are about one order of magnitude lower
than values obtained by extrapolations of the laboratory
studies. This is known as the "heat How paradox" since
the expected &ictional heating on faults is not observed
[35].

The failure sequence between w = 0.0445 and fail-
ure is expanded in Fig. 6(b). There is a well-defined
sequence of partial failures prior to the total failure at
7 f = 0.048 027. Well-defined partial failures occur at
7 P = 0.047 965, 72 = 0.047 799) 73: 0 047 487) 'T4

0.047162, and 75 ——0.046 124. The failure sequence be-
tween 7 = 0.04745 and w = 0.04785 is further expanded
in Fig. 6(c) to show the structure of the partial failures
at w = 0.0477992 and 7 = 0.047487. In each case there
is a nested sequence of higher-order partial failures. Fur-
ther expansion would show higher orders of nesting. The
structure is basically self-similar or &actal. There is a
scale invariant sequence of precursory failures at all lev-
els. Because of the stochastic nature of the model the
embedding is not always clear, a particular partial fail-
ure may be part of a sequence or may be precursory to
another failure in the sequence. But this is also the prob-
lem with distributed seismicity.

It is also of interest to determine whether the sequence
of partial failures can be inserted into the predictive log-
periodic relation Eq. (1.5) in order to predict the time of
the total failure. Taking the sequence of partial failures
7 5 7 4 and 73, we obtain the prediction 7f ——0.047 636 48
from Eq. (1.5); taking the sequence r4, 7s, and 7q, we
obtain wy = 0.05477475 from Eq. (1.5); and taking the
sequence 73, v2, and ~~, we obtain wf

——0.04815362 &om
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Eq. (1.5). These results are summarized in Table I. There
is clearly considerable scatter in the predictions. Other
realizations give similar results. Although the embedded
sequences of precursory failures are a ubiquitous feature
of all realizations, there is considerable stochastic vari-
ability of the timing. This is also a characteristic feature
of distributed seismicity.

In Fig. 7, the logarithm of the number of unfailed ele-
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The power-law 6t shown by the dashed line has a slope
of 0.24, this compares with the power p = 0.25 predicted
by the global load sharing relation Eq. (2.7). Although
there is considerable scatter, the power-law relation does
appear to be a reasonable predictor for our model just as
Bufe and Varnes [10] found for regional seismicity. It is
important to note, however, that the quality of the fit de-
teriorates as complete failure is approached. The global
analysis employed in the derivation of Eq. (2.7) deterio-
rates owing to the increasing importance of localization
in the evolution of the cascade of failures.
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FIG. 6. Failure sequence for a 16th-order (N = 65 536) re-
alization of our model. (a) Entire failure sequence (failure is
completed at i = 0.0480266). (b) Expansion of the final se-
quence of partial failures. (c) Further expansion of two partial
failures.

FIG. 8. Sequence of failures as a function of position. First
512 elements.
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TABLE I. Realization of failure using 65 536 point simulation. Three successive "events" were
employed to "predict" total failure. Three sets of successive events were considered to provide
estimate of error. True failure time is also given.

0.046 125-
0.047162 - ~ 0.047636, 1st est.
0.047487 .

0.047 162
0.047 487
0.047 799

0.054775, 2nd est. 0.048627, true failure time

0.047 487
0.047 799
0.047 965

0.048154, 3rd est.

the linear array of elements is shown in Fig. 8(a) for the
above realization. An expanded version for the first 512
points is shown in Fig. 8(b). The precursory cascades
of failure are clearly illustrated. This figure illustrates
the growing importance of localization in failure events
as criticality is approached. We will explore and analyze
the behavior of the cascade when failure is imminent in
a future paper.

IV. CONCLUSIONS

We have explored by computational means the behav-
ior of a hierarchical model for failure in time of a ma-
terial. This hierarchical description accommodates the
redistribution of stress &om failed portions of a material
to nearest regions of comparable size and provides a prob-
abilistic realization of the accelerating tendency of mate-
rial whose load has increased substantially to fail. This
model also manifests some of the self-similar or "frac-
tal" scaling features that are now recognized as being
associated with seismicity and faulting. When a mean-
field approximation is applied, a power-law distribution
of failures is found prior to total failure. With the hi-

erarchical model, a log-periodic distribution of failure is
found prior to total failure. (In condensed rnatter appli-
cations, this is usually the signature of discreteness on
the smallest scale [12].) A log-periodic increase in the
regional Benio8' strain was observed prior to the Lorna
Prieta earthquake. Although the detailed association of
our model with precursory seismicity remains to be de-
fined clearly, we consider this model to be a representation
for seismic activation and find failure properties similar
to those observed prior to large earthquakes. We plan
to explore in future work the significance of the events
occurring just before failure and their potential value in
predicting great earthquakes.
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