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Electron-ion equilibration in a strongly coupled plasma
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A recent study on the optical emission from a shock front in Aight in silicon has revealed significant
deviations of the shock-produced state from thermodynamic equilibrium. The findings also yielded an
estimate of the rate of energy equilibration between electrons and ions in a plasma above solid densities,
providing important insight into the transport properties of a strongly coupled plasma. Highlights of
this study have been reported earlier. Here, we present a detailed account of the theoretical calculation,
the experimental measurement, and the interpretation of the results.

PACS number{s): 52.25.Fi, 52.25.Rv, 52.35.Tc

I. INTRODUCTION II.THEORETICAL MODEL

Strongly coupled plasmas exist in many laboratory and
natural phenomena including inertial confinement fusion,
shock or radiation heating of solids, exploding wires,
capillary discharges, hyper velocity impacts, Jovian
planets, and stellar interiors. These states are dominated
by strong particle correlation e6ects. They cannot be
treated simply as periodic structures like a solid lattice;
nor can they be described solely by the statistical
behavior of a screened Coulomb system as in the case of a
rarefied plasma. However, many intriguing questions
arise with such states. Recent studies have focused on the
conductivity minimum [1—6], shifts in core atomic levels
[7,8], as well as the electron-ion equilibration rate [9].

The rate of energy equilibration between electrons and
ions is of particular interest since it plays an important
role not only in plasma physics but also in shock physics.
In a shock wave, the thermal energy at the shock front is
carried initially by the ions and the electrons are heated
subsequently via electron-ion collisions. The finite rate of
energy exchange between the two species leads to a none-
quilibrium region immediately behind the shock front.
This has been observed in a measurement of the intensity
of optical emission from a shock wave in silicon. The ob-
served brightness temperature was significantly below
that expected for a shock wave in thermal equilibrium.
The results suggested that at the shock front, the electron
temperature was substantially less than the ion tempera-
ture. The analysis also leads to an estimate of the
electron-ion coupling constant which governs energy
equilibration. Highlights of this investigation have been
reported earlier [9]. In this paper, we will present a more
detailed account of the theoretical model (Sec. II), the
experiment (Sec. III), the interpretation of the shock
emission data (Sec. IV), together with some further dis-
cussions (Sec. V), and conclusions (Sec. VI).

'Present address: Lawrence Livermore National Laboratory,
Livermore, CA 94550.

In the experiment, the shock wave is produced in a sil-
icon wafer by laser-driven ablation and the optical emis-
sion from the shock front is recorded before it reaches
the free (rear) surface of the target. In modeling the ex-
periment using a hydrodynamic code, high spatial resolu-
tion is required both to treat the laser absorption and ab-
lation processes, as well as to compute the optical emis-
sion from the shock front. An efficient way to meet this
requirement is to model the shock generation and emis-
sion problems separately instead of increasing
significantly the number of spatial grid points or rezoning
the shock front in the emission calculation. This prescrip-
tion is acceptable since the shock can be considered as a
steady wave in the duration of the emission measurement.

The hydrodynamic code used here solves the one-
dimensional Quid equations in a Lagrangian formalism.
The target material is regarded as a compressible fiuid
composed of electrons and ions with equal or unequal
temperatures. In addition, a radiation field correspond-
ing to the incident laser pulse interacts with the material
through the classical inverse bremsstrahlung absorption.
General aspects of the code have been described in detail
elsewhere [10]. The following discussions will focus on
the more specific theoretical issues.

A. Equation of state of silicon

Equation of state is a critical element in the model as it
determines the thermodynamic properties of the materi-
al. Silicon displays a rich variety of phase transitions at
elevated pressures. These have been investigated since the
pioneering work of Minomura and Drickamer [11]. The
sequence of phase transitions include cubic diamond to
body-center tetragonal at 11 GPa [12], to simple hexago-
nal at 13—16 GPa [13], to an intermediate phase of un-
determined structure at 34 GPa, to hexagonal-close
packed above 40 GPa [14],and to face-center cubic above
78 GPa [15]. Silicon also becomes metallic at 12 GPa
[11]. Since these phase transitions occur at pressures sub-
stantially below the shock pressure of interest and since
we are primarily concerned with macroscopic parameters
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such as shock speed and temperature, the equation of
state required has to give a reasonably accurate descrip-
tion of the high-pressure Hugoniot properties of the ma-
terial only. The most dominant efFect of the sequence of
phase changes is the large volume collapse to a close-
packed structure at 11 GPa, near the semiconductor-to-
metal transition.

In our calculations, we have used a modified version of
the quotidian equation of state (QEOS). This equation-
of-state model [16] is based on free energy construction
which combines a Thomas-Fermi description for the free
electron energy with a Cowan model for the ion free ener-
gy. Near solid density, the Barnes correction is applied
to yield zero total pressure and the experimentally ob-
served bulk modulus. This type of equation-of-state con-
struction is naturally suited for two-temperature calcula-
tions since the electron and the ion components are treat-
ed separately.

Two modifications have been made to the standard
QEOS model. The first is the splitting of the cold (zero
Kelvin) isotherm into a high pressure and a low pressure
phase joined together at a constant transition pressure of
11 GPa to coincide with the beginning of the sequence of
structural phase changes and the transition to a metallic
state. The low pressure isotherm is fitted to experimental
data for density pc=2. 3 g/cm and bulk modulus Bo =98
GPa. The high pressure phase is likewise fitted to static
compression data which yields po =3.84 g/cm and
Bo =0.68 GPa extrapolated to zero pressure. The energy
along the resulting piecewise continuous P-V curve is
then obtained from the relation E,= —f z PdV. The
second modification concerns the bonding correction for
expanded states by incorporating the experimentally
known cohesive energy. This modification is described in
detail in Ref. [17]. Its main eft'ect is to provide a more ac-
curate account of the expanded states occurring in the
shock released material and does not afTect the calcula-
tion of the shock compressed states.

Figure 1 shows the cold compression as well as the

250

200

150

~~1 00
CL

50

Hugoniot curves derived from our equation-of-state mod-
el. Also shown are data obtained from static [18,19] and
shock compression [20,21] experiments. In our model,
we cannot construct a cold compression curve to fit the
static data and at the same time to yield a Hugoniot in
agreement with the two shock measurements above 100
GPa. Given the precision and known accuracies of the
static data, and the lack of reported uncertainties for the
shock measurements in question, we have chosen to base
our equation of state construction on the static compres-
sion measurements. However, the possibility remains
that at high pressures our equation of state may render
the material too compressible leading to over estimations
of both the Hugoniot temperature and density. In any
case, the accuracy in our calculated Hugoniot tempera-
ture is estimated to be better than 30%.

The calculated Hugoniot parameters as well as the
equation-of-state data corresponding to the shock state
encountered in our experiment are detailed in Table I.
For these cases, the cold compression contribution to the
internal energy is small compared to the thermal energy
component. This is because the large volume change in
the isotherm occurs at a substantially lower pressure.
Based on the Lindemann melting criterion [22] and high
pressure melting data [23], our equation-of-state model
yields a melting temperature of 5000—7000 K with a cor-
responding density of 5.5 —6.5 g/cm . This implies that,
at 5 to 10 times higher temperatures, the shock
compressed state is a dense liquid. Liquid silicon is me-
tallic with an electronic ionization state of 4. This leads
to an ion-ion coupling parameter I;, =Z e /RokT,
(where Re=[3/4mn, ]' is. the ion sphere radius, Z the
ionization state, and T; the ion temperature) in excess of
40 for these shock states which can therefore be con-
sidered also as strongly coupled plasmas.

B.Electron-ion equilibration and electron thermal
conduction in a shock wave

As pointed out earlier, the thermal energy in the shock
front is carried initially by the ions. Part of this energy
is transferred subsequently to the electrons via Cou1omb
collisions. Thermal equilibrium between electrons and
ions can only be established somewhere behind the shock
front. In addition to gaining energy from the ions, the
colder electrons at the shock front will also be heated by
the hotter electrons in the equilibrium region due to elec-
tron thermal conduction. To treat this problem, the fluid
equations governing the conservation of mass, momen-
tum and energy, written in flux conservation form, are as
follows:
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FIG. 1. Equation of state of silicon: (i) theoretical cold
compression curve (solid line) and Hugoniot (dashed line), (ii)
static compression data of Duclos, Vohra, and Ruo8 (open cir-
cle) and Olijnk, Sikka, and Holzapfel (open square), and (iii)
Hugoniot data of Gust and Royce (solid squares) and Pavlovskii
(solid triangle).
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TABLE I. Characteristics of the shock-produced plasmas. I;; is the ion-ion coupling parameter.

Shock speed
(10 cm/s)

1.5+0. ?

1.8+0.2
2.0+0. 1

Pressure
(GPa)

300+50
460+100
600+90

Compression

2.4+0.05
2.6+0. 15
2.7+0.10

7l;

(10 cm )

1.17+0.02
1.28+0.07
1.34+0.05

2.4+0.8
3.7+1.4
4.7+1.5

76+25
51+19
40+13

pE;+8 ptt
Bt

8 u
pu E+ +-

Ox 2 p

Here, trt=h /2tr where h is Planck's constant, and p is the
chemical potential. However both of these expressions
for ~, are valid only for plasmas where the ion-ion corre-
lation is weak. For strongly correlated systems, these
plasma formulas underestimate the equilibration time
and hence overestimate the coupling coefficient. For ex-
ample, assuming c; =3n;k/2 and lnA=2, Eqs. (6) yields a
value of g=3.2X10' W/m K for aluminum at STP.
This is two to three orders of magnitude higher than the
electron-phonon coupling constant observed in many
metals [26—30). Unfortunately, simple analytical expres-
sions for g or ~, are not available for strongly coupled

+g(T, —T, ) .

In contrast to a single-temperature calculation, the en-
ergy conservation equation is formulated separately for
the electron and ion components. They are also described
by separate equations of state: pj=pj(p, EJ) and
T =T (p. ,E }, where j=e(i) for electrons (ions). Both
components share a common mass density p and Quid ve-
locity u.

The equilibration between the electrons and the ions is
described by the electron-ion coupling constant g assum-
ing that the rate of energy exchange is linearly dependent
on the temperature difFerence. This is valid only when
the latter is sufficiently small. In plasma physics, a more
traditional description of thermal equilibration between
electrons and ions is dT; /dt =(T,—T; )/r, where ~, is
the equilibration time. This yields correspondingly
g =c;/r, q

where c; is the ion specific heat. For weakly
coupled plasmas c;=3n;k/2 where k is the Boltzmann
constant. For weakly coupled and nondegenerate plas-
mas, r, is given by an expression due to Spitzer [24],

1/2
m;kT, kT,

+eq 8&2m. (Z') n;e lnA m,

where m,. is the ion mass, n; the ion density, e the elec-
tron charge, Z the average ionization of the ions, and
lnA the Coulomb logarithm. Accordingly, g exhibits a
T, dependence which arises from the velocity depen-
dence of the scattering cross section in a Maxwellian
plasma. An extension of the Spitzer formula for a degen-
erate plasma is given by Brysk [25],

3am;fi 3 —p/kT
+e [1+e '] .

8m (Z )e lnA

plasmas. In this work, g is left as a free parameter with a
constant value.

Electron thermal conduction is governed by the
thermal conductivity ~. In the absence of a two-
temperature model, we have assumed that «( T„T;)
=Iro(8 )T, /T; where 8 is the equilibrium Hugoniot tem-
perature and so(8) is obtained from an equilibrium, dense
plasma model of Lee and More [4]. This phenomenologi-
cal approximation may be reasonable since for strongly
coupled plasmas the electron-ion scattering rate depends
mainly on the ion temperature through the ion structure
factor and for degenerate electrons the heat capacity is a
linear function of electron temperature. Although
thermal conductivity calculations using the Lee and
More model have not been verified experimentally, the
model yields electrical conductivities of dense plasmas
consistent with observations [1,31].

Figure 2 shows the calculated density and temperature
profiles of a 460 GPa shock wave in silicon for a=3700
W/m K and g = 10' W/m K. The difference in tempera-
tures is the result of finite electron thermal conductivity
and electron-ion energy exchange rate. It should also be
noted that the jump in electron temperature at the shock
front is driven by the electron heat Qux.

C. Optical emission from a shock front

To model the measurement of optical emission from a
shock front in Qight in silicon, one needs to consider a
layered structure consisting of the shock compressed ma-
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FIG. 2. Spatial profiles of ion temperature T; (circle), elec-
tron temperature T, (triangle), and density p (diamond) for a
460 GPa shock in silicon obtained from the numerical model
and that of T; (dashed line) and T, (solid line) obtained from the
analytical model.
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terial, the intervening cold silicon layer, and the silicon-
vacuum interface. We solve the Helmholtz equations [32]
for an electromagnetic wave (at 430 nm or 570 nm) in-
cident on the structure from the vacuum. The optical
properties of the materials are represented by their corre-
sponding dielectric functions. The calculation yields the
absorption profiles of radiation in the various layers. The
"observed" shock emission is then obtained by applying
Kirchhoff's law and integrating over the entire absorp-
tion profile. This procedure automatically takes into ac-
count reflection at the shock front, absorption in the cold
silicon layer, as well as thin-film interference effects pro-
duced by the silicon layer. To compile a temporal history
of the "observed" shock emission, the calculation is re-
peated at various times as the shock wave moves through
the silicon towards the vacuum interface and during the
shock release. A similar method has been used earlier to
model optical emission from shock released materials
[17].

For the plasma in the shock wave region, its dielectric
function is given by e,(co)=I +i4~o (co)/co. The
frequency-dependent electrical conductivity is obtained
using the Drude model: cr(co) =Z'n;e /[m, ( I/r„ice) ]-
where the electron-ion collision time ~„. is related to the
dc conductivity oo via r„=m, era/Z'n;e . The average
ionization Z* is given by the Thomas-Fermi prescription.
Nonequilibrium conductivity models have not been avail-
able. To take into account the two-temperature eff'ects,
we have assumed phenomenologically that cro=o o(p, T; )

since the electron-ion scattering rate depends mainly on
the ion temperature through the ion structure factor.
The dense plasma model of Lee and More [4] is used for
the calculation of cro. As pointed out earlier, this model
has yielded electrical conductivities consistent with ex-
perimental observations [1,31].

For the thin layer of cold silicon between the shock
front and the vacuum, its optical properties are described
using experimental values of the dielectric constant of
(24.232+ii.937) at 430 nm and (16.190+i0.254) at 570
nm [33].

Examples of the calculated shock emission are present-
ed in Fig. 3. For all assumed values of the electron-ion
coupling constant g, the intensity of the emission rises as
the shock approaches the vacuum interface. The ampli-
tude of the signal becomes increasingly more modulated,
as a result of interference efFects due to rejections be-
tween the shock front and the vacuum interface. The
modulation period depends on the shock speed and the
wavelength of the emission. On a time scale longer than
the periods of these modulations, the intensity shows an
exponential increase with 1/e-folding times of about 14
ps at 430 nm and 90 ps at 570 nm. These rise times are
governed by the absorption constant of cold silicon and
the shock speed. The intensity of the optical emission
reaches a maximum when the shock arrives at the vacu-
um interface. Then, it decreases rapidly as the shock
releases into vacuum producing an optically thick region
of expanded and colder material. The late time emission
originates from the shock release plasma in the vicinity of
the critical density layer. The calculation clearly indi-
cates that the intensity of the shock emission is reduced
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FIG. 3. Calculated intensities of emission at (a) 430 nm and
(b) 570 nm from a 460 GPa shock wave for the equilibrium case
using Lee and more conductivity (dot-dashed line), and for the
nonequilibrium cases using Lee and More conductivity for g of
10' W/m K (dot-dot-dot-dashed line) and 10' W/m K (solid
line).

with decreasing values of g, that is, lower rates of energy
exchange between electrons and ions.

D. Ionization precursor

A common phenomenon associated with strong shocks
in gases and rarefied plasmas is the formation of ioniza-
tion waves in the cold material ahead of the shock front.
Such waves may be driven by radiation or electron heat
conduction. An analogous process may take place in sil-
icon. This issue needs to be addressed since an ionization
wave moving ahead of the shock front may screen the
thermal radiation originating from the shock compressed
material and lead to an apparent reduction of its bright-
ness temperature.

For the shock pressures of interest here, simple calcu-
lations show that the visible and ultraviolet radiation Aux
produced at the shock front in the ionizing wavelength
band of 200—1000 nm is insufficient to ionize silicon
significantly, even assuming blackbody emissivities.

The free streaming of thermal electrons from the shock
heated region will be limited to a range of the order of
the Debye length which is comparable to a few lattice
spacings. Qn the other hand we have also examined the
possibility of an ionization wave driven by thermal con-
duction, in which ionization is treated by a rate equation
containing terms for electron impact ionization and
Auger three-body recombination [34]. In this model, a
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steady wave solution is obtained from the continuity of
thermal Aux and temperature across the shock front. The
results suggest that an ionization wave with electron tem-
peratures in the range of 7000—10000 K may be pro-
duced extending about 4 pm ahead of the shock front.
However, the electron density is only about 10' cm
even at the shock front, which is substantially lower than
the critical densities corresponding to radiation at 430
nm or 570 nm. Such weak ionization has little effect on
the optical properties of silicon in the wavelength range
where the shock emission measurements are made.
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III. EXPERIMENT

A. Laser irradiation conditions

In the experiment, a frequency-doubled Nd-glass laser
beam providing a 2.3 ns full width at half maximum
(FWHM) pulse at a wavelength of 0.5 pm is focused with

dichroic
lYllrror main laser beam~neutral density

filter

focusing lens
vacuum chamber

target

mm f/1.4 objective

streak camera
interference
filter

~ = 600 mm achromat

fiducial

optical fiber

FIG. 4. Schematic diagram of the experimental setup.

Figure 4 shows a schematic diagram of the experimen-
tal arrangement. A pulsed laser beam is focused onto the
front surface of a slab target. Laser-driven ablation then
drives a strong shock into the sample. As the shock wave
approaches the free (rear) surface of the target, optical
emission from the shock front is recorded by a streak
camera (Hamamatsu C1370). The shock emission is col-
lected with a 50 mm, f/1.4, Zeiss objective and relayed
through a 600 mm achromat to form an image of the tar-
get rear surface on the entrance slit of the streak camera
with a magnification of 12. Narrow-band (10 nm band-
width) interference filters centered at 430 nm or 570 nm
are placed at the slit. The spatial and temporal resolu-
tions of the measurement are respectively 20 pm and 20
ps. The absolute response of the streak camera is calibra-
tion in situ prior to and also after the experiment using a
tungsten filament heated to approximately 3200 K. To
provide a time fudicial, a part of the incident laser beam
is also directed onto a small region on one edge of the
streak camera slit using an optical fiber. Other important
experimental considerations are discussed below.

—
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-100 -50 0 50
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FIG. 5. An example of the time-integrated intensity distribu-
tion in the laser focal spot. Contours at 10% intervals.

a f /2. 2 lens onto the front surface of an intrinsic (100)
silicon wafer. The focal spot diameter is kept constant
throughout the experiment while the laser irradiance on
target is varied using neutral density filters.

Figure 5 shows a typical example of the time-
integrated intensity distribution of the laser focal spot in
vacuum. The spatial resolution of this measurement is
about 5 pm. The laser beam is confined to a region of
about 150 pm in diameter. Significant spatial modula-
tions in the laser intensity are evident. These may cause
nonuniform ablation of the target, giving rise to a nonun-
iform ablation-drive shock front. However, for the
nanosecond laser pulse, lateral thermal transport may
provide significant smoothing of the laser beam in the
deposition region of the plasma. Moreover, the scale size
of the laser intensity modulations in the vacuum is less
than 20 pm. Nonuniformities in the shock front with a
similar scale size are expected to be greatly reduced due
to hydrodynamic smoothing after the shock has pro-
pagated through the target with a thickness greatly
exceeding 20 pm. As indicated by the spatially resolved
shock emission in Fig. 6, a reasonably uniform shock
front is observed.

A more important aspect of the target irradiation con-
dition is the overall spatial distribution of the laser inten-
sity. The higher intensity on the axis produces an in-
herent curvature in the shock front. Thermal and hydro-
dynamic smoothing will reduce but not eradicate the cur-
vature of the shock front as it propagates through the
target. Consequently, as the shock wave emerges from
the free surface of the target, the extent of the breakout
region and hence the observed shock emission intensity
will increase with time. This effect is evident in Fig. 6.
Thus, in the measurement of shock emission, care must
be taken to limit the observation to a central region of the
shock front where the curvature effect is negligible. It
should also be noted that the propagation distance of the
shock front must be kept sufficiently short that the effect
of edge rarefaction on the region of observation is small.
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FIG. 6. Laser fiducial and shock emission: (upper panel)
temporal history of intensity over a central 5-pixel region of the
streak record, and (lower panel) steak camera record.

tion coefficients [33] of 3.8X10 cm ' and 6.5X10
cm ' at wavelengths of 430 nm and 570 nm, respectively.
The corresponding 1/e-absorption lengths are 0.26 pm
and 1.6 pm. For a dynamic range of about 80 which is
typical of streak cameras with picosecond resolutions,
even the shorter wavelength emission can be observed
from a shock front when it is within 1 pm from the free
surface of the target. For a shock speed of 2X 10 cm/s,
the apparent rise time of the emission signal will be about
50 ps which is readily resolvable. This renders it possible
to observe the shock front in Aight inside the solid, re-
moving the usual difticulty where the shock front is visi-
ble only when it arrives at the free surface but is immedi-
ately obscured by the release of the surface [35]. The
above estimate represents only the upper limit on how
deep inside the solid the shock front becomes visible. A
lower limit may be imposed by the intensity of the shock
emission and the sensitivity of the streak camera. On the
other hand, the viability of observing a shock front in
Aight can be greatly improved for measurements at
longer wavelengths or at lower shock speeds.

Another equally important aspect of silicon is that its
sma11 band gap closes at a relatively low pressure of about
12 GPa. At the shock pressures of interest here
(300—600 GPa), silicon is expected to be metallic with
valence 4. Thus it can be considered as a dense plasma.

On the practical side, silicon also offers the advantage
of ready availability as high-purity, ultrathin wafers with
optical-quality surfaces.

B. Target material

Silicon is used as the target material in this study be-
cause of the unique advantage it offers. As a semiconduc-
tor with an indirect gap of 1.2 eV, silicon shows absorp-

TABLE II. Experimental conditions for the laser-generated
shock waves.

D,
(pm)

85+20
105+20
130+20

(10' W/cm )

2.5+1.2
3.5+1.4
4.3+1.4

@sitti
(10' W/cm )

2.1+0.1

3.5+0.4
4.7+0.7

Shock speed
(10 cD1/s)

1.5+0. 1

1.8+0.2
2.0+0. 1

Apart from its effect on shock propagation, the nonun-
iform laser intensity distribution also renders it dificult
to de6ne the laser irradiance on target. We have arbi-
trarily defined an effective laser irradiance 4L as follows:

41 =4EI /(rr ~D, ),
where EI and ~L are, respectively, the energy and dura-
tion (FWHM) of the laser pulse, and D, is the width of
the steady breakout region of the shock front as indicated
in Fig. 6. The three different laser irradiation conditions
used in this experiment are given in Table II. In general,
D, is less than 150 pm. This may be due to refraction of
the focused laser beam in the plasma which expands in a
nonplanar manner or other factors such as two-
dimensional rarefaction.

C. Shock-produced plasma

In this study, the dense plasma is produced in a solid
by shock compression and the necessary strong shock is
generated via laser-driven ablation of the solid. An ad-
vantage of shock-produced plasmas is that, if the shock
condition is known, the plasma properties including den-
sity, temperature, and ionization can be deduced from a
known equation of state. For laser-generated shock
waves, the only parameter that can be directly measured
to characterize the shock condition is the shock speed.
To determine the shock speed, the shock transit times in
targets of different thicknesses are compiled over repeat-
ed shots as presented in Fig. 7. The shock transit time is
obtained by comparing the onset of shock emission to a
time fiducial of the laser pulse (Fig. 6). These experimen-
tal data are compared with the results of one-dimensional
(10) hydrodynamic simulations [10]. The physics used in
the numerical code includes inverse bremsstrahlung ab-
sorption of laser radiation, dense plasma conductivity [4],
and a modified quotidian equation of state [16] as dis-
cussed in Sec. II. The calculations also assume thermo-
dynamic equilibrium in the shocked material. In the
simulations, the laser irradiances @„ is used as a fitting
parameter to yield shock transit times that are in agree-
ment with observations (Fig. 7). For all cases, the values
of N„are consistent with the measured effective laser ir-
radiances @I. This suggests that quasisteady, 1D shock
waves are produced at depths of 68—85 pm. According-
ly, measurements of the shock emission are made on 68
pm thick silicon wafers. The shock speeds are obtained
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IV. INTERPRETATION
OF THE SHOCK EMISSION DATA

The temporal history of the shock emission is obtained
by averaging the signal over a central 20—40 pm region
in the shock front. The results corresponding to a shock
speed u, =2 X 10 cm/s are presented in Fig. 8. Each dia-
gram displays an overlay of three shock emission signals.
The shot-to-shot reproducibility of the data appears to be
quite good. The much faster apparent rise time of the sig-
nals at the shorter wavelength is consistent with the
stronger absorption of such radiation in the cold silicon
ahead of the shock front. It is evident that the optical
emission from the shock front becomes visible before it
reaches the target free surface. Because of the finite tem-
poral resolution {20ps} of the streak camera, the rapid in-
tensity modulations due to interference e6'ects are not ob-
served. To provide a proper comparison with data, the
calculated emission intensity is convolved with a 20 ps
FTHM Gaussian impulse response function. The results
have been included in Fig. 8.

In the initial analysis, theoretical calculations are made
assuming thermodynamic equilibrium in the shock front.
A crucial parameter in the calculation is the electrical
conductivity. For the purpose of comparison, both
Spitzer conductivity [24] and a dense plasma conductivity
[4] have been used. Since the shock state represents a
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FIG. 7. Comparison of the observed shock transit times
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from the simulations.
From these shock speeds and the silicon equation of

state, the corresponding shock conditions and the param-
eters characterizing the shock-produced plasmas are ob-
tained. The results have been presented in Table I. The
very large ion-ion coupling constants are of particular in-
terest in comparison to that existing in Jovian planets
with I;;=20—50 [36,37] and in the interiors of white
dwarfs with I;,. = 10—200 [38,39].

50 -1 00 -50 0 50 100 150 200
time (ps)

FICx. 8. Comparison of observed shock emission (solid line)
at (a) 430 nm and (b) 570 nm with results of equilibrium calcula-
tions using Spitzer conductivity (dashed line) and Lee and
More s conductivity (dot-dashed line), and nonequilibrium cal-
culations using Lee and More conductivity for g of 10'
W/m K (dotted line) and 10' W/m K (dot-dot-dot-dashed
line). Error bars on the calculated results resulting from experi-
mental and theoretical uncertainties are indicated. The magni-
tude of these combined uncertainties are listed in Table I.
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FIGP 9. Comparison of observed peak intensity of shock
emission (solid square) at (a) 430 nm and (b) S70 nm with results
of equilibrium calculations using Spitzer conductivity (dashed
line) and Lee and More's conductivity (dot-dashed line), and
nonequilibrium calculations using Lee and More's conductivity
for g of 10' W/m'K (dotted line) and 10' W/m K (dot-dot-
dot-dashed line). Indicated on the emission calculation with the
Spitzer conductivity are error bars resulting from combined ex-
perimental and theoretical uncertainties in the shock tempera-
ture. Similar uncertainties also apply to the three other calcu-
lated curves for the same reason, but are omitted in the diagram
for clarity.

strongly coupled plasma where simple treatment of
electron-ion interactions by Debye screening is not ex-
pected to be valid, it is not surprising that calculations
using Spitzer conductivity show strong disagreement
with data (Fig. 8). However, the calculated intensities of
shock emission remain a factor of 10 or more above the
data even when the dense plasma conductivity is used.

Such a large discrepancy cannot be accounted for by
the uncertainty (better than 30%) in the Hugoniot tem-
perature derived from the theoretical equation of state or
by the accuracy (within a factor of two) of electrical con-
ductivity derived from a dense plasma model which has
been shown to give satisfactory results in an earlier study
on aluminum plasmas [1,31]. The next concern is wheth-
er the shock front is screened by a cooler, ionized region
ahead of it. However, the possibility of an ionization pre-
cursor due to radiation or thermal conduction has been
examined in Sec. II. Such processes appear to have negli-
gible effects in the present experiment.

Alternatively, one may question the validity of the as-
sumption of thermodynamic equilibrium at the shock
front. Shock compression of the solid first leads to heat-
ing of the lattice or ions which then thermalize with elec-
trons through Coulomb collisions. In regions far behind
the shock front, complete thermodynamic equilibrium
will be established when the time elapsed since the pas-
sage of the shock wave exceeds all equilibrium times. At
the shock front, however, the temperature of the elec-
trons may differ from that of the ions depending on elec-
tron thermal conduction and the rate of energy exchange
between electrons and ions. As discussed in Sec. II, for
finite values of electron thermal conductivity and
electron-ion coupling constant, steep gradients in elec-
tron temperature will result in the shock wave. Conse-
quently, radiation from the higher-temperature equilibri-
um region will be screened by the cooler electrons at the
shock front. This would yield a lower observed electron
temperature and hence a lower intensity in the observed
optical emission.

The calculated intensities of shock emission assuming a
constant and finite equilibrium rate between electrons
and ions are presented in Fig. 8. Two different values of
the electron-ion coupling coe5cient are employed to il-
lustrate its effect. The use of a constant coupling parame-
ter over the range of temperatures and densities existing
at the shock front may be unrealistic. Such an approxi-
mation becomes even more questionable in the released
material where both the electron and ion densities drop
rapidly. Thus, the interpretation of the experimental re-
sults should focus on the peak emission intensity at the
time of shock breakout at the target free surface. The
dependence of the peak intensity of the shock emission on
shock speed is summarized in Fig. 9. The data suggest an
electron-ion coupling coeKcient of no greater than 10'
W/m K. Weaker coupling may prevail in the case of the
lowest shock strength.

V. DISCUSSION

A. The deduced value of g

Theoretical values of the electron-ion coupling con-
stant under shock conditions are not known. Since sil-
icon becomes metallic for shock amplitudes pertinent to
this study, it may be instructive to examine existing
findings on metals under normal conditions. Thermal re-
laxation in metals at normal densities has been investigat-
ed using ultrashort-pulse lasers which induce a transient
population of hot electrons [26—30]. The subsequent
thermalization of these electrons with the cold lattice is
governed by the electron-phonon coupling coefBcient.
This process differs from a shock wave in that the elec-
trons interact with phonons which are coupled modes of
ion oscillations, rather than with individual ions. More-
over, the electrons are heated by the laser radiation while
the background ions remain cold. Measurements based
on surface re6ectivity changes have yielded values of the
electron-phonon coupling constant (in units of W/m K)
of (5—10)X10' for tungsten [26], 10' for copper [27]
and gold [28], and 3.5X10' for silver [30] whereas those
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based on damage observations yielded lower values of
10' W/m K for copper and 2X10' W/m K for
molybdenum [29]. It was argued that the damage cri-
terion probed the bulk characteristics of the sample. The
similar magnitudes of the electron-ion coupling constant
in shocked silicon and the electron-phonon coupling con-
stant in metals under normal conditions, and the ex-
tremely favorable comparison between the shock results
to the damage-based results may be fortuitous. The
finding is nonetheless intriguing given the disparity be-
tween the two phenomena.

It should also be noted that the ultrafast laser experi-
ments indicate electron-ion scattering times of a few hun-
dred femtoseconds. This is not to be confused with the
electron-ion energy equilibration times which are of the
order 250 ps in this experiment. The relatively long
thermal relaxation time under shock conditions arises
from the much larger electron heat capacity at high tem-
peratures.

B. Electron-ion coupling and electron thermal conduction
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FIG. 10. Electron (T, ) and ion ( T; ) temperature gradients in
700 GPa shock ~ave for (i) gag =3.7 X 1019 Wz/m K,

3 =0.5 (dotted line), (ii) ~~ =3.7X 102 W /m K, 2 =5
(dashed line), and (iii) ~~=3.7X10 ' W /m K, A =50 (solid
line).

In our numerical analysis, the electron-ion coupling
constant g is treated as a constant, free parameter. How-
ever, the electron temperature gradient at the shock front
is not determined independently by g. As illustrated in
an analytical model, the details of which are described in
the Appendix, the electron temperature at the shock
front is dictated by a dimensionless parameter A defined
as

y 8(u, —u )

Kog

where y is the electronic heat capacity temperature
coefticient, 0 is the Hugoniot temperature, u, and u are,
respectively, the shock and particle speed. Aside from a
factor of p, the numerator in the expression for 3 is
equal to the electron enthalpy Aux per degree tempera-
ture rise required to bring the electrons to the equilibri-
um Hugoniot temperature. This quantity depends onjIy
on the equation of state. On the other hand, the denomi-
nator depends only on the transport properties through a
combined efFect of electron thermal conduction and
electron-ion coupling in supplying the necessary enthalpy
Aux. For A &(1, T, —T;-0. As A increases, T, begins
to diverge from T, . This is illustrated in Fig. 10 for a
shock wave at 460 GPa using different values of the prod-
uct &cog.

Accordingly, it is evident that experimental measure-
ments of the electron temperature at the shock front can
only be used to deduce the value of ~og. Since both of
these quantities are related to the fundamental process of
electron-ion collision, they cannot be assigned values in-
dependently. A cruci. al improvement in future studies
would be to assess experimental data on the electron tem-
perature of a shock front using a model which can self-
consistently provide the conductivities, the electron-ion
coupling constant as well as equation-of-state parameters
such as 0 and y.

C. Intensity modulation due te interference efFects

Although the temporal resolution of our measurement
is insufficient to resolve the predicted intensity modula-
tion (Fig. 3) in the present study, the observation of this
phenomenon would constitute an important test of a cru-
cial assumption, namely, that the shock front can be
treated as a Fresnel interface. Spatial structures at the
shock front such as an ionization precursor will give rise
to a refractive index gradient which can modify both the
amplitude as well as the modulation depth in the intensi-
ty modulation. Such a test may be feasible for observa-
tions at a longer wavelength as well as a slower shock
speed. The use of a much larger focal spot will also allow
measurements to be made over a greater area of a planar
shock front to increase the signal level. This will permit
the use of streak cameras at a temporal resolution of 1 —2
ps.

VI. CONCLUSIONS

The observation has revealed the important effect of
thermal relaxation at the shock front. The existence of
temperature gradients presents an ultimate obstacle to
the determination of shock temperatures directly from
pyrometric measurements of optical emission from a
shock front. Care must be exercised in the interpretation
of such data. The need to take into account of the none-
quilbrium effects render the study of shock phenomena
more complex. On the other hand, it offers an opportuni-
ty to assess qualitatively and quantitatively equilibration
processes in shock states.

The study has yielded the first determination of the
electron-ion coupling constant in a very strongly coupled
plasma. The assumption of a constant equilibration rate
throughout the entire gradients of temperature and densi-
ty is questionable. The value of the constant obtained
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should be considered as a density of temperature-
averaged result. The seemingly good agreement with
measured values of the electron-phonon coupling con-
stant in metals may be fortuitous but it may also reflect
the fundamental nature of Coulomb interactions in spite
of the different asymmetry in electron and ion tempera-
tures in a laser-heated metal and in a shock-produced
plasma.

Finally, the need for self-consistent theoretical frame-
work in modeling the equation of state, ionization, and
transport coefficients of hot, dense matter is clearly ac-
centuated by this investigation. The present piecemeal
approach of deriving the different plasma properties from
independent theoretical models has allowed us to extract
some very useful information as a guide for further
theoretical development.
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aT
c; =g(T, —T) . (A2)

The electron heat capacity is taken to be c, =y T, as ap-
propriate for a nearly Fermi-degenerate electron gas and
y is obtained form our equation-of-state model. As dis-
cussed earlier, the electron thermal conductivity in the
shock region is described by a modified Sommerfeld mod-
el: sc(T„T; ) =so(8)T, /T; where 8 is the Hugoniot tem-
perature and Kp is obtained from an equilibrium, dense
plasma model [4].

A complete description of the system requires the full
set of fluid equations for the conservation of mass,
momentum, and energy. This approach is only practical
in numerical calculations. In omitting the continuity and
momentum equations, we have assumed that the mass
density and particle speed behind the shock front reach
the Hugoniot values instantaneously. This is also evident
from the omission of terms involving kinetic energy and
P dV work from the energy Eqs. (Al) and (A2). Instead,
we require the sum of the electron and ion thermal ener-
gies to be constant everywhere in the shock wave, name-
ly,

APPENDIX , +—,'yT, =C;6+—,'y8 =E,h, (A3)

aT= B 8
c, =g(T, —T, )+ ir(T„T, ) T, ,ai (A 1)

I

To elucidate how various processes affect the approach
to equilibrium in a strong shock, a simple analytical mod-
el is used. In this model, the electrons gain energy via
Coulomb collision with the ions and via electron thermal
conduction. At constant volume and in the reference
frame of the shock wave, the energy equations governing
the two species are given by

where 0 is the Hugoniot temperature and E,& is the
thermal part of the internal energy imparted by the shock
wave. It should be noted that numerical calculation us-
ing the full set of fluid equations show a maximum of 5%
variations in the density, particle speed, and pressure
from their Hugoniot values in the nonequilibrium region
behind the shock front. However, the total thermal ener-
gy is constant to better than 2%.

By eliminating T; from Eqs. (Al) —(A3), one arrives at a
second-order partial difFerential equation in T„

yT, yT, 'aT,
1+

Kp c; at
g&Te 1 1

&p
(8' —T')+(8—T )e

c;8+y(8 +T, )/2

[c,8+y(8 —T, )/2]

dTe

ax

T a' T,
[8+y(8 —T, )/2c; ] Bx

(A4)

This equation must be solved in the moving frame of the
shock front using a Galilean transformation. Here, the
shock wave is taken to be propagating from right to left
at a velocity —u, . In the rest frame of the shock, unper-
turbed material flows into the shock front with a velocity
+u, while the compressed material leaves with a slower
velocity v =u, —u where u is the particle speed in the
laboratory frame. We seek solutions to Eq. (A4) of the
form T, =T,(x+vt)=T, (z). The problem can be ren-
dered into a dimensionless form by defining two-
dimensionless constants,

I

Under a Galilean transformation and this change of vari-
ables, Eq. (A4) can be written in a dimensionless form as
a pair of coupled first-order ordinary differential equa-
tions,

(A7a)

= A 1+—(1—g' ) (1+BE)dg B
2

B 1—
X ilg+g —1—

2
(yv8) y8

Kpg C;

and the following normalized parameters,

T~ v d Te

vyO
' 0 '

g dz

(AS)

(A6)

1+B(1+/ )/2
1+B(1—g )/2

(A7b)

The point i'd=0, g= 1 is a fixed point of these equations,
corresponding to equilibrium behind the shock front.
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Pei
P1Q 1 Ee 1 +

p&

Q . Q0 + Bio + 1 + Pil
2 ' 2 piPo

(A9)

where the subscripts 0 and 1 denote, respectively, the re-
gions immediately ahead of and behind the shock front.
In the unperturbed region, the electron enthalpy
(E, +p, /p) and the thermal conductivity are negligible
compared with those in the shocked region so that Eq.
(AS) becomes

These equations are integrated numerically using a stan-
dard fourth-order Runge-Kutta algorithm. As the initial
condition, we set tl=O and g'=1.0—s where a=10
The integration proceeds along ~.

The end point of the integration is determined by a
jump condition at the shock front. The latter is obtained
by considering Eqs. (3) and (4) for the electron and ion
energies in the two-temperature Quid model. Integration
over a vanishingly small volume element across the shock
front yields

PQ ) Ee +
pi

8Te
K

Bx
(A10)

which states that the electron enthalpy Qux at the shock
front is balanced by the heat Qux. Recognizing that
Q&=v in our coordinate system and that the electron
enthalpy is well approximated by yT, /2p for a degen-
erate, nearly free electron metal, Eq. (A10) can be rewrit-
ten in a dimensionless form giving

Ag —
g=O . (A 1 1)

For the region behind the shock front, A g ) tl. The in-
tegration proceeds until Eq. (A 1 1) is satisfied. This yields
the complete temperature profiles. A result of this
simplified analytical model is presented in Fig. 2 in com-
parison with that obtained from hydrodynamic simula-
tions. The agreement is generally within 5%.

An interesting finding of this analytical model is that
the electron temperature at the shock front is governed
by the parameter A, the physical meaning of which has
been discussed in Sec. V. This is also illustrated in Fig.
10. On the other hand, the shape of the temperature
profile is determined by the parameter 8 which is a prop-
erty of the equation of state only, as indicated in Eq.
(A5).
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