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Steady states for viscous fingers with anisotropic surface tension
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Pattern selection is considered for the case of viscous fingering in rectangular Hele-Shaw geometry
in the presence of anisotropic surface tension, using solvability analysis and a boundary-integral
method. We find that anisotropy introduced as a sinusoidal perturbation with a fourfold symmetry
is irrelevant for small driving velocities and the usual steady-state finger width in the absence of the
anisotropy is obtained. For sufficiently large driving velocities a new steady-state width is selected
when the anisotropy makes the local interfacial tension a maximum at the finger tip. This is in

agreement with recent experimental observations.
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Selection in the Saffman-Taylor (ST) problem [1] in-
volves the prediction of the steady-state shape of the fluid
interface in a two-phase flow confined in an effectively two
dimensional channel, a Hele-Shaw cell, where a less vis-
cous fluid displaces a more viscous one. This problem is a
prototype for a class of pattern-forming systems in which
interfacial instabilities [2] evolve, lead to the growth of
interfacial structures, and eventually to the selection of
well-defined steady-state patterns. In this case a compe-
tition mechanism leads to a single finger-shaped pattern
(the ST finger) in the Hele-Shaw cell at large times [3].
Experimentally [1,4] the steady-state finger is character-
ized by its width A which is a unique function of a control
parameter ¥ = 15— (%)2, where 7 is the interfacial ten-
sion, u is the viscosity of the displaced fluid, b is the gap
spacing of the Hele-Shaw cell, 2a = W is the channel
width, and v, is the velocity of the fluid very far ahead
of the interface. In standard Hele-Shaw experiments one
finds A > %W The control parameter v provides a sin-
gular perturbation to the zero-surface-tension equations
of motion describing the Hele-Shaw flow [5], and several
experiments were carried out to alter this parameter and
study the system response. New steady-state patterns
were observed in these “perturbed” Hele-Shaw cells [6-9].

In this paper we report a theoretical study of Hele-
Shaw flow when the surface tension is modified by the
addition of an anisotropic contribution. It is known
from experiments [10] and simulations of Sarkar and
Jasnow [11] and Almgren et al. [12] that even a small
anisotropy can produce drastic effects on the patterns
for viscous fingering in circular rather than rectangular
geometry. Experimentally, such a term can be introduced
if one of the bounding plates is etched with small grooves
with a regular spacing that is small compared to the size
of the patterns [11, 13]. Recently a systematic experi-
mental study of this situation has been carried out by
McCloud and Maher [14]. Our theoretical results are
found to be consistent with the measurements in the ap-
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propriate parameter range.

We have carried out a solvability analysis that includes
anisotropic interfacial tension. Solutions were found in
addition to the solutions for isotropic interfacial tension.
The steady-state pattern selection was also studied us-
ing a boundary-integral method to numerically solve the
governing equations. When the system is driven at a
large enough velocity and anisotropy makes the local in-
terfacial tension a mazimum at the fingertip, the late
time finger is distinctly wider than in the corresponding
isotropic case. The numerical solutions are in qualita-
tive agreement with the solvability analysis. The results
taken together suggest a wider, steady state in the pres-
ence of anisotropic interfacial tension. This is significant
in view of the prototypical role this system plays in the
study of pattern selection and in view of the subtle effect
of anisotropy.

We specialize to the case of high viscosity contrast.
McLean and Saffman [15] used conformal methods to
transform the equation of motion for the flow into an
integro-differential equation. If the surface tension is al-
lowed to be anisotropic, the original equation [15] is mod-
ified to give

qs% [uaqsg—g] =q—cosf, (1)
1111() q(S) = —;rsl PA ds,s’(i'('—s—)s)’ (2)
v, = v(1 —€ef(0)). 3)

Here v = 7#2(1—:\)0—2. The parameter 6 is the angle of
orientation of the interface, and s parametrizes the in-
terface, running from s = 1 at the “tip” to s = 0 at
the “tail”; #(1) = —x/2 and 0(0) = 0. We assume that
the anisotropy coefficient € is small. The zero-surface-
tension solution is, as in the isotropic case [15], go(s) =
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2z ]7 where a = (20— 1)/(1 - )% We
study the effect of a fourfold symmetry for the anisotropy
and choose f(6) = cos46 [11]. Using the standard
solvability analysis [8, 16], we linearize Eq. (1) around
0(s) = 0o(s) + v6:1(s) and carrying out a singular per-
turbation expansion. In particular, we neglect terms
quadratic in € and terms quadratic in v and terms cu-
bic in » multiplying derivatives of #;. Furthermore, since
the anisotropic parameter ¢ is small, we neglect terms
quadratic in € and terms linear in € and quadratic in
v multiplying derivatives of ;. Our approximation is

valid as long as |¢| is of the order v or smaller. Next
1

cosbg(s) = [

the variable s is replaced by n = [ﬁ] * | which in
terms of Cartesian coordinates is the slope varying from
—o00 to oo passing through n = 0 at the tip of the fin-
ger. Finally the above equation is simplified after a fur-
(1+ﬁ2n2)1/29 (1), wh

(1+n2yi/a Y1(1), where
B = (1+a)2 = 1/(1 - )). This yields an equation of
the form

LO(n) = Ra(n), (4)

where the left-hand side [17] is the same as in the case of
isotropic surface tension [8]. The right-hand side of (4)
is given by R4(n) = R(n)(1 — ecos 46y) + R*(n), where

73 + B (n* — 2)]

ther change of variable ©(n) =

R(n) = i 5
" (1+820%)z (1 +7n?)4
4 2
n*—6m° 41
st ="Grrnr
and
. 16 1+,8221/21_ 2
R(n) = e m( ) FA-nt)

(n? + 1)17/4

The next step of standard solvability analysis [8] is to
consider the “cusp function”

A= /jo dn©oR4(7n), (5)

where O satisfies L@ = 0 and L' is the adjoint of the
operator L. Since the left-hand side of Eq. (4) is exactly
the same as for the isotropic case, the solution of Hong
and Langer for the null eigenvector Oy is still valid for our
case. Using Ref. [8] the null eigenvector Oy is equal to the

Tt
imaginary part of ¢, given by ©¢, =ev* /Qi_/‘l, where
d¥ . ~1/2 48° (1+in) 3 (1—in) 3
Gk =1 +/ and Q4 (n) = % A(A,v¢€)
can be evaluated by the method of steepest descent.
Because of the analytical structure of the functions in
Eq. (5), two distinct situations occur depending on the

range of values of the finger width A [8]. For the case
A < 1/2 the normalized cusp function is [18]

AN v,e) = e {a1g1/14 — azﬁ} . (6)
g

For A > 1/2, the integral in the exponential term of ©g
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has a pole inside the contour of integration, and the cusp
function has an extra term. One finds

E()) €
AN v, e)=e vv {al(—g)”“+az("_m}
2mw(2A — 1)%

X cos m (7)

In the above expressions

.- a2,

923/14 1
"72Ta T (27/14)"

289/14 1

=3 =3 _
“ T729/14 T (43/14)

The zeros of the cusp function provide the solvability
condition that leads to a relationship between A, v, and e.
For € > 0 the cusp function of Eq. (6) may vanish; thus a
possible solution for A < 1/2 exists. This has been found
by Dorsey and Martin [19] using a numerical nonlinear
eigenvalue method. Close to (but below) A = 1/2, we

7/8
find A~ £ — & (2) 7 %5 and close to A = 0, A ~
1 V2

/16 (,y1/a ) ] )
(ﬁ—;) —:-116-— These asymptotic scalings, i.e., v ~ €7/4
at fixed A ~ 1/2, and A ~ v'/% for small ) at fixed ¢, were
obtained previously for dendritic growth in a channel in
the limit in which it is mathematically equivalent to the
Hele-Shaw problem [20]. For A > 1/2, the cusp function
(7) can vanish because of the cosine term, thus predicting
that close to A = 1/2 the finger width increases with v

as
1 1
AQE-F?VS. (8)

This is exactly the same solution as that of the isotropic
interfacial tension case. Thus for a positive €, namely
when local interfacial tension has a minimum at the fin-
gertip, there are two possible solutions: one for A < 1/2;
the other for A > 1/2, with a width that is the same
as that of the steady-state finger with isotropic surface
tension. Our numerical results presented below indicate
that it is the A > 1/2 solution that is actually selected.
When € < 0, i.e., when the local interfacial tension has
a mazimum value at the fingertip, the cusp function (6)
cannot vanish; thus no solution for A < 1/2 exists. On
the other hand, for A > 1/2 the zeros of the cusp function
can be given by either of the two terms multiplying the
exponential in (7) [22]. The vanishing of the cosine leads
to Eq. (8). A new solution is given by the vanishing of
the other multiplicative term in (7), and close to A = 1/2

1S
T/8 (_ _N7/8
,\:%Jri(@) =97 (9)

1
23 ai vz

Since intuitively we expect that larger interfacial tension
at the tip leads to a wider finger, the new solution may be
physically viable if it does give a larger A. This happens

3/4
when v is smaller than v, = 212/7 (Z—f) (—€)%/4. Thus
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for small v, or large driving velocity, a new steady state
may be selected [21]. On the other hand, for v > v, or
small driving velocity, Eq. (8) gives a wider finger, and
the same steady state as that of the isotropic case should
be recovered.

Whether or not a solution is selected by nature can
only be answered by additional considerations. Here we
decided to simulate the experimental situation by nu-
merically solving the flow equations and following the
dynamical evolution of the pattern as it develops from
an initially near flat shape. The numerical method used
is standard [23]. The equation to be integrated is of the
form

Stot
—C—é—ﬂ - / ds'h- V'G(s,s")C(s")
0

stot
= /0 ds'G(s, s )vn(s'), (10)

where the interface shape is parametrized by the con-
tour variable s. The integration extends over the en-
tire contour of length Si,: in a channel of width W.
The Green’s function G(s,s’) = G(r(s),r(s’)) satisfies
V2G(r,r') = —§(r — r'), with periodic boundary con-
ditions in the direction transverse to the flow direc-
tion [23]. In (10), v, is the normal velocity of the in-
terface. C(s) is essentially the pressure at the interface
C(s) = do(1+ 6 — dcos46(s))k(s) + &(s)/l, where 0(s)
is the angle of the normal to the interface (into the dis-
placed fluid) with respect to the channel direction, x(s)
is the local curvature, and the length £ measures the dis-
placement from the (unstable) flat interface that would
advance with vo, ~ 1/l. The parameter dy is a capillary
length, and in terms of suitably dimensionless variables,
the control parameter -y introduced previously is given by
v = 4dol/W?2. Finally § is a measure of the anisotropy.
For purposes of numerical comparisons it was judged ad-
vantageous to keep the surface tension at the tip fixed,
even with the introduction of anisotropy. The relation to
the anisotropy € introduced in (3) is §/(1+ 4) = €. Since
we will only be considering relatively small §, there is
no essential difference. All parameters are dimensionless
at this stage. Positive § ~ ¢ makes the channel direc-
tion the “easy” direction with the tip having locally a
minimal surface tension. A symmetric configuration £(s)
slightly perturbing a flat interface is given at the initial
time. Then (10) is an integral equation for the normal
velocities, v,(s). The position of the curve is updated
and the process repeated. Further details are provided
in Refs. [23, 24].

Simulations with a variety of parameter choices were
run. Counsistently it has been found that in the tran-
sient regime finger shapes are systematically narrower
for 6 > 0 than for the isotropic case where § = 0, and
they are systematically wider for § < 0. But then, as
the finger develops, for relatively small driving veloc-
ity, the finger widths become indistinguishable from the
isotropic case. This is true for values of |§| up to 0.20,
which is considerably larger than the anisotropy required
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to make a profound change on patterns in circular ge-
ometry [11]. Qualitatively this is reasonable since the
sidewalls already introduce effective anisotropy, which for
small driving velocity may overwhelm a small additional
local anisotropy.

Several representative runs are now shown. The first
examples have dg = 1.0, 1/l = vy, = 0.01, and W = 60,
corresponding to v ~ 0.1. Parameters were chosen here
to yield a value of X significantly larger than one-half.
In Fig. 1 the early time behavior for the isotropic case
(6 = 0) and § = £0.10 are shown. The initial condi-
tion is the same for all cases. Although the patterns
shown are not very well defined fingers at this early time,
the widths are becoming roughly the same while, early
on, the shapes are observably different. At intermediate
times (¢ = 25 — 50 x 103) the fingers become better de-
fined, with essentially equal widths. In Fig. 2 the final
fingertip regions are shown superimposed by making the
tip positions agree. The three cases are virtually indistin-
guishable. To the precision of the simulations the shape
of the tip is at most weakly dependent on the anisotropy.
Note that in the final time shown in Fig. 2 the total
extent of the structure is about 1000 in the channel di-
rection, but down at the tail there are still oscillations
that damp out as one moves toward the tip. Our nu-
merical results on the dynamical growth indicate that
a wider finger can be generated for negative § ~ € at
sufficiently small 4. In Fig. 3 an example run is shown
with the effective driving force < increased by a factor
of 30. The relative anisotropy remains at € ~ § = —0.1,
which again makes the surface tension at the tip a lo-
cal maximum. Reversing the sign of § did not appear to
produce a finger narrower than the isotropic one. This
seems to suggest that the solution for A < 1/2 found by
our solvability analysis as well as in Refs. [19, 20] is not
actually selected, at least within the range of parame-
ters of the simulations. This would imply that the small
anisotropy introduced by § > 0, which would make the
channel direction “easier” for the finger to advance, is
negligible compared to the effect of the sidewalls that al-
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FIG. 1. Early time evolution of the finger structure. The
solid line near the center is the initial condition in all cases.
The legend indicates the value of surface tension anisotropy
§. The different sets of curves indicate dimensionless times
equally spaced from zero to ¢t = 25 000.
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FIG. 2. Tip region at ¢ = 75000. Notice that the entire
finger structure covers a length of about 1000 along the chan-
nel direction. The two anisotropic curves are rigidly trans-
lated in the channel direction so that tip positions agree with
that of the curve for isotropic surface tension.

ready provide an effective anisotropy, which makes the
channel direction “the easy” direction. Our numerical
limits were reached before the anisotropic finger clearly
settled down after a transient period of widening out to
the corresponding isotropic finger. Numerical difficulties
prevented us from using larger driving forces in the sim-
ulation, so that the selection of a narrower finger at very
small v and € cannot be ruled out. For the case of § < 0,
the anisotropy introduced does not favor the same di-
rection, which is naturally favored by the walls, and its
effect gives rise to a different solution.

The dynamical evolution of the pattern, at early to in-
termediate times, is clearly dependent on the interfacial
tension anisotropy strength e. However, our numerical
results, taken together with the solvability analysis, indi-
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FIG. 3. Finger evolution for larger driving force v =
4do /veW? ~ 0.004, with § = —0.1 suggesting a wider fin-
ger than the corresponding isotropic one (solid line).
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cate that, for a sufficiently low driving force, anisotropy
in the local interfacial tension in the form of Eq. (3)
is irrelevant for steady-state finger widths in a rectan-
gular Hele-Shaw cell with high viscosity contrast. On
the other hand, when anisotropy makes the local inter-
facial tension a maximum at the fingertip, and when the
driving velocity is sufficiently large, both theory and nu-
merical simulation predict a solution that gives a wider
finger than the corresponding solution with isotropic in-
terfacial tension. Due to the narrow range of v in which
the solvability analysis is valid [21], it is only possible
for us to compare qualitatively the theory with numer-
ical simulations. Indeed, both methods predict a new
steady state that should be observable in an experimen-
tal setup that can cleanly control the fourfold surface
tension anisotropy. We are therefore suggesting a new
steady-state pattern in the presence of anisotropy. We
conjecture that for € < 0 the system will choose from the
two plausible solutions the one that predicts the wider
finger. This conjecture puts the analytical results of the
solvability analysis and the dynamical simulations into a
consistent picture.

This physical picture is also consistent with the very
recent experiments of McCloud and Maher [14], where
they have etched the bounding plates of the Hele-Shaw
cell to produce an effective anisotropy. In particular, our
theoretical results presented above give a qualitative ex-
planation of their experiments when the perturbation due
to anisotropy can be considered as microscopic [14]. In
McCloud and Maher’s experiments, for system parame-
ters that produce a large v, such as a wide cell gap or
small driving velocity, the etched lattices have no ob-
servable effect on the ST finger, i.e., the finger is the
same as that of the unperturbed flow, and the lattice
anisotropy is essentially irrelevant. On the other hand,
for small v, a wider finger is systematically observed, and
the change from the usual ST finger to the wider one is
apparently sharp as the parameter v is reduced. Experi-
mentally the anisotropy can be varied using different cell
gaps [14], and the selection of the wider fingers does not
set in abruptly at some very large value of anisotropy.
It appears smoothly as the anisotropy is increased, with
small anisotropies yielding results indistinguishable from
the ST values and larger anisotropies showing stronger
effects. Our theoretical results presented above are con-
sistent with these observations. Comparisons with our
theoretical results have been partially made in McCloud
and Maher’s article [14]; we refer interested readers to
that reference for more details.

Finally, we note that experiments that produce
markedly changed steady states, such as those in Refs.
[6,7], may actually introduce nonlocal effects or other ef-
fects not included in the simplest modeling done here.
Furthermore, we have not treated kinetic anisotropy,
which would be included in the boundary condition at
the interface as a term of the form 3(6)v,,, where the co-
efficient 3 has fourfold symmetry [11]. Preliminary sim-
ulations indicate that kinetic anisotropy can control the
finger width and may play a role in the experiments. It
will be interesting to consider these effects in a further
analysis.
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