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Herein, the term fractional Brownian motion is used to refer to a class of random walks with long-
range correlated steps where the mean square displacement of the walker at large time # is proportional

to t2H

with 0 < H < 1. For ordinary Brownian motion we obtain H = % Let T denote the time at which

the random walker starting at the origin first returns to the origin. The purpose of this paper is to show
that the probability distribution of T scales with T as P(T)~ T# 2. Theoretical arguments and numeri-
cal simulations are presented to support the result. Additional issues explored include modification to
the power law distribution when the random walk is biased and the application of the result to the char-
acterization of on-off intermittency, a recently proposed mechanism for bursting.

PACS number(s): 05.40.+j

I. INTRODUCTION

Consider a random walk defined as the sum [1],
R, =& +&+ - +§,, (1)

where the steps §; are taken from a discrete Gaussian
process with (£;) =0 and (£?)=0"?, { ) denoting the en-
semble average. Let C(s)=(§;£ ;) be the correlation
function between two steps separated by a time s. One
can show [2] that if C(s) decays sufficiently fast with in-
creasing s such that 3 ,C(s) is finite, then, for large n,
the mean square displacement of R, generally scales with
n as

(R})~n . )

Ordinary Brownian motion with independent steps be-
longs to this category. As a consequence, random walks
of the above type are said to be in the Brownian domain
of attraction [2].

On the other hand, if 3,2 ,C(s) converges to a certain
specific value and 3 7_,sC(s) diverges with n, or if the
rate of decay of C(s) is slower than that required for
3 22 oC (s) to remain finite, Eq. (2) generalizes to

(R2)~nH, 3)

for large n, where H is the Hurst exponent satisfying
0<H <1, and the resulting random walk is called the
fractional Brownian motion [3-5].

The theoretical paradigm of random walk has impor-
tant applications in a variety of scientific disciplines, in-
cluding physics [6], chemistry [6], and biology [7,8], as
well as in engineering [9]. For example, a diffusion pro-
cess can be modeled by a random walk. In particular,
long-range correlated random walks with H1 are also
called anomalous diffusions [10]. Furthermore, recent
studies suggest that the ideas of fractional Brownian
motion provide a natural theoretical framework in which
to analyze and model many phenomena arising in physics
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[10] and biology [8,11]. These findings are in addition to
the original discovery by Hurst on long-range correlation
in river flood records [12] that inspired the idea of frac-
tional Brownian motion [3].

In the present work, we investigate the distribution
[13] of the first return time T defined by the event [14]

Ry=0,R,>0,R,>0,...,R;>0and Ry, ,<0;

or, symmetrically,
R,=0,R;<0,R,<0,...,R;p<0and R;,,20.

Here the initial condition R, =0 is added to indicate that
the origin is the starting point. Our main results are as
follows. First, the distribution P(T) scales with T as a
power law,

P(T)~TH 2, 4)

Second, if the random step has a finite mean (&;)=A,
i.e., the random walk is biased, the power law (4) breaks
down from above at T, where

1/(H—1)

T~_

s

(5)

Here o is the standard deviation of &;. Third, Eq. (4)
also holds for deterministic anomalous diffusions pro-
duced by chaotic processes where the steps are not
Gaussian distributed. Fourth, the distribution of the first
passage time appears to obey the same power law, Eq. (4),
for large T. Fifth, we apply the results above to the char-
acterization of on-off intermittency [15], a problem which
originally motivated our interest in the first return time.
We show that, for random modulations generated by
fractional Brownian motion (fractional noise), distinct
characteristics emerge.

II. THEORY AND NUMERICAL EXPERIMENTS

In this section we begin by exploiting the fractal prop-
erties of random walks to derive Eq. (4). Consider a reali-
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zation of Eq. (1). Let B be a very large integer denoting
its duration. If we connect the steps taken by the walker
in the R versus n plane we obtain a random graph that is
a fractal with a dimension of D, =2—H [4]. Imagine
drawing a horizontal line at R =0. Due to translational
symmetry in time, the length of the interval between two
successive intersections between the line and the random
graph approximates the first return time 7. (Intuitively,
the error due to the approximation should get smaller for
smaller o. Moreover, for a given o, the relative error be-
comes smaller for larger 7). (If we consider the
continuous-time limit of the random walk, then this is no
longer an approximation and it is accurate. See Sec. IV
for further discussion on this point.) The intersection
points again form a fractal set the dimension of which is
[16]
D,=D;+1-2
=1—H,

where 1 in the first line is the dimension of the R =0 line
and 2 is the dimension of the space in which the fractal is
embedded. Consider the measurement of this dimension
with the box-counting method [17] and let T >>1 be the

box size. Then the number of boxes needed to cover the
intersections is

B Zr>rP(LIL
T T ’
where the first term is the total number of boxes needed
to cover the entire interval [0, B], and the second term is
the total number of boxes falling in the intervals between
intersections. Here for convenience we suppose that
P(L) is the number of intervals of length L. From the
definition of the box dimension we have

N(T)~T U8
Combining the two equations yields

B_ Zi>rPIDL ~T—O0—H

T T ’
or equivalently,

N(T)~

1- s PE~TH
L>T B

Introducing a new variable Y =L /B, for large B, the sum
can be replaced by an integral, giving

1—B f P(BY)YdY~TH
T/B

where the upper limit is some constant independent of T.
Differentiating both sides with respect to 7 leads to

P(T)~TH—2 |

which is Eq. (4).

We perform numerical experiments to verify Eq. (4).
Random graphs, generated using the random midpoint
displacement method [18], for H =0.8 and H =0.3 are
displayed in Figs. 1(a) and 1(b). We fix the standard devi-
ation of the Gaussian steps &; to be o =1 for both cases.
Segments of large scale, roughly unidirectional excur-
sions are seen in the random walk with H =0.8, but the
random walk with H =0.3 appears to exhibit no such

tendency. This is an important distinction that can be ex-
plained by the persistent and antipersistent trends in ran-
dom walks with H > and H <1 [4]. By persistent we
mean that a positive step tends to follow a positive step.
With long-range correlation it can be further said that a
generally increasing segment tends to follow a generally
increasing one. For antipersistent walks the opposite is
true. In Figs. 2(a) and 2(b) the distributions of T for
H =0.8 and H =0.3 are plotted on a log-log scale. The
straight lines, with slopes of H —2=-—1.2 and
H —2=—1.7, respectively, are drawn to demonstrate the
good agreement with the prediction by Eq. (4).

Strictly speaking, the power law in Eq. (4) holds true
for larger T only when the random walk is unbiased, i.e.,
(£;)=0. When (§; ) =A70, the distribution modifies to
be

P(T)~TH 2% "5 | (6)
giving rise to the exponential shoulders seen in Fig. 1(b)
for A=0.01 (squares) and A=0.1 (triangles). The power
law breaks down at roughly T =T, where T is the time
at which the systematic drift due to the bias, T A, and the
diffusive spread, TSHU, become comparable, namely,
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FIG. 1. Random walk realizations for (a) H =0.8 and (b)
H=0.3. Here A=(£)=0and o*=(£2)=1.
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TA~THo .

This can be solved to give
1/(H—1)
T, ~

(e

which is Eq. (5), where o is the standard deviation of the
random variable &;. In Fig. 3 we test this relation for
H =0.3. The straight line fit has the predicted slope of
1/(H—1)=—10/7. Again good agreement between
theory and experiment is attained. We mention that the
function form in Eq. (6) is established empirically and the
values of T used in Fig. 3 are obtained from data fitting.
Anomalous diffusions also occur in deterministic sys-
tems with chaotic dynamics and they have been used to
explain the 1/f type of power spectra observed in
Josephson junctions [19,20]. Our interest is to see wheth-
er Eq. (4) holds for this class of deterministic fractional
Brownian motion. Consider one-dimensional maps of the
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FIG. 2. Distribution P(T) of the first return time T for (a)
H =0.8 and (b) H=0.3. Here A=0 in the case of (a) and o =1
for both cases. The values of A used in (b) are A=0.0 (plus
signs), A=0.01 (squares) and A=0.1 (triangles). The straight
lines have slopes of (a) —1.2 and (b) — 1.7, respectively.

form R,,;=g(R,) where g(R +k)=g(R)+k and
g(—R)=—g(R). For concreteness, we choose

R—1+a(R—m);, m=R=m+1%, "

g(R)= R+1—a(m+1—Ry¥, m+Li<R<m+1,

)]

where m is an integer and the exponent z specifies the
properties of the diffusion. In particular, the mean
square displacement ( R?) is expressed as [20]

nt, z>2,
(R,%)"' n3-—1/(z-—1)’ %<z<2’

n, l1<z<3.

In terms of the Hurst exponent, this translates to H =1
for 222, H=3—1/[2(z—1)] for $<z<2 and H=1]
for 1<z <2. Note that in this type of model only per-
sistent and ordinary diffusions (H =1/2) are possible.
To obtain antipersistent diffusion a different class of maps
exhibiting type III intermittency needs to be used [19].
Our numerical result on the distribution of the first re-
turn time is shown in Fig. 4 for z =1.6 and hence H = 2.
The straight line in the figure has a slope of
H —2=—4/3. Evidently the data are in good agreement
with the prediction of Eq. (4).

The purpose of this deterministic example is twofold.
First, it demonstrates the validity of Eq. (4) for the distri-
bution of the first return time in fractional Brownian
motions generated by chaotic processes. Second, it gen-
eralizes the applicability of Eq. (4) to non-Gaussian pro-
cesses, since unlike the calculations done earlier, the
deterministic walk here has steps §; =R, —R;_ that are
not Gaussian distributed.

Next we examine the distribution of the first passage
time. By first passage time we mean the amount of time it
takes for the random walker, starting at the origin, to
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FIG. 3. The breakdown point of the power law T, vs A/o
computed for the type of plot in Fig. 2(b) with H =0.3. The
slope of the straight line fit is — 1.
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FIG. 4. Distribution P(T) of the first return time T for deter-
ministic anomalous diffusion from Eq. (7) with z=1.6. The

. .. g
slope of the straight line is — 3.

cross a certain level for the first time. The first return
time can be thought of as a special case of setting the lev-
el at zero. Based on the analysis above we conjecture that
the same power law, Eq. (4), governs the distribution of
the first passage time T for large 7. Figure 5 shows a
log-log plot of P(T) versus of T for a random fractional
Brownian motion with H =0.3 where A=0 and o=1.
The crossing level is set at R =1. The slope of the
straight line is H —2=—1.7, as would be predicted by
Eq. (4), which apparently agrees with the linear trend in
the data points.

III. CHARACTERIZATION OF ON-OFF
INTERMITTENCY MODULATED
BY FRACTIONAL NOISE

The term intermittency denotes irregular alternations
in certain system variables between segments of relatively
constant motion (laminar phase) and segments of erratic
burst. The distinction between on-off intermittency and
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FIG. 5. Distribution P(T) of the first passage time T for

H =0.3. Here A=0 and o=1. The crossing level is set at
R =1.0. The slope of the straight line is —1.7.
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the three types of intermittencies of Pomeau and Manne-
ville [21] is that during the laminar phase (off state),
while the relevant variable in the Pomeau-Manneville
case passes monotonically through a ‘“‘channel,” the on-
off intermittent observable undergoes modulations by
random or chaotic processes. The essential features of
on-off intermittency are captured by the following one-
dimensional map [22]:

X, +1=2,f(x,) (8)

with f(0)=0, f'(0)=1, and z,=a7, =0 a random or a
chaotic process. Given {7, }, there is a critical value of a
denoted a, such that for a <a, the origin is asymptotical-
ly stable. If a is increased slightly above a. the variable x
exhibits on-off intermittency which is illustrated in Fig.
6(a) for a specific choice of {7,} and f(x) (see below).
Let 7 be the threshold value of x above which the signal
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FIG. 6. (a) On-off intermittent signal x versus »n from Eq. (16)
with @ =1.01=a,+0.01. The fractional modulation noise are
generated by a fractional Brownian motion with H =0.3. (b)
Distribution P (T) of the laminar phase duration T for the type
of signal in (a). See text for the values of other parameters.
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is considered on and below which the signal is considered
off. In practice, the choice of 7 should be such that for
x <7 Eq. (8) can be approximated by its linearization
near the origin,

Xp+1"2ZpXp - (9)

The generality of Eq. (8) lies in that the linear equation
(9) is a model for a diverse set of situations [23]. The
nonlinear part of f (x) serves to keep x bounded and rein-
jected back to the neighborhood of x =0. Its detailed
form does not affect the universal features exhibited by
on-off intermittent systems.

A variety of quantities have been applied to character-
ize signals like the one in Fig. 6(a) [15,22-24]. In this
work we are mainly interested in the distribution of the
laminar phase duration [22] which seems to be the most
robust in an experimental situation. The problem can be
analyzed as follows. Take the logarithm of both sides of
Eq. (9). The result is

Inx, ;,=Inz, +Inx, . (10)

Let s,=Inx,, £,=Inz, =A+Inn,, where A=Ina, and
R,=3%_&x. Then the evolution of s can be written as

S,+1=s;+R, , (1n

or in terms of x,

+E e+
n e§1 &t 5,,x

X, +1—e "x|= (12)

which is described by the random walk (or chaotic walk if
the underlying modulation is chaotic [22])

R,=&t&+86+ -+, (13)

with the step size £, and Ry=0. On-off intermittency
occurs if (£,) is greater than zero. It will not occur if
(&, is less than zero. When (£, ) =0, meaning that the
random walk is unbiased, we have the critical case. The
value of a, is found to be

A,=Ina,=—(ln7y) . (14)

We henceforth take (Inn) =0 and thus a, = 1.

Assume, without loss of generality, that at the begin-
ning of each laminar episode, x; =7. The occurrence of a
laminar phase of length T is then determined by

Ry,=0, R, <0, R, <0, R;<0,...,R;_,<0,
and R;=0. (15)

Clearly, this quantity T is the same as the first return
time defined in Sec. I. Note that in the present context
the return of interest occurs when the walker passes the
zero axis from below. The distribution of the corre-
sponding T, however, is the same as that of the first re-
turn time involving returns from both directions. We
thus use the same variable T to denote both the first re-
turn time and the laminar phase duration.

Past work on on-off intermittency has only considered
noise in the Brownian domain of attraction. In particu-
lar, regarding the distribution P (T) of the laminar phase
duration T, it is shown in [22] that

P(T)~T737,

corresponding to letting H =1 in Eq. (4). In what fol-
lows we study the effect of fractional noise [3,25] modula-
tion (see next section for further discussions of this as-
pect). For numerical work we choose Eq. (8) to be
—bx

Xn+1=ZyXp€ " ’ (16)
where 0=x < and b >0. Whenz,=a >1(n,=1)isa
constant, the fixed point near the origin is found to be
x*=Ina /b. The value of x * can be used to give a rough
estimate of the threshold 7 below which we have the lam-
inar phase and a linear approximation for Eq. (16) is val-
id. By adjusting b we can vary the relative size of the
linear region. This feature gives the map more flexibility
than, say, the logistic map. The fractional noise £; is gen-
erated as follows. Create the path of a random walk R,
with a given H using the algorithm of random midpoint
displacement utilizing steps from a Gaussian distribution
with zero mean and a variance of 0. From R, compute
the realization sequence In7); according to
Inm; =R; —R; _,. Then, by definition, §; =Ina +Inn;, and
the modulation z; is obtained as z;=e”’. The critical
value for a is a,=1. By choosing b =1.0, 0 =0.4, and
H =0.3 the system responses for a =a_+0.01 are shown
in Fig. 6(a). If a <a, the values of x rapidly decay to
near zero and stay there for as long as the experiment is
operating. Using 7=0.1 as the threshold value we com-
pute the distribution of laminar phase durations for the
type of signal in Fig. 6(a) and the result is shown in Fig.
6(b). The parameter values used are b =0.01, 0 =0.05,
and H =0.3. The plus signs are for a =a, +0.00005, the
squares for a =a,+0.005 and the triangles for
a =a,+0.05. The straight line in the figure has a slope
of H—2=—1.7 and it agrees well with the data points.
This result is to be expected from the discussion preced-
ing and about Eq. (15) that the distribution P(T) of the
laminar phase duration T be the same as that of the first
return time, namely, Eq. (4). In the same figure we also
observe the breakdown of the power law from above
when a >a,=1. The correction term in this case is again
exponential as in Eq. (6). The breakdown point T has
the scaling relation,
1/(H—1)

T ~

s

where A=Ina.

IV. SUMMARY AND DISCUSSION

The central result of this paper is Eq. (4), which states
that the distribution P(T) of the first return time T in
fractional Brownian motion scales with T as a power law,
where the exponent is a function of the Hurst exponent
H. A theoretical argument based on the fractal nature of
random walks is employed to derive the relation. Further
support from numerical experiments is presented. When
the random walk is biased, the power law breaks down
from above, and an exponential correction term needs to
be introduced. Additionally, we demonstrate that the
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same power law form holds for the distribution of the
first passage time, and moreover, it holds for the distribu-
tion of the first return time in anomalous diffusions gen-
erated by deterministic chaotic processes, where the steps
are not Gaussian distributed. This latter point leads us to
conjecture that for a given random walk, the asymptotic
form of the first return time distribution depends only on
the mean square displacement at large time, Eq. (3), not
on the distribution of the random walk steps. This seems
understandable since Eq. (3) specifies the self-affine prop-
erties of the underlying fractal which, in turn, provide the
basis for the argument used in Sec. II to derive Eq. (4).
Finally, we find that the characters of on-off intermittent
signals with fractional noise modulation are indexed by
the Hurst exponent, which include the case with ordinary
Brownian noise as a special case.

To conclude, we make two remarks, one on the
relevance of this work to the case of continuous-time
fractional Brownian motion, and the other on the motiva-
tion, from the viewpoint of a stochastic differential equa-
tion, behind the form of fractional noise perturbation, e,
used in the equations of Sec. III.

Strictly speaking, for a continuous-time fractional
Brownian motion, the distribution of the first return time
is not well defined in the sense that a finite time interval
may contain infinite many crossing points with the zero
axis [26]. In particular, from Eq. (4) we see that the limit
T —0 is singular and the distribution is not normalizable.
On the other hand, if we introduce a lower cutoff value
for the interval between successive crossings and take
into account only such interval whose length is longer
than the cutoff value, it would still be possible to define
the time of first return and consider its distribution. This
stipulation is reasonable from an experimental point of
view since any measurement apparatus will contain a nat-
ural cutoff due to finite precision. We thus believe that
the results in this paper are also applicable to the
continuous-time case provided the above restriction is
properly implemented.

Next, let us consider the Langevin equation [27],

dx,
dt
where x, 20, >0, and &, is a multiplicative Gaussian
process of zero mean {&;)=0. Clearly, x,=0 is a solu-
tion of Eq. (17), and its stability is determined by the

=(A—Bx2+E&)x, , (17)

linearization about the origin
dx,
dt

where |x,| <<1. One can formally solve Eq. (18) and ob-
tain

=(A+E,)x, , (18)

t
R efo(Hgs)dsxo (19)

x,=e 'xy=
If A <O then the origin is stable with probability one.
The critical case occurs at A=0. When 0<A<<1 it is
shown in [27] that, for Gaussian white noise &,, Eq. (17)
exhibits on-off intermittency.

The same stability analysis and conclusion apply when
&; is a fractional noise process with long-range correla-
tion. In this case the characteristics of the on-off inter-
mittent signal will be a function of the Hurst exponent H
defined by the mean square displacement relation

((R,—At)?) ~t (20)

Let 7 be a small number so that x, <7 is in the off state.
The evolution of such x, is approximately governed by
Eq. (18). The distribution of the laminar phase duration
depends on the behavior of the continuous-time fraction-
al Brownian motion R,= [}(A+£,)ds in Eq. (19). It is
the analogy between Eq. (12) and Eq. (19) that constitutes
the basis, from a differential equation point of view, for
considering fractional noise in the equations in Sec. III in
the form of e”'. Further analogies can be made between
(8) and (17), and between (9) and (18). These analogies
lead us to expect that many other universal properties of
on-off intermittency be the same for both discrete and
continuous systems. This, together with the relative easi-
ness of handling discrete maps, is seen as further motiva-
tion for the study carried out in Sec. III. We will report
our result on the study of Eq. (17) with fractional noise
in a future publication [28].
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