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Simulation study of the isotropic-to-nematic transitions of semifIexible polymers
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We report computer simulations of a three-dimensional system of semiBexible polymers consist-
ing of hard spherocylinders connected by joints of variable Hexibility. In these simulations, we have
studied the inQuence of molecular flexibility on the location of the isotropic-nematic phase transi-
tion. A comparison of our numerical results with available theoretical predictions indicates that the
existing theories systematica'lly overestimate the density of the coexisting phases. We observe that
our simulation data agree well with the available experimental data.

PACS number(s): 64.70.Md, 61.25.Hq, 61.20.Ja

I. INTRODUCTION

Liquid-crystalline phases of semiflexible polymers play
an important role both in biological and in synthetic ma-
terials [1—3]. There is ample experimental evidence that
semiflexible molecules can exhibit a rich phase behav-
ior [4]. Prediction of the phase behavior of such poly-
meric materials is an important step towards a full char-
acterization of the structural and dynamical properties
of liquid-crystalline polymeric materials. The theoretical
study of semiflexible polymers was initiated by Flory as
early as 1956 [5]. And, although there is by now a large
body of theoretical knowledge on semiflexible polymers,
the statistical behavior of bulk systems of semiflexible
polymers is still incompletely understood. In Flory's ap-
proach, the polymers are modeled as self-avoiding ran-
dom walks on a three-dimensional lattice. The fraction
of bonds that are bent in equilibrium provide a measure
for the molecular flexibility. When treated at the mean-
Geld level, the Flory model exhibits a first-order phase
transition from the isotropic phase to an orientationally
ordered state, when the Hexibility drops below a critical
value. Other mean-field theories [6—S] also predict such a
phase transition for three-dimensional lattice polymers.
However, these mean-Geld results appear to be at odds
with the fact that several exactly solvable (but highly
simplified) models for three-dimensional lattice polymers
exhibit a continuous phase transition [9,10]. It would
therefore seem that computer simulation is a logical tool
to investigate the phase behavior of semiflexible poly-
mers. In fact, several authors have reported such sim-
ulations [11,12]. However, somewhat surprisingly, long-
range orientational order has thus far not been observed
in such simulations of three-dimensional athermal lattice
polymers. Simulations of athermal polymers on a cu-
bic lattice [11] and on a tetrahedral lattice [12] do not

show the onset of long-range orientational order, but the
formation of ordered domains. The linear dimension of
these domains is of the order of the contour length of the
polymer. In Refs. [11,12], a true isotropic-nematic phase
transition of semiflexible lattice polymers was only ob-
served if an attractive interaction between parallel near-
est neighbor segments was included. The reason why the
athermal semiflexible polymers do not seem to form an
orientationally ordered phase may, at least in part, be
due to the fact that the simulations referred to above
were all performed on lattice models. Also, the theo-
retical approaches for lattice models that are described
above give conHicting predictions about the phase transi-
tion. It is therefore of considerable interest to consider an
ofF-lattice system of continuously deformable polymers.
Simulations of a specific ofF-lattice system of semiHexible
chain molecules consisting of linked hard spheres showed
the presence of three Huid phases, that were identifled as
isotropic, nematic, and smectic A [13]. In. fact, all ex-
isting theories for the phase behavior of o8'-lattice mod-
els for three-dimensional semiflexible polymers predict a
first-order isotropic-to-nematic phase transition [14—19].
These theories for the phase behavior of ofF-lattice semi-
Hexible polymers will be reviewed in more detail in Sec.
II. At this stage, it is important to note that these theo-
ries make significantly differing predictions for the phase
diagram. It is therefore interesting to investigate the
phase behavior of ofF-lattice semiflexible polymers sys-
tematically by computer simulations. In this paper, we
describe Monte Carlo simulations of a three-dimensional
system of semiHexible polymers consisting of hard sphe-
rocylinders connected by joints of variable Hexibility. In
particular, we investigate the influence of Hexibility on
the isotropic-nematic phase transition. The simulation
method is discussed in Sec. III and the results of the
simulations are reported in Sec. IV.

*Present address: Physical Chemistry Laboratory, Oxford
University, South Parks Road, Oxford OXl 3QZ, United
Kingdom.

II. THEORIES OF THE ISOTROPIC-NEMATIC
TRANSITION OF SEMIFLEXIBLE CHAINS

Let us Grst briefly review the theoretical predictions
for the coexistence densities of the isotropic and nematic
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phases in two extreme cases, namely, for rigid rods and
for wormlike chains. First, we consider a Quid of hard
rods of length L and. diameter D in the "Onsager" limit
L &) D. In that limit, the expression for the Helmholtz
free energy I'" of the Quid consisting of N particles reads

where n is the variational parameter. Introducing the
reduced density c = pvoL/D = PL/D, where P is the
volume fraction of the rods and vo the volume of one
rod, the Gaussian approximation leads to [16]

c;, = 3.45, e„, = 5.12, o. = 33.4.

with
(0)

= log (A p) —1 + 0, ,~ + B2p,

f (0) log(47r f (B))dB, (2)

However, if instead we use the trial function suggested
by Onsager,

o. cosh(cs cos 0)
cos 0 4' sinh o.

+2 —L D f (&)f(&')
~

»np~d&d&', (3) we obtain the following results [20]:

where A is the de Broglie thermal wavelength. For
a given density p the free energy must be minimized
with respect to the orientational distribution function
f(O). At low densities, the only possible solution is

f (0) = f;, (0) = 1/4', representing the isotropic phase.
In that case, the contribution to the free energy due to
the orientational entropy f f;, (0) log(4vr f;, (B))dO van-
ishes. The contribution due to the translational entropy
becomes p7rDL /4. At suKciently high densities, a sec-
ond solution of the minimum condition is possible, rep-
resenting the nematic phase, with f(0) = f„,(0). The
exact functional form of f„,(0) is unknown, but sev-
eral approximations, which will be discussed below, have
been proposed in the literature. Because of the first-
order character of the isotropic-nematic transition, there
is a density regime, where an isotropic phase of density
p;, coexists with a nematic phase of density p„, and
orientational distribution function f„,(0). The coex-
isting phases must be in thermal, mechanical and chem-
ical equilibrium, implying that the temperature T, the
osmotic pressure II, and the chemical potential p are the
same in both phases:

Tiso —Tnem ~

IIiso(piso) 11nem(pnsm) &

piso(piso) pnem(pnem) ~

The osmotic pressure and chemical potential are easily
obtained by the thermodynamic relations

(5)

Note that p,„,(p„, ) and. II„,(p„, ) depend function-
ally on f„,„,(O). The conditions in Eq. (4) and the ex-
tremum condition of the Helmholtz free energy are sufIi-
cient to determine (numerically) the values for p;, , p„,
and f„,(0). One way of doing this is to approximatef„,(0) by a trial function of one or more variational
parameters. A particularly simple trial function is the
Gaussian distribution [16]

(cs/4~) exp [—n0~/2], 0&0&sr/2
&(0) =

(cs/4vr) exp [—n(vr —0)2/2], vr/2 & 0 & 7r,

(7)

c;, = 3.340, c„,= 4.486, 0, = 18.58. (10)

Not surprisingly, the prediction for the coexisting concen-
trations depends somewhat on the precise form chosen for
the trial function.

Although Eq. (4) cannot be solved analytically, it is
possible to find the solution numerically. This approach
was pioneered by Lasher [21] and subsequently refined
by Kayser and Raveche [22], by Lekkerkerker et al. [23]
and by Herzfeld, Berger, and Wingate [24]. Using this
method, Lekkerkerker et al. and Herzfeld, Berger, and
Wingate obtained the following result [23,24]:

c;, = 3.290, c„,= 4.191.

where

Xk~T
= log(A'p) —1+~(&) + &2p

f / (A)Af l (B)dB

The difFerence between this "exact" result and the ap-
proximate answers given by Eqs. (8) and (10) is due to
the choice of the approximate trial functions. The On-
sager trial function and the Gaussian trial function are
too sharply peaked and, consequently, the contribution to
the free energy due to the orientational entropy is overes-
timated and that due to the translational entropy is un-
derestimated. The overestimate of the total Helmholtz
free energy of the nematic phase decreases with increas-
ing density. As a result, the tendency to form the nematic
phase is postponed to higher concentrations in the case
of these trial functions.

Next, we consider the predictions for the phase-
coexistence densities in systems of semiBexible rods of
contour length L, diameter D, and persistence length l~.
The Onsager rigid-rod model that we discussed above
can be considered a limiting case of semiBexible rods for
l~ && L )) D. Below, we brieBy review the wormlike
chain limit L )& l~ )) D. The coexistence densities
of polymers with arbitrary Bexibility may be estimated
by interpolation between the Onsager and the wormlike-
chain limit.

Khokhlov and Semenov [14,15], derived the following
expression for the Helmholtz free energy for semiBexible
polymers in the limit L )) l~ )) D. This limit describes
the case of chains that are locally very stifF, but are so
long that they can still form coils:
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with f (0) the segment orientation distribution function
and 4 the I aplacian. Again, in the isotropic phase the
orientational entropy o (f) is zero and the contribution to
the free energy due to the translational entropy is given
by B2p = p7rDL /4 I.f we now use again a Gaussian
trial function for the orientational distribution function
for the segments, we obtain the following coexistence con-
centrations (in reduced units c*—:P l~/D) [4]:

cjso: 5 409 + 1 '910N) y cIIem: 6 197 + 1 781N)

(N&» 1), (20)

c,*., = 3.340N) + 4.99, c„* = 4.486N) —1.458

(N,.«1), (21)

c,*., = 7.77, c„* = 9.71, o. = 12.34. (13)

The Onsager trial function gives the following results [16]:

where N~~ = L/lp. In order to obtain a formula valid
for arbitrary L/l~ these results can be interpolated in
the form of a Pade approximant [15,16]:

c;*, = 5.409, c„* = 6.197, o. = 6.502.

The numerical minimization of Eq. (12) [25] yields

c,*, = 5.124, c„* = 5.509. (15)

0/CC.ISO

nem

3.34 + 5.97N)„+1.585N)„
(1+0.293' )

4.486 + 11.24Ã& + 17.54Ã

(1+2.83N( )
(22)

Thus far we have only discussed the coexisting concentra-
tions for two extreme cases, namely, the rigid-rod limit
and the very long coil limit. In practice, one is usually
interested in systems that are situated between these two
limits. Khokhlov and Semenov calculated the correction
terms to the orientational free energy o(f ) nea.r the rigid-
rod and wormlike-chain limits [15].
For L (( l~,

~(f) = ~,';,';~(f) + ~,';,';~(f)

Another approach was taken by Odijk. Within the
Gaussian approximation, he derived a closed expression
for the orientational free energy for arbitrary chain length
[16],

cx —1
o.(n) = Iog n + N(

6
(n —1 l) 19

+—log cosh Ni~ ——log 2. (23)
12 ( ~

5 ))
f(0) log[4~ f (0)]dO

L
12l~

dO (9'f (0)) / f (0)

and for L )) l~,

d~~ (&f(~))'/f (~)

—2 log [f (0)] i dO.

o (f) = 0 worm(f ) + o'worm(f )
(o) (~)

l~
L

8lg

(16)

(17)

In fact, this expression is a highly accurate approxima-
tion of the exact expression, but is easier to use in calcula-
tions. The coexisting concentrations calculated from Eq.
(23) deviate significantly from the concentrations given
by Eq. (22).

Hentschke proposed a semiempirical expression for the
free energy of semiflexible polymers of arbitrary chain
length by interpolating the orientational free energy be-
tween the rod limit and the semiflexible limit [17]:

o,' „~(f)+ o'i (f)Nl + (fs)
~~

orwrno(f)N['~

where
These expressions can be worked out further for the spe-
ciflc choice of the Onsager trial function [16],

"...'+ l.g( —.'.)(L» l~)
log n —1+ ~~ (L (( l~).

~i(f) = s(f)~,',,';~(f) + ~,',';&(f),

0 worm
(o) (x)

'(f) =
(o) ("l"
I j jd woI'm

(25)

This results in the following predictions for the depen-
dence of the coexistence density on l~ [16]:

If we now use the Onsager trial function and retain only
the leading-order terms, we find

I

12(log 4 —1)(log n —1) + (log 16n —3)z + (1/4) z
~~(f) =

12(log 4 —1) + z
(26)

where z equals (n —l)N~ . In addition, Hentschke used
a generalization of the Carnahan-Starling equation for
hard spheres to the case of spherocylinders instead of
the Onsager or second virial approximation [26]. The
Helmholtz free energy expression for semiflexible poly-

I

mers now reads

Nk~T
= log (A p) —1 + oh( f) + A(P, x.)

+ B(P, x) — f (0)f(0')
~

sin p~dOdO', (27)



MARJOLEIN DUKSTRA AND DAAN FRENKEL

0.20 The so-called persistence length is directly related to the
elastic bending constant C [14,15]:

(30)

0.12 I

008
I

004
I

o.oo I-
0.0 8.0 12.0

c = 1.g/0
20.0

where we define x = L/D and

A(g, x) = 4P
1 —3y/4

1 —3y/4 3*'/2
(1 —P) 2 1 + 30:/2

(28)

Using this expression for the Helmholtz free energy and
Onsager's trial function, Hentschke computed the phase
diagram for persistent flexible hard rods [17,18]. Finally,
Chen computed numerically the the isotropic-nematic co-
existence densities for arbitrary LjlI [19] (but still under
the restriction IL, /~) )) D). Chen used a similar pro-
cedure that Herzfeld, Berger, and Wingate [24] used for
studying the isotropic-nematic phase transition of rigid
rods. In Fig. 1, we show that the phase diagrams com-
puted on the basis of the several theories differ signifi-
cantly from each other. A further detailed analysis of this
isotropic-nematic phase transition is therefore needed.

FIG. 1. Phase diagrams of a three-dimensional system of
semi6exible polymers based on some of the theories mentioned
in the text.

Ndp = VdP+
~ I

dII,
(BGi
qBlI )

where G is the Gibbs free energy. Using the thermody-
namic conditions for coexistence of two phases [Eq. (4)],
we obtain the following relation between the pressure and
the persistence length lI along the P-l& coexistence line:

( BP )
coex

A(OG jctl~')
AV (32)

where A(19G/19l& ) and EV denote the difference of
(19G/Bl& ) and volume V in the coexisting phases, which
can be measured easily in the simulations as

In the nematic phase, each polymer is strongly hindered
by neighboring polymers and we can assume that each
polymer is electively confined to a tube with diameter
d. The tube diameter scales with the density as p
A new length scale can be introduced here, namely, the
deflection length A. The deHection length is the charac-
teristic length scale for a semiAexible chain confined in
a tube with diameter d. This length scale corresponds
to the average distance between two successive deBection
points of the chain in the tube and is found to scale as
A = l& d ~ [27,28]. Our discrete model of a serniflexible
chain is only valid for polymers with a deBection length
larger than the segment length. In our simulations, the
deHection length was always larger than 5 in units of the
segment length.

In order to compute the phase diagram, we generalized
a scheme introduced by Kofke [29,30] that enables direct
simulation of the phase coexistence line. This method is
based on the Gibbs-Duhem equation. For our model of
semiGexible polymers the Gibbs-Duhem equation reads

III. MODEI AND COMPUTATIONAI
TECHNIQUE

with

(BG/Bt ') = —l~(Ub, „g),

We performed computer simulations of a three-
dimensional system of semiAexible polymers consisting of
ten hard spherocylinders connected to each other. The
I/D ratio of these spherocylinders is 4, where E is the seg-
ment length and D the diameter of the spherocylinder.
The segment length was chosen as our unit of length.
The bending energy for a joint between two segments i
andi —1 is given by

(29)

where 0 -. , -, is the angle between the unit vectors v&;

and. m, that specify, respectively, the orientations of the
segments i —j and i and C is the elastic bending constant.
We can now define a characteristic length scale on which
the direction of the tangent vector along the chain alters.

A;

Ub,„g= 5 ) u'-.
i=1 j=-2

and A; the number of segments.
Using the Kofke method [29,30], we can compute the

phase coexistence curve, provided that one set of points
on this curve is already known. In the present case, the
known point is the limit of infinite persistence length lI .
In this limit, the semifI. exible polymers reduce to hard
spherocylinders. For this fully rigid limit, we performed
a Gibbs ensemble Monte Carlo simulation of hard sphero-
cylinders of length L/D = 40. The reduced pressure and
concentrations (c = LP/D) of the coexisting isotropic
and nematic phase obtained from the simulations are
given by
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c;, = 3.075 + 0.015,c„=4.065 + 0.015,

PvpIIL/D = 16.36 + 0.88.

These values should be compared with the values ob-
tained by Lekkerkerker for limit L/D ~ oo [see Eq. (11))
[23]:

c; = 3.290, c = 4.191, PvpIIL/D = 14.116, (35)

where the pressure of the coexisting phases is obtained
by using the relation

PvpIIL/D = c;, + c;, . (36)

This expression can be obtained by minimizing the free
energy for hard rods [Eq. (1)] and by using Eq. (5).

Equation (32) was solved using a four-point Adams-
Bashforth-Moulton predictor-corrector algorithm (see,
e.g. , Ref. [31]). As such algorithms are not self-starting,
we initialized the integration using a first-order predictor-
corrector algorithm. Starting from l& ——0, we increased
the flexibility of the polymers and computed for this
new flexibility the predicted pressure. Then we per-
formed constant pressure Monte Carlo simulations [32]
at this predicted pressure for each phase and computed
A(OG/R& ) and AV, i.e., the right-hand side of Eq.
(32). Using the information of the derivative at this new
point obtained from the simulations, we corrected the
predicted pressure. Repeating these predictor-corrector
steps, we performed simulations along the P —l& coex-
istence lines. After two integration steps, a second-order
predictor-corrector algorithm was applied. After that,
we continued with an integration routine of the fourth
order.

In a constant pressure simulation, the number of parti-
cles, the pressure, and the temperature are fixed quanti-
ties. In our simulations, the number of polymers for the
isotropic and the nematic phase are, respectively, 268 and
431. In the simulations, we had to ensure that no trial
move would result in a hard-core overlap of the polymer
segments. To test whether a trial move generated such
an overlap, we used the overlap criterion for spherocylin-
ders described in Ref. [33]. In the isothermal-isobaric
Monte Carlo simulations, the following trial moves were
performed:

(1) Reptation.
(2) Regrowing a whole polymer at a random position

and with a random orientation using the configurational-
bias Monte Carlo method (CBMC) [34].

(3) Volume changes.
Most runs consisted of at least 10 trial moves per poly-

mer. Each cycle consists of, on average, one attempted
reptation move per polymer and an attempt to change
the volume of the box. On average, once every five repta-
tion moves a polymer is completely regrown at a random
position in the periodic box using the CBMC method.
For more technical details on the regrowth of a polymer,
the reader is referred to Ref. [35].

IV. RESULTS AND DISCUSSION

10

10
-I

-2
10

10

——— Hentschke
Chen

+ Lekkerkerker
Simulation results

04
0.0 8.0 12.0

FIG. 2. Phase diagram of a three-dimensional system of
semiQexible polymers consisting of ten hard spherocylinders
connected to each other.

Using the Kofke integration scheme [29,30], we ob-
tained the isotropic-nematic coexistence curve of a three-
dimensional system of semiflexible polymers consisting of
ten hard spherocylinders connected to each other. Our
results are shown in Fig. 2. For the sake of compar-
ison, we also plot the relevant theoretical predictions.
We clearly observe that, compared with the theories, our
simulation results for the coexisting densities are shifted
systematically to lower densities. Below, we discuss the
factors that are responsible for the difference between
theory and computer experiment.

The first, but not the most important, reason why we
find systematically lower values for the coexistence den-
sities in our computer simulations is related to the choice
of the approximate orientational distribution functions
in the theoretical descriptions. In Sec. II, we have al-
ready mentioned that such approximate trial functions
necessarily result in an overestimate of the free energy
of the nematic phase and, as a consequence, the density
of the coexisting phases is overestimated. This effect is
most clearly seen in the limit l~ ~ oo. In that limit,
the calculations of Lekkerkerker et al. [23] become exact
as L/D -+ oo. For l~ = oo, the difference between the
results of Ref. [23] and the other Onsager-like theories is
exclusively due to the fact that the other theories use ap-
proximate forms for the orientational distribution func-
tions. In contrast, the difference between our simulations
and the exact results of Ref. [23] is not related to the use
of approximate trial functions, but to the fact that the
results of Ref. [23] apply to the limit L/D = oo, while
our simulations have been performed for L/D=40. For
polymers with a finite length-to-width ratio, one cannot
ignore contributions of virial coefFicients higher than the
second to the free energy. Frenkel [36] showed that for
hard spherocylinders with L/D = 5, 10, and 100 in the
isotropic phase, the reduced third virial coefficient Bs/B2



5896 MARJGLEIN DIJKSTRA AND DAAN FRENKEL

is equal to, respectively, 0.4194, 0.3133, and 0.0698. In
the nematic phase, the contributions of higher virial co-
eKcients is expected to be even larger. In the limiting
case of perfectly parallel spherocylinders, the probabil-
ity of three overlapping particles is not even negligible in
the limit L/D —+ oo. Another reason why the current
theories overestimate the coexisting densities may be re-
lated to the approximations made in the calculation of
the second virial coeKcient of the polymer system. In
most theories, the second virial coeKcient of a Huid of
polymers is approximated by the interaction of a seg-
ment of polymer A with a segment of polymer B. In
this treatment, the three-and-more segment interactions
are completely neglected. One can easily imagine that
this approximation is serious, since there is an enhanced
probability that the ith segment of polymer A overlaps
with segment i' + 1 of polymer B, when segment i of
polymer A already overlaps with segment i' of polymer
B. This efFect is caused simply by the fact that segment
i' + 1 is in the neighborhood of i due to connectivity
and is strongly pronounced as the I/D of the segments
is small (in the present case, I/D = 4).

It should be stressed that not all theories make the
assumption that the higher-order virial coefficients can
be ignored. Specie.cally, Hentschke used instead of
the second virial approximation a generalization of the
Carnahan-Starling equation for hard spheres to the case
of spherocylinders, which yields good agreement with
Monte Carlo simulations for short spherocylinders I26].
However, Fig. 3 shows clearly that the width of the coex-
istence region in the simulations is much larger than pre-
dicted by Hentschke's theory. Using the Onsager approx-
imation with a Gaussian or Onsager trial function, we
observe that the widths of the coexistence regions in the
simulations are between these two predictions. How~. ver,

60.0

40.0

— Gaussian
———Hentschke

Onsager

20.0

0.0
0.000 0.040

FIG. 4. Pressure vs inverse persistence length for a
three-dimensional system of semiilexible polymers with L/D
= 40.

1.5

00

the width decreases enormously with increasing Bexibil-
ity when we use the Onsager trial function, whereas the
width decreases slightly when a Gaussian trial function
is used. Using the Gaussian trial function, Odijk derived
a closed expression for the orientational free energy for
arbitrary chain length. However, when the Onsager trial

0.5

2.5

0.0
0.0 0.1 0.2 0.3 0.4 0.5

0.50

0.25

0.0 4
10 10

I

10
0.00

0.0
I

0.1

I

1 0.2
I

0.3
I

0.4 0.5

FIG. 3. Width of the coexisting region (@ —P, )/g, vs the
inverse persistence length for a three-dimensional system of
semitlexible polymers with L/D = 40.

FIG. 5. Orientational distribution function of the segments
(solid line) and the end segments of the polymers (dashed line)
for persistence length l~ = 500 (top) and 28 (bottom) in the
nematic phase.



SIMULATION STUDY OF THE ISOTROPIC-TO-NEMATIC. . . 5897

25-
lp

l o
20-

10-

Ip
a D

25—

20—

10—

FIG. 6. Typical configurations for a system of semiflexible
polymers with persistence length l& ——160 in units of the
segment length in the coexisting isotropic (top) and nematic
phase (bottom).

0
0.1

= L(gp
10

function was used, we had to interpolate the rod and the
semiBexible limit in the form of a Pade approximant in
order to obtain a formula valid for arbitrary flexibility.
Using the self-consistent method of Chen, we find that
our simulation results are higher than these predictions
for the width of the coexistence region.

In Fig. 4, we show the pressure at the isotropic-nematic
transition, as a function of the inverse persistence length.
The pressure in the simulations is systematically higher
than predicted by the various theories. In Fig. 5, we show
the orientational distribution function for the segments
(averaged over all segments) and for the end segments of
the polymers for l~ ——500 and II ——28 in the nematic
phase. For /~ ——500, we find that the orientational distri-
bution function for the segments is similar to the orienta-
tional distribution function for the segments. However,
for lI ——28, we observe that the orientational distribution
function for the end segments is slightly broader than the
average orientational distribution. This behavior agrees

FIG. 7. Scaled isotropic (top) and nematic (bottom) vol-

ume fractions at the phase transition vs L/lI . experimental
data for PBLG in dimethylformamide (triangles), PHIC in

toluene (circles), Schizophyllan in water (squares), theory us-

ing the Onsager trial function (drawn line) and simulation
results (crosses).

well with the predictions made by Chen [19]. We also
computed the nematic order parameter 8 = (Pz(cos 8))
and we find S = 0.73 and 0.32 for, respectively, l~ ——

500 and 28, which should be compared with the values
0.7599 and 0.4897 predicted by Chen. Figure 6 shows
typical configurations of the coexisting isotropic and ne-
matic phases for semiAexible polymers with persistence
length l~ ——160.

Finally, we can compare our simulation results with ex-
perimental data. However, there are only a few neutral
semi6exible polymers that can be studied well without
complications such as aggregation, gelation, and crystal-
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lization. Monodisperse systems that have been studied
extensively are as follows:

(1) poly(p-benzyl L-glutamate) (PBLG) in dimethyl-
formamide (I = 16—3SO nm, D = 1.6 nm, /p = 80 nm)
[37—41].

(2) poly(n-hexyl isocyanate) (PHIC) in toluene (I,
15-708 nm, D = 1.25 nm, /p = 40 nm) and in

dichloromethane (L = 15—708 nm, D = 1.25 nm, /p =
20 nm) [42,43].

(3) Schizophyllan in water (L = 4S—223 nm, D = 1..7
nm, /p = 200 nm) [44—47]. In Fig. 7, we show the ex-
perimental results for the scaled isotropic and nematic
volume fractions versus L//I . We observe that our sim-
ulation results agree well with the experimental data.

In summary, we have performed Monte Carlo simula-
tions of a three-dimensional system of semiQexible poly-
mers consisting of ten hard spherocylinders connected to
each other. Using the Kofke method, we were able to

perform simulations along the isotropic-nematic coexis-
tence curve. On the whole, we observe good qualitative
agreement with the theoretical predictions and the ex-
perimental results. The quantitative differences with the
theories are presumably mainly due to the fact that the
theories ignore higher-order virial corrections to the &ee
energy.
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