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Testing made-coupling theory for a supercooled binary Lennard-Jones mixture:
The van Hove correlation function
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We report the results of a large scale computer simulation of a binary supercooled Lennard-Jones
liquid. We Gnd that at low temperatures the curves for the mean squared displacement of a tagged
particle for different temperatures fall onto a master curve when they are plotted versus rescaled
time tD(T), where D(T) is the difFusion constant. The time range for which these curves follow
the master curve is identified with the o;-relaxation regime of mode-coupling theory (MCT). This
master curve is 6tted well by a functional form suggested by MCT. In accordance with idealized
MCT, D(T) shows a power-law behavior at low temperatures. The critical temperature of this
power law is the same for both types of particles, and also the critical exponents are very similar.
However, contrary to a prediction of MCT, these exponents are not equal to the ones determined
previously for the divergence of the relaxation times of the intermediate scattering function [Phys.
Rev. Lett. 73, 1376 (19g4)]. At low temperatures, the van Hove correlation function (self as well
as distinct part) shows almost no sign of relaxation in a time interval that extends over about three
decades in time. This time interval can be interpreted as the P-relaxation regime of MCT. From the
investigation of these correlation functions, we conclude that hopping processes are not important
on the time scale of the P relaxation for this system and for the temperature range investigated. We
test whether the factorization property predicted by MCT holds and 6nd that this is indeed the case
for all correlation functions investigated. The distance dependences of the critical amplitudes are in
qualitative agreement with the ones predicted by MCT for some other mixtures. The non-Gaussian
parameter for the self part of the van Hove correlation function for different temperatures follows a
master curve when plotted against time t.

PACS number(s): 61.20.Lc, 61.20.3a, 64.70.Pf, 51.10.+y

I. INTRODUCTION

About a decade has passed since two of the most sem-
inal papers in the recent history of the field of the glass
transition and supercooled liquids were published. In
these papers, one by Bengtzelius, Gotze, and Sjolander
and the other by I eutheusser, it was proposed that the
glass transition could be understood as the singular be-
havior of the solution of the equations of motion of the
dynamic structure factor, the so-called mode-coupling
equations [1]. These equations are the simplified ver-
sions of certain nonlinear equations of motion that were
derived in the 1970s in order to describe the dynamics of
simple liquids at high densities [2]. Subsequently Gotze,
Sjogren, and many others analyzed these mode-coupling
equations in order to work out the details of the singular
behavior of their solutions [3—6]. Today the sum of all
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these results is known as mode-coupling theory (MCT),
and a review of them can be found in some recent review
articles [7,8]. The theory has stimulated a remarkable
amount of experimental and computer simulation work,
with various groups looking for the signs of this singular-
ity in many difFerent kinds of systems [9—20]. The result
of all these experiments and simulations is that the theory
appears to be able to rationalize the dynamical behavior
of some glass forming materials in an amazingly convinc-
ing way. However, the dynamical behavior of other glass
forming materials seems to be described by MCT only
poorly. So far it is still not clear for what kind of system
the predictions of the theory hold and for which systems
they do not. Even if for a particular system some of the
predictions of the theory hold, it is not certain that the
other predictions made by MCT will also hold. There-
fore it is clear that still much has to be learned about
the applicability of this theory. However, it seems that
there is agreement on at least one point, namely, that the
dynamical singularity predicted by MCT is not the same
as the laboratory glass transition. The latter occurs at
a temperature Tg that is de6ned as the temperature at
which the viscosity of the material is 10 P. Below this
temperature the material can no longer come to ther-
modynamic equilibrium because its relaxation times are
longer than the time scale of typical experiments. How-
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ever, it is found that if experiments manifest a singular
behavior that can be interpreted as the singularity pre-
dicted by MCT, then the temperature at which this sin-
gular behavior is observed is about 30—50 K above Tg.
Furthermore, it has also been found empirically that the
predictions of MCT seem to work better for fragile glass
formers than for strong glass formers. For &agile glass
formers, a plot of the logarithm of the viscosity vs 1/T is
curved, and the temperature of the MCT singularity is
often near the temperature at which the plot shows a pro-
nounced bend. At this temperature the viscosity changes
its behavior &om a weak dependence on temperature to
a strong dependence on temperature as the temperature
is lowered. Thus it can be that this bend in the viscosity
is a signature of the singularity predicted by MCT. This
bend occurs at viscosities which are about 1—100 P or re-
laxation times that are around 10 —10 s. Thus the
singularity predicted by MCT is not the laboratory glass
transition but rather is an anomalous dynamic behavior
in supercooled liquids for &agile glass forming materials
that takes place at temperatures above the glass transi-
tion temperature.

Computer simulations are particularly well suited to
test the predictions of MCT, since they allow access to
the full information on the system at any time of the
simulation. This in turn permits the calculation of many
diQ'erent types of correlation functions, some of which
are not experimentally measurable but about which the
theory makes definite predictions, and thus very strin-
gent tests of the theory become possible. Furthermore,
the measurement of these correlation functions is very
straightforward in that they are computed directly kom
the positions and velocities of the particles. Thus no
theoretical model or assumption, as has to be used to ex-
plain, e.g. , the scattering mechanism in light scattering
experiments, is needed.

A severe drawback of most computer simulations is
the limited range of times over which simulations can
be performed. This in eÃect makes the cooling rates in
simulations much larger than those in laboratory exper-
iments. As a result the simulated material falls out of
equilibrium at a higher temperature than would the cor-
responding real material in the laboratory [21]. In other
words, the glass transition temperature in the simulation
Tg „ is higher than the laboratory glass transition Tg.
If Tg „. is too high, the lack of equilibration in the sim-
ulation can obscure not only the MCT singularity at T,
but also the higher temperature signatures of the onset
of the singularity. Thus it is important in simulations to
have a range of temperatures, extending down as close
as possible to T, at which the system can be thoroughly
equilibrated and the slow dynamics studied. This re-
quires a significant amount of computation to achieve.
In the present paper we will present data for thoroughly
equilibrated systems in such a temperature range.

This paper presents the results of a molecular dynam-
ics computer simulation in order to make careful tests of
whether the predictions of MCT hold for the system un-
der investigation. In two previous papers we investigated
for the same system the scaling behavior of the intermedi-
ate scattering function in the P-relaxation regime [15,16].

We found that this correlation function shows many of
the features predicted by the theory. In the present paper
we will focus on the behavior of the van Hove correlation
function and test whether the predictions of MCT hold
for these kind of correlation functions as well. In a follow-
ing presentation [22] we will investigate in detail the time
and wave-vector dependence of the intermediate scatter-
ing function in the n an-d P-relaxation regimes (defined
in the next section) and also the frequency dependence of
the dynamic susceptibility. Thus the sum of the results
of these investigations will allow us to make a stringent
test on whether or not MCT is able to rationalize the
dynamical behavior of the system studied.

The present paper is organized as follows. In Sec. II
we will summarize those predictions of MCT that are
relevant to understand the results of this work. In Sec.
III we introduce our model and give some details on the
computation. In Sec. IV we present our results and in
Sec. V we summarize and discuss these results.

II. MODE-COUPLING THEORY

In this section we give a short summary of those predic-
tions of MCT that are relevant for the interpretation of
the results presented in this paper. An extensive review
of the theory can be found in Refs. [7,8].

In its simplest version, also called the idealized version,
mode-coupling theory predicts the existence of a critical
temperature T, above which the system shows ergodic
behavior and below which the system is no longer ergodic.
All the predictions of the theory which are considered in
this paper are of an asymptotic nature in the sense that
they are valid only in the vicinity of T . For temperatures
close to T, MCT makes precise predictions about the
dynamical behavior of time correlation functions P(t) =
(X(0)Y(t)) between those dynamical variables X and Y
that have a nonzero overlap with hp(q), the Buctuations
of the Fourier component of the density for wave vector q,
i.e. , for which (hp(q)A) and (hp(q)Y) are nonvanishing.
Here ( ) stands for the canonical average. In particular,
the theory predicts that for T ) T, P(t) should show a
two step relaxation behavior, i.e., the correlation function
plotted as a function of the logarithm of time should
show a decay to a plateau value, for intermediate times,
followed by a decay to zero at longer times. The time
interval in which the correlation functions are close to
this plateau is called the P-relaxation region. Despite a
similar name this region should not be confused with the
P-relaxation process as described by Johari and Goldstein
[23].

Furthermore, the theory predicts that in the vicinity of
the plateau the so-called "factorization property" holds.
This means that the correlator P(t) can be written in the
form

P(t) = f + hG(t)

where f' is the height of the plateau at T„h is some am-
plitude that depends on the correlator but not on time,
and the function G(t) depends on time and temperature
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but not on P. Thus for a given system G(t) is a universal
function for all correlators satisfying the above mentioned
condition. The details of the function G(t) depend on a
system specific parameter A, the so-called exponent pa-
rameter. In principle A can be calculated if the structure
factor of the system is known with sufBcient precision,
but since this is rarely the case for real experiments it
is in most cases treated as a fitting parameter. For all
values of A the theory predicts that for certain time re-
gions the functional form of G(t) is well approximated by
two power laws. In particular, it is found that, for those
times for which the correlator is still close to the plateau
but has started to deviate from it, G(t) is given by the
so-called von Schweidler law

(2)

where B is a constant that can be computed from A.
The relaxation time w is the relaxation time of the so-
called n relaxation, i.e. , the relaxation at very long times
where the correlator decays to zero. The exponent 6,
often called the von Schweidler exponent, can be com-
puted if the value of A is known and is therefore not an
additional fitting parameter.

In the o.-relaxation regime MCT predicts that the cor-
relation functions obey the time-temperature superposi-
tion principle, i.e. ,

where the overwhelming part of the temperature depen-
dence of the right hand side is given by the temperature
dependence of r. Equation (3) says that if the correla-
tion functions for different temperatures are plotted ver-
sus t/~(T) they will fall onto the master curve F(t/v). .
Note that the time range in which the von Schweidler
law is observed belongs to the late P-relaxation regime
as well as to the early o,-relaxation regime.

In addition MCT predicts that the diffusion constant D
shows a power-law behavior as a function of temperature
with the critical temperature T, :

(4)

where p can also be computed once A is known.
Note that some of these predictions of MCT are valid

only for the simplest (or idealized) version of the theory
in which the so-called hopping processes are neglected. If
these processes are present some of the statements made
above have to be modified. However, below we will give
evidence that for the system under investigation hopping
processes are not important in the temperature range
investigated and that therefore the idealized version of
the theory should be applicable.

Furthermore, it has to be emphasized that MCT as-
sumes that the system under investigation is in t quilib-
rium. Thus great care should be taken to equilibrate
the system properly. A recent computer simulation of a
supercooled polymer system has shown that nonequilib-
rium efFects can completely change the behavior of the
time correlation functions [14]. Thus a comparison of
the predictions of MCT with the results of a simulation

in which nonequilibrium effects are still present becomes
doubtful at best.

III. MODEI. AND COMPUTATIONAI.
PB.OCEDUH. ES

In this section we introduce the model we investigated
and give some of the details of the molecular dynamics
simulation.

The system we are studying in this work is a bi-
nary mixture of classical particles. Both types of par-
ticles (A and B) have the same mass m and all parti-
cles interact by means of a Lennard-Jones potential, i.e. ,
V p(r) = 4e p[(o p/r)'2 —(cr p/r) ]swith a, p E (A, B).
The reason for our choice of a mixture was to prevent the
crystallization of the system at low temperatures. How-
ever, as we found out in the course of our work, choosing
a binary mixture is by no means sufIicient to prevent
crystallization, if the system is cooled slowly. In partic-
ular, we found that a model that has previously been
used to investigate the glass transition [24], namely, a
mixture of 80% A particles and 20% B particles with

= &~~) o~~ = 0.80~~) and 0/gy = 0 9o~~)
crystallizes at low temperatures, as evidenced by a sud-
den drop in the pressure. In order to obtain a model
system that is less prone to crystallization, we adjusted
the parameters in the Lennard-Jones potential in such
a way that the resulting potential is similar to one that
was proposed by Weber and Stillinger to describe amor-
phous NispP2p [25]. Thus we chose e~~ = 1.0, o.~~ = 1.0,
eg~ ——1.5, og~ ——0.8, e~g ——0.5, and o~g ——0.88. The
numbers of particles of type A and B were 800 and 200,
respectively. The length of the cubic box was 9.4o~~ and
periodic boundary conditions were applied. In order to
lower the computational burden we truncated and shifted
the potential at a cutoff distance of 2.50. p. In the fol-
lowing all the results will be given in reduced units, i.e. ,
length in units of o.~~, energy in units of ~~~, and time
in units of (mo&&/48e~~) r' . For argon these units cor-
respond to a length of 3.4 A. , an energy of 120 K I"& and
a time of 3 x 10 s.

The molecular dynamics simulation was performed by
integrating the equations of motion using the velocity
form of the Verlet algorithm with a step size 0.01 and
0.02 at high (T & 1.0) and low (T ( 0.8) temperatures,
respectively. These step sizes were sufBciently small to
reduce the fIuctuation of the total energy to a negligible
fraction of k~T. The system was equilibrated at high
temperature (T = 5.0) where the relaxation times are
short. Changing the temperature of the system to a tem-
perature Ty was performed by coupling it to a stochastic
heat bath, i.e., every 50 steps the velocities of the parti-
cles were replaced with velocities that were drawn from
a Boltzrnann distribution corresponding to the tempera-
ture Tf. This was done for a time period of length tpq„z&
which was chosen to be larger than the relaxation time of
the system at the temperature Ty. After this change of
temperature we let the system propagate with constant
energy, i.e., without the heat bath, for a time that was
also equal to t q, , in order to see that there was no drift
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in temperature, pressure, or potential energy. If no drift
was observed, we considered the final state to correspond
to an equilibrium state of the system at the temperature
Ty, and we used this final state as the initial state for a
molecular dynamics trajectory. In this trajectory, there
was no coupling to a heat bath; it was a constant en-
ergy trajectory, and the results were used to provide the
correlation function data discussed below. The temper-
atures we studied were T = 5.0, 4.0, 3.0, 2.0, 1.0, 0.8,
0.6, 0.55, 0.50, 0.475, and 0.466. At the lowest temper-
atures the length of the run was 105 time units. Thus,
again assuming argon units, the present data cover the
time range from 3 x 10 s to 3 x 10 s. At the lowest
temperature the equilibration time t q~, was 0.6 x 10
time units. Thus, if we define the cooling rate to be the
difference of the starting temperature and the final tem-
perature divided by the time for the quench, the smallest
cooling rate (used to go &om the second lowest tempera-
ture to the lowest one) is 1.5 x 10 . In the case of argon
this smallest cooling rate would correspond to 6 x 10
K/s. Thus, although this cooling rate is still very fast, it
is smaller than the fastest cooling rate achievable in ex-
periments and about an order of magnitude smaller than
the one used in previous computer simulations.

In order to improve the statistics, we performed eight
different runs at each temperature, each of which was
equilibrated separately in the above described way, and
averaged the results. Each of these runs originated from
a different point in configuration space. The thermal
history of these starting points difFered significantly from
one to another. In particular, this history sometimes in-
cluded periods in which we reheated the system after hav-
ing cooled it to low temperatures and had it equilibrated
at these temperatures or, in some other cases, included
periods in which we cooled it with twice the normal cool-
ing rate. Despite these difFerent thermal histories the
results we obtained from these eight difFerent runs were
the same to within statistical fluctuations. Thus we have
good evidence that the results reported in this work are
all equilibrium properties of the system and are not de-
pendent on the way we prepared the system at a given
temperature.

Most of the results presented in this paper deal with
the van Hove correlation functions (self and distinct
part), which are defined below. This space-time corre-
lation function is the one that is most easily obtained
&om molecular dynamics computer simulations. As men-
tioned in the previous paragraph we averaged our results
over at least eight difFerent runs. Since the resulting cor-
relation functions P(r, t) still showed some short wave-
length noise in r even after we did this averaging, we
smoothed the data in space by means of a spline under
tension [26]. No smoothing was done in time, since the
data were so smooth that such a treatment seemed not
necessary.
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quantities and in the second. part with time dependent
quantities.

In many computer simulations dealing with the glass
transition it is observed that there exists a temperature
Tg „. at which certain thermodynamic quantities, like,
e.g. , the potential energy per particle, show some sort of
discontinuity (e.g. , a rapid change of slope) when plot-
ted versus temperature (see, e.g. , [17]). The ternpera-
tures where these features are observed have nothing to
do with the laboratory glass transition temperature Tg,
the temperature where the viscosity of the material has a
value of 10 P, since T~ „ is usually significantly higher
than Tg. The physical significance of T~ „- is that at this
temperature the system under investigation has fallen out
of equilibrium, or in other words has undergone a glass
transition, on the time scale of the computer simulation.
Obviously Tg „depends on the cooling rate with which
the system was cooled and on the thermal history of the
system.

In Fig. 1 we show the pressure, the total energy, and
the potential energy of our system as a function of tem-
perature. In order to expand the temperature scale at
low temperatures, we plot these quantities versus T
We recognize from this figure that there is no temper-
ature at which one of these quantities shows any sign
of an anomalous behavior. Thus we can conclude that
in this simulation the system is not undergoing a glass
transition, i.e., that for the effective cooling rates used
in this work, Tg „ is less than the lowest temperature
investigated. Thus this is evidence that we are able to
equilibrate the system even at the lowest temperatures.
Stronger evidence for equilibration will be presented be-
low.

One of the simplest time dependent quantities to mea-
sure in a molecular dynamics simulation is the mean
squared displacement (MSD) (r (t)) of a tagged parti-
cle, i.e. , (r (t)) = (]v (t) —r(0)~ ). In Fig. 2 we show
this quantity for the particles of type A versus time in a
double logarithmic plot. The corresponding plot for the

IV. B.ESULTS

-7.5—
0.0 0.5 I.O 1.5 2.0

In this section we present the results of our simula-
tion. In the first part we will deal with time independent

FIG. 1. Total energy (solid line), potential energy (dashed
line), and pressure (divided by 10, dotted line) versus tem-
perature T.
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FIG. 2. Mean squared displacement versus time for A par-
ticles for all temperatures investigated.

B particles is very similar. The curves to the left corre-
spond to high temperatures and those to the right to low
temperatures. We recognize that for short times all the
curves show a power-law behavior with an exponent of 2.
Thus this is the ballistic motion of the particles. At high
temperatures this ballistic motion goes over immediately
into a difFusive behavior (power law with exponent 1).
For low temperatures these two regimes are separated by
a time regime where the motion of the particles seems to
be almost frozen in that the MSD is almost constant and
thus shows a plateau. At the lowest temperature this
regime extends from about 1 time unit to about 10 time
units. Only for much longer time (note the logarithmic
time scale) do the curves show a power law again, this
time with unit slope indicating again that the particles
have a difFusive behavior on this time scale. The fact that
the length of our simulation is long enough in order to
see this dift'usive behavior even at the lowest temperature
is a further indication that we are able to equilibrate the
system at all temperatures. The reader should note that
for the discussion of these diferent time regimes it is most
helpful to plot the curves of the MSD with a logarithmic
time axis. Only in this way is it possible to recognize
that the dynamics of the system is very difFerent on the
various time scales.

Note that the value of the MSD in the vicinity of the
plateau is about 0.04, thus corresponding to a distance of
about 0.2. We therefore recognize that on this time scale
the tagged particle has moved only over a distance that
is significantly shorter than the next nearest neighbor
distance (which is close to 1, see below). Thus it is still
trapped in the cage of particles that surrounded it at
time zero, and it takes the particle a long time to get
out of this cage. The initial stage of this slow breakup of
the cage is exactly the type of process MCT predicts to
happen during the P relaxation. (We will later elaborate
more on this point in the discussion of the self part of
the van Hove correlation function. ) Thus we can identify
the time range where we observe the plateau in the MSD
with the P-relaxation regime of MCT.
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FIG. 3. DiKusion constant D for A and B particles (lower
and upper curve, respectively) versus T —T, . The critical
temperature T, is 0.435. Also shown are the power-law fits
with exponents 2.0 and 1.7 for the A. and B particles, respec-
tively. The dashed lines are the best 6ts with a Vogel-Fulcher
law.

From the MSD it is now easy to compute the self dif-
fusion constant D(T) of the particles. (Using a plot such
as Fig. 2, a straight line, with unit slope, fitted to the
long time behavior of the data intersects a vertical line at
logio t = 0 at a height of logio 6D.) Since MCT predicts
that dift'usion constants should have a power-law depen-
dence on temperature at low temperatures [see Eq. (4)],
we tried to make a three parameter fit with such a func-
tional form. In Fig. 3 we show the result of this fit by
plotting D versus T —T, in a double logarithmic way. We
clearly observe that, in accordance with MCT, for tem-
peratures T & 1.0 the diffusion constants follow a power-
law behavior. The value of T is 0.435, independent of
the type of particle. This independence of T of the type
of particles is in accordance with the prediction of MCT.
From the value of T we now can compute the small pa-
rameter of the theory, i.e. , e = ~T —T,~/T, At th.e lowest
temperature e is 0.07 and thus quite small and therefore
it is not unreasonable to assume that we are already in
the temperature range where the asymptotic results of
the theory hold. At T = 1.0 the value of e is 1.3, which
seems rather too large for the asymptotic expansion to
apply. However, it has been found in experiments that
for some systems the predictions of MCT hold for values
of e of at least 0.5 [19]. Therefore our finding is not very
astonishing. Also, by investigating the relaxation time of
the intermediate scattering function we found that the
asymptotic behavior at low temperatures is obtained for
this quantity only for T ( 0.6 [15,22]. This corresponds
to a value of e of 0.4, which is comparable to the val-
ues found in experiments. Thus we see that the upper
temperature for which the asymptotic behavior can be
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observed clearly depends on the quantity investigated.
Note that this observation is in accordance with MCT
since the theory predicts that the magnitude of the cor-
rections to the asymptotic behavior will depend on the
quantity considered.

The exponent p of the power law for D(T) [see Eq. (4)]
is 2.0 for the A particles and 1.7 for the B particles.
Although MCT predicts these two exponents to be the
same, a 10%%uo deviation &om an asymptotic result is not
surprising and therefore not a severe contradiction to this
prediction of the theory. However, in a di8'erent work [15]
we have analyzed the temperature dependence of the o,-
relaxation time r [see Eq. (2)] and found, in accordance
with the prediction of MCT, that at low temperatures
w shows a power-law behavior. MCT predicts that the
exponent of the power law for 7 (T) and the exponent
in the power law for D(T) should be the same. Since
we found that the former is about 2.6 [15] and we now
find that the latter is around 1.9 we conclude that this
prediction of the theory is not correct for our system.

Since the connection proposed by MCT between the
von Schweidler exponent b and the critical exponent p [7]
would imply p=2.8 (using b = 0.49, which we determined
in Ref. [15])we tested whether a plot of D ~~ with p = 2.8
versus T gives a straight line in some temperature inter-
val. This would imply that in this temperature interval a
power law with exponent 2.8 would fit the data well. We
found that for the A particles the data points for T & 0.6
lie reasonably well on a straight line. This is not the case
for the B particles in any range of temperatures. Further-
more, the critical temperature that is obtained for the A
particles is around 0.40. This is significantly smaller than
the critical temperatures we determined by other means
and which were all around 0.435 [15,22]. Thus we think
that a power law with an exponent of 2.8 and a temper-
ature around 0.435 is inconsistent with our data for the
difFusion constant. From the theoretical point of view it
is, of course, interesting to And that the relaxation times
of the intermediate scattering function for nonzero values
of q behave the way MCT predicts [15,16,22] whereas the
diffusion constants, related to quantities at q = 0, do not
follow these predictions as closely. To understand this
observation it probably will be necessary to increase our
understanding of the corrections of the asymptotic ex-
pressions of the theory for small values of q and we hope
that some progress will be possible in this direction in
the future.

Also included in Fig. 3 is the result of a fit to the
difFusion constants with a Vogel-Fulcher law, i.e., D oc

exp[ —B/(T —To)]. The Vogel-Fulcher temperature To is
0.268 and 0.289 for the A and B particles, respectively.
These two temperatures are significantly lower than the
critical temperatures found for other quantities, which
were all around 0.435 [15,22]. Also, as can be seen from
Fig. 3 in our case the quality of the Vogel-Fulcher fit is
inferior to the one with a power law. This shows that
our data are good enough to distinguish between the two
functional forms and that therefore the power law we
found is really significant. Note that this finding is not
in contradiction with the situation often encountered in
experiments, where the viscosity, or a relaxation time, is

fitted well by a Vogel-Fulcher law over many orders of
magnitude. The temperatures for which these fits are
done are usually closer to the laboratory glass transition
temperature T~ than the temperatures we deal with here.
Thus the viscosity is much larger than the viscosity one
would obtain at the lowest temperature investigated in
this work. Hence our statement is that in the temperature
region investigated here the diffusion constant is better
fitted by a power law than by a Vogel-Fulcher law and at
present nothing can be said about its behavior at lower
temperatures.

Since the inverse of the constant of diffusion gives a
time scale, we plotted the MSD versus tD(T). The re-
sulting plot is shown in Fig. 4. The curves to the left
correspond to low temperatures and those to the right to
high temperatures. We recognize from this figure that for
intermediate and low temperatures the curves fall onto
a master curve. A comparison with Fig. 2 shows that
this master curve is present for those times that fall into
the o.-relaxation regime. Thus it can be expected that
the master curve has something to do with the time-
temperature superposition principle [see Eq. (3)]. We
thus used as an ansatz a functional form that is an in-
terpolation between the von Schweidler behavior at short
rescaled times and a diffusive behavior at long rescaled
times, e.g. ,

(5)

Here r, A, and 6 are 6t parameters. The best fit for
the A particles is included in Fig. 4 as a dashed line.
We recognize that the functional form given by Eq. (5)
leads to a quite satisfactory fit in the time region where
the master curve is observed. For the best value of 6
we obtained 0.48 and 0.43 for the A and B particles,
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FIG. 4. Mean squared displacement versus tD(T) for the
A particles (solid lines) for all temperatures investigated. The
low temperatures are to the left and the high ones to the right.
Dashed curve: Best fit to the master with the functional form
of Eq. (5).
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respectively. These values are in accordance with the
value for the von Schweidler exponent which we found for
this system to be around 6 = 0.49 [15,16,22]. Thus MGT
is able to rationalize this master curve quite convincingly.

We now turn our attention to a closer examination of
the motion of the particles. This is done conveniently
with the help of G, (r, t) and G~ (r, t) (n, P g (A, B)),
the self and distinct part of the van Hove correlation
function [27]. Here and in the following we assume that
the system is isotropic and therefore only the modulus of
r enters the equations. G, (r, t) is defined as

(6)

where h(r) is the h function. If G, (r, t) depends only
on the modulus of v the angular integration can be car-
ried out and thus one usually considers not G, (r, t) but
4~r'G, (r, t).

The distinct parts G„~(r, t)»e d«ned by

(7)

and

NA N~

G," (~&) =ggAB(~&) = " ).):g(~ —l"'(o) —~~(~)l))
'

NgXg (8)

Here p is the density of the system. The prime in the
second sum of Eq. (7) means that the term i = j has to
be left out. Note that we define Gz (r, t) in a slightly
difFerent way than it is usually done in the literature (see,
e.g. , [27]) in that we divide on the right hand side of
Eq. (7) by K (N —1) instead of the usual K2. For a
finite system this choice makes g (r, t) approach 1 for
r and t large instead of 1 —1/N as is the case with the
usual definition.

In Fig. 5 we plot 47rr G, (r, t) for the 4 particles for a
high (a), an intermediate (b), and a low temperature (c).
The function is presented only for 0 & r & 0.6 since this
is the most relevant region at low temperatures. In each
panel the topmost curve is for t 0.32. The lower curves
are then each a factor of approximately 2 in time apart.
Prom this figure we recognize that at high temperatures
the self part of the van Hove correlation function decays
in a regular way, e.g. , as in a normal liquid. This changes
slightly for intermediate temperatures. Here we see that
for times in the range 5 & t & 80 the curves show a
weak tendency to cluster for 0.05 & r & 0.25. This ef-
fect is much more pronounced at the lowest temperature
investigated, where it can be observed for times in the
range 2.4 & t & 640, which belong to the P-relaxation
regime [15,22]. This clustering is the signature that the
movement of the particles has dramatically slowed down
in this time interval. We note that this slowing down
takes place for small d.istances; thus the particle has not
yet left the cage formed by the particles that surrounded
it at time zero. The particle is typically able to leave
this cage, i.e. , to move for net distances of the order of
unity, only on a much longer time scale. Thus the pro-
cess that takes place in the time window corresponding
to the late P relaxation is related to the breaking up of
this cage. MCT predicts that in this time window the

correlation functions should show a power-law behavior
in time [see, e.g. , Eq. (2)]. That this is indeed the case
is demonstrated in Refs. [15,16,22]. Note that these dis-
tances are comparable to the one that we found. for the
height of the plateau in the MSD (see Fig. 2) and that
also the time window in which we observe the cluster-
ing of the correlation functions is the same as the one in
which we observed the plateau in the MSD. Thus this is
a con6rmation that the plateau in the MSD is indeed a
signature of the P-relaxation process.

The idealized version of MCT is based on the assump-
tion that the so-called "hopping processes" are not im-
portant contributors to the relaxation. This version of
the theory makes a number of straightforward and eas-
ily testable predictions that can be compared with ex-
periments or computer simulations. The more general
version of the theory that takes hopping processes into
account is more dificult to test and thus this has been
done only on a few occasions [18—20]. We now present
evidence that for our system such hopping processes are
not important in the temperature range we have studied.
This justifies the use of the idealized theory to interpret
the data.

In Fig. 6(a) we show 47rr G, (r, t) for the A particles
for times 1.16 & t & 100000 at T = 0.466, the lowest
temperatures investigated. The times corresponding to
the diferent curves were chosen in such a way that the
ratio of the times belonging to two consecutive curves is
approximately constant. Thus these times are, on a log-
arithmic time axis, equidistant. Analogous pictures for
a binary soft sphere system or a binary I.ennard-Jones
system show that for intermediate times, i.e., a few hun-
dred time units, the correlation function shows a small
peak at distances around 1 (see, e.g. , Fig. 3 in Ref. [10]
or Fig. 4 in Ref. [13]).The existence of this peak was in-
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times that are in this regime, thus 3 & t & 1868. In or-
der not to overcrowd the figure, only every third curve in
time is shown. We clearly see that for this time range the
curves show only a weak dependence on time and that
therefore the factorization property holds. The master
curve we find is quite similar to the one predicted by
MCT for a binary mixture of soft spheres [5] or for hard
spheres [6]. We have to emphasize that MCT does not
predict that H(r)/H(r') is a universal function. In gen-
eral it will depend on the system under investigation and
also on the type of particle considered. That H(r)/H(r')
is actually dependent on the type of particle is shown in
Fig. 7(c) where we show the same quantity as in Fig. 7(b)
but this time for the B particles, for r' = 0.15 and the
time interval 3 & t & 2113. Again we find a master curve
if the time lies in the P-relaxation regime. Although the
general shape of this master curve is similar to the one
we found in the case for the A particles there are quan-
titative differences. For example, we recognize that the
two master curves become zero at a difFerent value of r
thus showing that the master functions are not univer-
sal. Finally we mention that we found that the form of
these master curves for H(r)/H(r') depends only weakly
on the particular choice of r' and t,', an observation that
is also in accordance with MCT.

A different way to analyze the behavior of the self
part of the van Hove correlation function is by means of
the non-Gaussian parameters cr (t), n = 2, 3, . . . [28].
These parameters are measures of the deviation of a dis-
tribution function from a Gaussian form, and it has been
proposed that the first of these parameters, i.e. , n2(t),
can be used as an order parameter for the glass transi-
tion occurring at Tg „[29].The definition of n2(t) is
given by

3(r'(t))

In Fig. 8 we show n2(t) as a function of t for the A and
B particles at intermediate and low temperatures. We
see that at these temperatures the self part of the van
Hove correlation function clearly shows a strongly non-
Gaussian behavior. This efFect becomes more and more
pronounced the lower the temperature is. Also, a com-
parison with Fig. 1 shows that the maximum of n2(t)
occurs around the end of the P-relaxation region. Fur-
thermore, we observe that in the interval that starts at

1 and ends just before the curves attain their maxi-
mum the individual curves seem to follow a master curve.
Although this master curve is not very well defined for
the A particles [Fig. 8(a)] it is quite well defined for the B
particles [Fig. 8(b)] and should therefore be considered as
a real eKect and not just some sort of coincidence. Note
that no scaling or fitting is involved to generate these
master curves. We have tried to determine of what func-
tional form these master curves are but due to the noise
in the data we were not able to come to a convincing
conclusion.

Since the interval in which the master curves are ob-
served coincides well with the interval in which we ob-
serve the P-relaxation behavior (see, e.g. , Fig. 1) we are
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FIG. 8. Non-Gaussian parameter o.2 versus t for the A par-
ticles (a) and the H particles (b). Temperatures from right
to left: 0.466, 0.475, 0.5, 0.55, 0.6, 0.8, 1.0.

strongly tempted to think that these master curves have
something to do with the scaling behavior observed in the
P-relaxation region (see, e.g. , Fig. 4 or Ref. [15,16,22]).
However, one should note that all the scaling behavior we
have discussed previously occurs only when the time axis
is scaled by a relaxation time that is strongly dependent
on temperature. This is not the case in Fig. 8, where we
observe the scaling when we plot the curves versus (un-
scaled) time. So far it is not clear whether MCT is able
to rationalize our finding and therefore theoretical work
in this direction would certainly be most useful. Fur-
thermore, it would also be worthwhile to check whether
the observed scaling behavior is also observed for differ-
ent kinds of systems. Unfortunately all published data
we are aware of only show n2(t) versus time on a linear
scale and not versus the logarithm of time. Thus the mas-
ter curve, if present, is not observable, since on a linear
time scale it is shifted very close to the origin. Finally we
mention that we observed a very similar behavior for the
non-Gaussian parameter crs(t), thus showing that this
phenomenon is not just a peculiarity of n2(t).

We turn our attention now to the distinct part of
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the van Hove correlation function G&~(r, t), defined in

Eqs. (7) and (8). In Fig. 9 we show G~~(r, t) jp at t = 0,
which is the same as the radial distribution function
g Is(r), for the AA, the AB, and the BB correlations
for all temperatures investigated. For clarity the individ-
ual curves for different temperatures have been displaced

vertically (see the figure caption for details). For the AA
and AB correlations we see that, when the temperature
is lowered, the first neighbor peak becomes narrower. In
addition the second neighbor peak starts to split around
T = 0.8, a feature often observed for supercooled liquids.
Since we have given evidence above that in this simula-
tion the system does not undergo a glass transition, i.e. ,
iha~ ~hat Tg „ is less than the lowest temperature investi-
gated here, we can conclude that the occurrence of a split
second neighbor peak has nothing to do with Tg „. , but
is just a feature of a strongly supercooled liquid.

Whereas the distinct parts of the van Hove correlation
function for the AA and AB correlations are very simi-
lar to the one found for a one component simple liquid,
the correlation function for the BB correlation is quite
a bit diferent. This is probably due to the fact that
the B particles are in the minority in this system and
also smaller than the A particles. Thus their packing
structure in a dense environment is quite difFerent from
the one of a simple one component liquid. We recognize
from Fig. 9(c) that when the temperature is lowered the
first neighbor peak is reduced to a small shoulder. This
can be understood by remembering that the attraction
between two B particles is smaller than the one between
an AA pair or an AB pair. Thus at low temperature two
B particles will try to stay apart and thus the first neigh-
bor peak will become smaller. Contrary to this trend the
second neighbor peak becomes much larger and, similar
to the corresponding peak in the AA and AB correlation
functions, splits at temperatures around 0.8.

We also investigated the time dependence of the dis-
tinct part of the van Hove correlation function. In Fig. 10
we show the dependence of G&~(r, t)/p for the AA parti-
cles for three di8'erent temperatures. For relatively high
temperatures [T = 2.0, Fig. 10(a)] the correlation func-
tion decays without showing any particular feature. (As
in Fig. 6 the times for which we plot the curves are spaced
evenly on a logarithmic time axis. ) This changes when we
lower the temperature to T = 0.6 [Fig. 10(b)]. Now we
observe that for intermediate times the correlation func-
tions start to cluster. This effect is even more pronounced
at the lowest temperature [T = 0.466, Fig. 10(c)]. This
clustering is again the result of the P relaxation in which
the relaxation is severely slowed down. Prom this fig-
ure we also recognize that in the time interval of the
P-relaxation regime the correlation hole at r = 0 is still
there. Thus no particle Rom the nearest neighbor shell
of the particle at r = 0 (or somewhere else) has managed
to enter this hole. We find a small peak at r = 0 onlon y
for times that are appreciably larger than the ones be-
longing to the p-relaxation regime, namely, for t & 104
time units. This observation is further support for our
conclusion made above that on the time scale of the P
relaxation, which starts at a few time units and ends at
a few thousand time units, the hopping processes are not
important. In Fig. 11(a) we show the same type of cor-
relator as in Fig. 10 and at the same temperature as in
Fig. 10(c) but this time for the AB correlation function.
We see that in the P-relaxation regime the behavior of
this correlation function is very similar to the one for the
A~A correlation function. However, even for times that



TESTING MODE-COUPLING THEORY FOR A SUPERCOOLED. . . 4637

3.0

2.5—

2.0—

(a)

1.5—

1.0

0.5

0.0
0.0 0.5 1.0 1.5 2.0

belong to the o. relaxation regime we do not see any sign
of a peak at the origin. Thus we have evidence that for
this correlation function hopping processes are not im-
portant even on the time scale of the n relaxation. This
does not seem to be the case for the B particles. In
F 11&b~~we show the function for the BB correlation.~ ~we

ofFor intermediate times we find again the clustering o

the curves and no peak at the origin. However, for longer
times there is a pronounced peak at small distances. This
peak is definitely larger than the one observed for the AA
correlation [Fig. 10(c)]. Thus this finding is in accordance
with the conclusion we made above with regard to the self
part of the van Hove correlation function, namely, that in
the time region of the o. relaxation the hopping processes
are more important for the dynamics of the B particles
than for the A particles.

We now proceed to test whether the factorization prop-
erty holds also for the distinct part of the van Hove cor-
relation function. We do this in the same way we tested
this property for the self part, i.e. , by checking whether
the left hand side of Eq. (10) is independent of time. In
Fig. 12 we show the result of this kind of analysis. Fig-
ure 12(a) shows the left hand side of Eq. (10) for the AA
correlation. The value of r' is 1.05 and the one of t' is
3000 time units. The curves are shown for times in the
range 2.7 & t & 700, thus covering almost two and a half
decades in the P-relaxation regime. We clearly see that
the curves lie on a master curve. A comparison with the
pre ic ionrediction of MCT for the master curve of a hard sphere
system [4] shows that the form of this master curve is
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FIG. 11. Gq(r, t)/p for T = 0.466 and 0 & t & 100000. (a)
AB correlation and (b) BB correlation.
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suit was found by Signorini et al. in a simulation of a
molten salt [ll]. A qualitatively similar master curve is
obtained for the AB correlation function, which is shown
in Fig. 12(b). Here we chose r' = 0.90 and t' = 3000.
The time range covered is 3.1 & t & 1142. Although the

master curve is of similar shape as the one for the AA cor-
relation the details of the two master curves differ, thus
showing again, as in the case of the self part of the van
Hove correlation function, that these master curves are
not universal but depend on the type of correlator inves-
tigated. This is shown even more clearly with the master
curve found for the BB correlation function [Fig. 12(c)].
To compute it we chose r' = 1.40 and t' = 3000. The
time range shown is 2.1 & t & 1142. We recognize that
for this correlation function the shape of the master curve
is very different from the ones for the AA and AB correla-
tion functions, and it would be interesting to see whether
MCT is able to rationalize also a master curve like this.
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FIG. 12. Normalized critical amplitude H(r)/H(r') for dis-
tinct part of the van Hove correlation function at T = 0.466
[see Eq. (10)]. t' = 3000. (a) AA correlation; r' = 1.05,
2.7 & t & 700. (b) AB correlation; r' = 0.90, 3.1 & t & 1142.
(c) BB correlation; r' = 1.40, 2.1 & t & 1142.

We have presented the results of a large scale computer
simulation we performed in order to test the correct-
ness of the predictions of MCT for a supercooled binary
Lennard-Jones liquid. In this work we concentrated on
the investigation of the mean squared displacement of a
tagged particle and on the van Hove correlation function.
The results can be compared with some of the findings
of our investigations of the intermediate scattering func-
tion [15,16,22] in order to test whether MCT is able to
give a correct description of the dynamics of the system
investigated.

We have strong evidence that for atl temperatures in-
vestigated these results are all equilibrium properties of
the system and are therefore independent of cooling rates
or the thermal history of the system. This evidence in-
cludes the observation that the pressure and the potential
energy of the system are smooth functions of tempera-
ture, i.e., show no sign of a singularity of some sort. Fur-
thermore, we show that the mean squared displacement
(MSD) of a tagged particle shows a difFusive behavior at
long times. Moreover, we find that all correlation func-
tions investigated decay to zero within the time span of
our simulation.

We find that, for low temperatures, the curves of the
MSD collapse onto a master curve when they are plot-
ted versus tD(T), where D is the constant of diffusion.
This master curve is observed in a time range where we
find that also the intermediate scattering function shows
a scaling behavior and which has been identified with the
n-relaxation regime [15,16,22]. The master curve is fitted
well by an interpolation formula between the von Schwei-
dler behavior at short rescaled times and the diffusive be-
havior at long rescaled times. The exponent of the von
Schweidler law in this interpolation formula is close to the
value we found for the von Schweidler exponent of the in-
termediate scattering function of this system [15,16,22].
This is further evidence that the scaling behavior in the
MSD is a consequence of the scaling behavior predicted
by MCT in the o.-relaxation region.

The diffusion constant of both types of particles shows
a power-law behavior at low temperatures. The criti-
cal temperature T is the same for both species and also
the critical exponents p differ only by about 10%. Thus
this is in accordance with MCT. However, the value of p
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does not match the value of the critical exponent that we
found for the divergence of the relaxation time of the in-
termediate scattering function. [15,22]. Thus this result
is in disagreement with MCT.

Note that this disagreement is rather surprising since
we have shown in Refs. [15,22] that various correlators
show a scaling behavior with a scaling time that shows a
power-law dependence on temperature. The critical ex-
ponent of this power law fulfills the connection predicted
by MCT between this exponent and the von Schweidler
exponent b, which was extracted from the scaling behav-
ior of the correlators. Here we find now that the MSD
shows a scaling behavior too. The scaling function seems
to be in accordance with the one found for the correla-
tors. The corresponding time scale, i.e. , the inverse of
the diffusion constant, shows a power-law behavior with
the same critical temperature as the relaxation times of
the mentioned correlators. However, the exponent is not
the same and thus the MCT connection between 6 and
the p extracted from D(T) is not obeyed.

The analysis of the self part of the van Hove correla-
tion function showed that the P-relaxation regime can be
recognized in this quantity as well. With the help of this
function we also gave evidence that hopping processes
are unimportant for the dynamics on the time scale of
the P relaxation. This justifies use of the idealized ver-
sion of MCT, which neglects such hopping processes, to
interpret the data. Also on the time scale of the o. re-
laxation we do not see any indication that these hopping
processes are present for the A particles. However, for
the B particles we see that on the time scale of the late
o. relaxation a second neighbor peak appears and that
therefore hopping processes become relevant. Note that
this observation, namely, that hopping processes affect
different quantities in different degrees, is not in contra-
diction with MCT.

We have tested whether the factorization property pro-
posed by MCT, see Eq. (10), holds for this type of cor-
relation function. This test was performed in a way pro-
posed by Signorini et al. [11].We found that in the time
region of the P-relaxation regime the factorization prop-
erty actually holds. Thus we confirmed the prediction
of MCT on the existence of this property and the time
range in which it is supposed to hold. Also the form of
the curve of the critical amplitude H(r) is in qualitative
agreement with the prediction of MCT for a binary soft
sphere system [5].

The investigation of the three parts of the distinct part

of the van Hove correlation function, i.e., the AA, the
AB, and the BBcorrelation functions, led to similar con-
clusions as in the case of the self part, thus confirming the
existence of the P-relaxation regime and the absence of
hopping processes on the time scale of this regime. Also
in this case we found that the factorization property holds
in the time range of the P-relaxation regime and that the
critical amplitude H(r) is qualitatively similar to the one
predicted by MCT for a hard sphere system [4].

In addition to these observations, which can all be ra-
tionalized in the framework of MCT, we have also found
that the non-Gaussian parameters n2(t) and ns(t) show
a master curve when they are replotted versus time, i.e.,
not versus rescaled time. So far it is not clear whether this
observation can be understood with the help of MCT or
whether it is in contradiction to the theory. Therefore it
would certainly be important to see whether this feature
is found also in different types of systems.

In summary we can say that there are a fair number
of features in the dynamics of the Lennard-Jones mix-
ture investigated that can be rationalized in the frame-
work of the idealized version of the MCT. The idealized
version predicts the existence of a dynamical singularity
at a temperature T and predicts several signatures of
this singularity in the behavior of the system above T .
These signatures include, for example, apparent power-
law dependence of relaxation rates on temperature and
the factorization property in the P-relaxation regime.
The Lennard-Jones mixture studied exhibited many of
these signatures in a temperature range corresponding
to a value of e = (T —T,)/T, between about 0.07 and
0.8. (The singularity is not actually observed, but its ap-
parent temperature is inferred from the higher tempera-
ture data. ) Thus we conclude that the idealized MCT is
able to describe some essential features of relaxation in
supercooled liquids.
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