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Dynamics of viscous fingers and threshold instability
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We present a detailed weakly nonlinear analysis, along with a solvability analysis, of an instability
in viscous fingering which we term the surface-tension-driven instability. This instability occurs
when the surface tension is modified in proportion to the local curvature. It is an intrinsically
nonlinear instability which always requires a 6nite-amplitude perturbation to trigger it. It is also
distinctively different from those arising via subcritical bifurcation. Numerical simulations reveal
that this instability leads to spiky cellular patterns and may suggest a possibility of leading to a
finite time singularity.

PACS number(s): 47.20.Dr, 47.20.Ky, 47.55.Kf, 02.90.+p

I. INTRODUCTION

The viscous fingering instability [1] which occurs when
a less viscous fluid pushes a fluid of high viscosity has
continued to play a major role in both the scientific
and. industrial communities. On the practical level, it
has important applications in a wide range of interdisci-
plinary fields, ranging through fluid flow in porous me-
dia [2—5], dendritic solidification [6], directional viscous
fingering [7, 8], colloidal particle aggregation [9, 10], elec-
trochemical deposition [ll], surface growth [12], and oil
recovery [13]. In addition, since the fiow in a Hele-Shaw
cell is simple and laminar, fingering experiments have
been conducted with polymeric solutions in the hope of
gaining useful insight into the role of polymers in flow
phenomena, such as turbulent drag reduction [14]. More-
over, recent studies have revealed that there exist close
similarities between the fingering instability and material
failures [15—18]. On the scientific level, the goal would be
to find some of the universal features (if any) common to
many nonlinear phenomenologies by studying simple sys-
tems like viscous fingering. Indeed, extensive studies over
the past several years have revealed that the "solvability"
mechanism by which the finger width is selected [19] is
identical to that in dendritic solidification [6], as well as in
other similar pattern forming systems such as rising bub-
bles [20] and possibly directional solidification [21]. In ad-
dition, the evolution of the front in the fingering problem
has been shown to have similarity solutions, and the crit-
ical exponents associated with these solutions have been
computed numerically for the fingering problem [22, 23]
and analytically for explosive crystallization [23].

In spite of much study, however, the analytic struc-
ture of the dynamics of the fingering instability remains
poorly understood, being largely limited to the level of

linear analysis [1,6]. It is doubtless clear that one must
carry out rigorous nonlinear analysis in order to gain in-
sight into the dynamical process of fingering. Yet much
of the theoretical study thus far has concentrated on
steady-state patterns [24, 25] and the selection of finger
widths [19],primarily by numerically solving the steady-
state integro-differential equation. The purpose of this
paper is to go one step farther and carry out a nonlin-
ear bifurcation analysis. The surprising result of this
investigation is the discovery of an intrinsically nonlinear
instability termed here the surface-tension-driven insta-
bility [26]. Unlike linear instabilities such as the Mullins-
Sekerka instability [27] in solidification, the Saffman-
Taylor instability in viscous fingers [28], and the con-
vective instability in the Rayleigh-Benard problem [29],
which can be triggered by infinitesimal perturbations,
this instability always requires a perturbation whose am-
plitude exceeds a finite threshold. To the best of our
knowledge, this is the first time that such an intrinsically
nonlinear instability has been discovered.

This new instability also divers in a crucial way from
the finite amplitude instability associated with a subcrit-
ical bifurcation. In the latter [30, 31], there is generally a
control parameter, say P, with a critical value P, beyond
which a linear instability sets in. In these cases, nonlin-
ear analysis reveals a finite amplitude instability when P
is below P, with a threshold amplitude that vanishes as

P reaches critical. Such an instability, however, is still
linear, in the sense that its existence can be detected
by linear analysis; nonlinear analysis is needed only to
show that it persists as a finite amplitude instability even
when the interface is stable against infinitesimal pertur-
bations. On the other hand, the threshold instability
to be presented below is intrinsically nonlinear. Unlike
the subcritical bifurcation this instability has always a
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nonzero threshold amplitude. Thus a simple linear anal-
ysis will miss it completely. As the control parameter is
increased, the threshold amplitude becomes smaller, ap-
proaching but never reaching zero as the control param-
eter approaches infinity. Thus the threshold amplitude is
always finite —the instability is never a linear one.

In the next section, we present the model equations
that describe viscous fingering in systems with a surfac-
tant. Section III shows that the linear stability analysis
of the flat front is unafI'ected by the presence of a surfac-
tant. In Sec. IV, we show that the surfactant can lead
to narrow fingers in the case of less viscous fluid pushing
more viscous one, or the control parameter P ( 0, which
will be defined shortly. Section V contains the weakly
nonlinear analysis of the flat front in the case when a
more viscous Quid pushes a less viscous one, and shows
the possibility of a finite-amplitude instability with a van-
ishingly small threshold amplitude (P ) 0). Section VI
describes numerical integrations of the full model equa-
tions, and. the results are discussed in Sec. VII.

%
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FIG. 1. (a) Polymers with hydrophobic tails (oil) and hy-
drophilic head group (water). (b) They rearrange themselves
at the oil-water interface. (c) Due to entropic reasons, a region
of positive curvature (bump) has slightly more polymers. U is
the pushing velocity in the direction of the arrow. The thresh-
old instability discussed in the text occurs when oil pushes
water (P ) 0).

II. MODEL EQUATIONS

The surface-tension-driven instability (hereafter
termed SDI) results when surface tension is perturbed
locally in proportion to local curvature. We note that
the critical wavelength for the onset of instability in vis-
cous fingering experiment (e.g. , Ref. 1) is of order cm,
so one might naively assume that observing the entropic
efI'ect due to polymers in the fingering instability in a
Hele-Shaw cell might not be easy. However, as will be
demonstrated later (i.e. , Sec. V), the critical threshold
amplitude to trigger SDI is of order q, which is quite
small in the presence of a cusplike singularity with enor-
mously large curvature, I" q )) 1, (or extremely small
radius of curvature, r q r (( 1) near the tip of
the finger [see Fig. 5(b) and 5(c)]. Hence, while we do
not have any conclusive evidence at this point, we expect
that SDI can be observed experimentally with polymeric
surfactants. SDI might be more relevant in studying the
dynamics of the oil-water interface in a microemulsion,
where the typical size of an immersed object is compara-
ble to the size of the surfactants.

Now, consider polymeric surfactants with hydrophilic
head A and hydrophobic tail B. When pushed together
with water, the polymers will migrate toward the inter-
face, where they quickly rearrange themselves to have
their (hydrophilic) A and (hydrophobic) B groups point-
ing into the water and oil, respectively [Fig. 1(a)]. In
order to study the polymers' efI'ect on the fingering in-
stability, one must first know how polymers residing at
the interface modify the surface tension. This may be a
complex function of the density and size of polymers, as
well as the interaction among various types of molecules.
Rigorous analysis will doubtless require careful study of
the Qow profile near the front in order to determine the
density variations of polymers. As a first step, however,
we recognize that it is entropically unfavorable to pack
polymers in a region with a negative curvature, so the

polymer concentration might be locally perturbed in pro-
portion to the curvature. Further, if the polymer distri-
bution relaxes on a time scale that is short compared
to that of the interface motion, then the polymers will
always be in local equilibrium and the surface tension,
which depends on the concentration of polymers, will de-
pend in turn on the local curvature. The surface tension
is then modified to p(c) = pp —a.c, where n ) 0 and c is
the local concentration of polymers. Note, however, that
c(K) = cp —civ, where cp is the polymer concentration
at the flat interface. Combining these two and ignoring
higher order terms in v, we find

V' P=O (2a)

in the viscous fluid, with ctP/Bx = 0 at the impenetrable
walls at x = +1. At the interface between the fluids, we
must have

P = pr —Pr. ,
—2 (2b)

v = —V'P. (2c)

For convenience, the viscosity of the less viscous Quid has
been set to zero, and we have chosen a time unit in which

with P = nci. Note that P can be either positive or
negative, depending on the sign of ci. A negative value
means that the surface tension is reduced in regions with
positive curvature. This then tends to enhance the fin-
gering instability. If the system is reversed, so that the
more viscous fluid pushes the less viscous fluid, the P
term helps suppress fingering, since the surface tension is
increased when the more viscous fluid bulges into the less
viscous fluid. On the other hand, a positive P tends to
suppress the instability when the less viscous Quid pushes
the more viscous one, but tends to produce fingering in
the opposite situation.

The equations of motion for the fingering instability in
a two-dimensional Hele-Shaw cell (Fig. 2) are
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ing to Eq. (1), the dimensionless parameter v changes to
v(l —er/v), with r the curvature. Hence the function
4(q) in the solvability function I' in Hong and Langer [19]
will contain an additional term 1+n(1+P g )/(1+g ) ~

in the denominator, with n = Pm(1 —A)/A p = e(1—
P)2 ( 0. Specifically, we find

@(i1)= 2iP' dn(1+ n)"(1 —~)"

FIG. 2. Schematic diagram of a two-dimensional linear
Hele-Shaw cell. and the solvability function A has the form

the steady-state front velocity is unity. The remainder of
this paper is devoted to studying the e8'ect of the new
term —PK in (2b). We now briefly review the linear
stability analysis [28].

III. LINEAR STABILITY ANALYSIS

Let the position of the initial Hat interface be y = 0,
and let it advance with unit velocity. Then at time t, the
interface is at y = t and the pressure field P is given by
P(x, y, t) = —(y —t). Consider a small perturbation of
wave number k, growth rate u, and amplitude bk. The
interface position ((x, t) is given by

((x, t) = t+ hi,
e'"*+ '

The perturbed pressure field is

Imposing the boundary condition (2c) gives the relation
between Py and bA, ,

Thus, in the limit v ~ 0, I' will be determined by the
value of @(g) at its stationary point, namely g = +i.
Note that with e = 0, @(g) has branch points at z = +i
and zg = +i//3 +i[1 —4(A —1/2)]. So for A ( 1/2 the
branch cut runs from +i to +choo and the solvability func-
tion I' has no zeros, while for A & 1/2 we have ~zb~ ( 1
and so it lies below (above) i(—i), creating a new loga-
rithmic branch cut from +i to +zb. Consequently, the
stationary point i should be interpreted as a complex
conjugate pair and I' will oscillate as discussed in Hong
and Langer [19]. With e g 0, there is now a new branch
point on the imaginary axis located at zg = i —i8/2 with
h = [~e~(l —P )] ~ (we only consider the upper branch)
and the original branch cut from +ioo to i now extends
to zb. Thus the steepest descent contour that runs from
—oo to i to +oo now must contain zb. The stationary
value at i now has both real and imaginary parts due to
the new branch cut from i to zb. In order to find the
contribution from this new branch cut to I', we expand
@(g) around i. Letting g = i —ib/2, we find

k PA. = (d Bk.

Finally, (2b) yields the relation between the growth rate
w and k,

~ = k(1 —pk ) = k[1 —(k/k, ) ],

where k~ = p /. Fork ( k, wehaveu ) 0, while
for k ) k, u is negative. Note that at the level of lin-
ear analysis, it is impossible to detect the effect of P.
We must go beyond linear analysis even to hint at the
existence of a new instability caused by finite P.

C (q) = 4 (i) + 2'~'iP'

(1 —~') [1 —
l

el�(1

—0') /~"]" (9)

1m[@(g)] = lim [C (i —A) —C (i+ A)],
A —+0

(10)

Thus, when the contour runs from i —L to zb and back
to i + 4 with 4 —+ 0, @(g) will gain an additional term
coming precisely from the journey along the additional
cut. Let us define the discontinuity 1m[4(i)] as a quantity

IV. SOLVABILITY ANALYSIS

With P ( 0, the fingering instability is enhanced and
we expect narrow fingers to emerge when water pushes
oil. We think this is the reason why narrow fingers were
observed for the first few times only when the cell was
washed with a soap full of surfactant molecules [32]. To
be more specific, we now present the solvability analysis
of the steady-state pattern selection given in Hong and
Langer [19].

When the surface tension p changes to p+ Pr, accord-

Hence, the solvability function A is now written as

A = exp[4'(i)/v'~ ] cos(Im[(i'(i)]/v' ). (12)

For 1m[iIi(i)] (( v ~, A will have no zeros, while for
1m[%'(i)] » vi~2, the cosine function oscillates and pro-

which, in the limit 4 (& 1, is of the order of the integral
on the left side of Eq. (9) with the upper limit u —A,
namely

7/4 3/4
zb zb

(1 —~ )[] ~(1 —~ )l
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duces many zeros and thus the solvability condition is sat-
isfied. The pattern will be selected when 1m[4(i)] v ~ .
The crossover condition from non-oscillatory to oscilla-
tory solutions sets the criterion for the selection mech-
anism, which is termed the "resolution criterion. " This
yields

~5/2 p2
v'&2 ~e~'&2(l —P2)2&2

Rearranging the terms, we thus find the following scaling
relation among n, P and v = orb p/12UW (1 —A)

v/W' = ~.~'~'(I —2W)'~'.

There is at least one experimental case where narrow
fingers were observed with polymers or surfactants. In
the experiment conducted by Kopf-Sill and Homsy [32],
a Hele-Shaw cell was cleaned with a soap containing sur-
factant molecules. They then observed narrow fingers
when water pushes oil but only for the erst few runs, after
which normal SafI'man- Taylor fingers emerged. It is clear
that in the first few runs after cleaning with soap, the
surfactant molecules remaining in the cell are responsible
for the appearance of narrow Angers. In this context, it
might not be entirely unphysical to assume that the sur-
factant molecules caused the surface tension to modify
in proportion to local curvature. However, it is possible
that some other mechanism than what is considered in
this section could be in action.

V. WVEAKLV NONLINEAB. ANALYSIS
AND THE THB.ESHOLD INSTABILITY

We now turn our attention to the bifurcation analy-
sis in the weakly nonlinear regime in the opposite case
of oil pushing water (P ) 0.) Note that since P enters
through the v term in the pressure boundary condition

I

((x, t) = t + ) jA, (t) cos k(x + 1),

P(* ~. t) = —(~ —t)+) P (t)
k

x cos k(x + 1), (16)

where the use of cosines respects the impenetrable bound-
ary conditions at x = +1; the allowed wave numbers are
k = n7r with n = 0, 1, 2, . . .. The expression (16) for the
pressure automatically satisfies the I aplace's equation.
By substituting these expansions into the boundary con-
ditions (2b) and (2c) at the interface, we obtain equations
of motion for the sets of coefficients (A, and P~. This is
carried out in the appendix.

In the weakly nonlinear regime, all the (A, should re-
main small, so we can expand in powers of the (g to get
an equation of motion for the (A, themselves. The (quite
lengthy) algebra is outlined in the appendix. To third
order, for q g 0, we obtain

(2b), it has no effect on the linear stability analysis and
thus we must perform a nonlinear analysis. This can be
done in a weakly nonlinear regime, in which the linear
growth of the most unstable (or least stable) mode is
small. The weakly nonlinear regime can be realized by
making the critical wavelength A: = p / only slightly
larger than 7r/2, the smallest perturbation wave number
allowed by the periodic boundary conditions. This can
be accomplished by adjusting the surface tension p via
the overall polymer concentration. In this limit, the low-
est mode should have the largest amplitude, and since
its linear growth rate is small we expect this amplitude
to saturate at a small value. We may then expand the
interface position ((x, t) and the corresponding pressure
field P(x, y, t) in Fourier modes,

q
q = (1 —pq )(q ——

peak

(g[(q —k) ((q i, + (A,, q) + (q+ k) (q+i, ]+) k(l —pk )(k(q+i,

+—) k(q+i, (i, [k'(1 —pk' ) —pk' (k+ k') ]gg+i, + [k'(1 —pk' ) —pk' (k —k') ]
k, k'

x((i, k +(i, A:)
——) k (1 —pk )(i(i (gq+i+i +(q+i i +( q i+i )

+—&) k'k'kk [(q+ k+ k')(q+i+i + (k' —k —q)(k —i —q+ Cq+i i )—
k, k'

+(k'-k+q)(C' .+, +C. ', ) +( 'k+k- )q(C' .+, +q, . ~ )]. (17)

In addition, we find that the average displacement of the
interface relative to the flat front, (o, is constant in time,
while (o itself does not appear in the equations of motion
for the gi, . This is true in general, not just in the weakly
nonlinear approximation. Indeed, the contributions to
the right-hand side of (17), which contain (o, all cancel.
Thus the average position of the interface neither affects
nor is affected by the interface shape. This reflects the

translational symmetry of the original problem.
If we allow only one mode, then (17) reduces to

de/dt = q(l —pq )(q —-'q (1 —2pq')(,

so once again we find no P dependence. The effect of P
shows up only if we take into account interactions among
diferent modes.
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We now truncate (17) to the lowest two modes and
find the following dynamic equations:

(19a)

dC, /« = q(1 —~q )C, + q (1 —~q —4Pq )C,C2,

+q' ( —",~q' ——,
' —4Pq') C,C2„

d(2~/dt = 2q(1 —4pq )(2~ —Pq (
+q'(7&q' —1)C,'C2

+2q (10pq —1)$2 . (19b)

One may carry out a bifurcation analysis for these equa-
tions. Nothing very interesting happens, except that the
P term enhances the instability. New, more interesting
phenomena, however, occur in the opposite configura-
tion where the more viscous fIuid pushes the less viscous
one, the configuration that is always linearly stable. The
amplitude equations for this situation can be obtained
from (19) by replacing t, p, and P by t, —p, —and —P,
respectively. This gives the following coupled nonlinear
equations of motion for the two lowest modes:

(b)

x = —(1+I')x —(1+I'+ 3B)xy + (1+5I'/2)2:

+(1/2 + 13I'/2 —3B)xy, (20a)

y = —2 (1 + 4I )y —3Bx + 4 (1 + 41 )x y

+2(1+ 7I')y', (20b)

where we have introduced new notations: x = q(~/2,
y = qg2q, B = 4Pq /3, I' = pq ) 0, and the overdot
represents a rescaled time derivative, q d/dt.

This pair of equations has a fixed point at (2:, y)
(0, 0), which represents the flat interface solution. This
fixed point is an attractor, as we can see easily from the
fact that I' is positive. There is also a pair of unstable
fixed points at (x, y) = (0, +n) with cr = [(1 + 4I')/(1 +
71')]i~2. These fixed points are both unstable in the y
direction. By linearizing about them, we find that the
fixed point at (0, —n) is a repeller, while the one at (0, o.)
is a repeller for large F but a saddle for small I" or large
B.

In the usual fingering problem without surfactant, we
have B = 0. For this case there can be as many as six
fixed points. In addition to the three discussed above,
there is one at ([2(l + I )/(2 + 5I')] ~, 0), and up to two
at the solutions of

2(1 + I') (1 + y) —(1 + 13I')y
2+5I

(1+4I') —(1+7I')y2

2(1+ 4I') (21)

Linearizing about the fixed points, and numerical inte-
gration of the equations of motion, reveal the structure
of the phase portrait of the system. For small I', there
is one fixed point given by (21); it and the fixed point
(0, n) are saddles while the other two (besides the origin)
are repellers. The basin of the attractor at the origin is
bounded by trajectories that run from the repellers to
the saddles, as shown in Fig. 3(a). A bifurcation occurs

FIG. 3. Flow diagrams for the two mode approximation,
Hq. (20). The plot is symmetric in 2:; only the positive-x half
is shown. Fixed points are shown as black dots. The saddles
and repellers mark the boundary of the basin of the attractor
at the origin. (a) 0 & I' & 0.608, (b) 0.608 & I' & 2, (c)
2 & r & 3.814, and (d) 3.314 & r.
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at I' = 0.608171691 in which another solution of (21)
appears in a pitchfork bifurcation with (0, n). The new
fixed point is a saddle, while (0, n) becomes a repeller.
At I = 2, the original solution of (21) and the fixed
point on the x axis cross in a transcritical bifurcation;
the former becomes a repeller and the latter a saddle.
Finally, the two solutions of (21) merge and disappear in
a saddle-node bifurcation at I' = 3.314287613. The ba-
sic structure of the phase plane always remains the same,
however, the fixed point at the origin is an attractor, and
the stable manifolds of the saddle points delimit its basin
of attraction. An initial state that is outside the basin
follows a trajectory that takes it out to infinity, signaling
the breakdown of the approximations that led to the evo-
lution equations (20). The phase portraits for increasing
I' are shown in Fig. 3.

For finite B, the character of the phase portrait is quite
similar to that for B = 0. The Axed point on the x axis
and those given by (21) become the solutions of

2(1 + I') + 2(1 + 1 + 3B)y —(1 + 13I" —6B)y2

2+ 5I'

2(1+ 4I')y —2(1+ 71')ys

3B+4(l—+ 4I')y
Cross multiplying gives a cubic in y, so there are at most
three solutions. Bifurcations among these Axed points
can occur when this cubic has multiple zeros, and bifur-
cations with the axed points on the y axis can occur when
(22) has solution with x = 0. However, the picture of
an attractor at the origin whose basin is bounded by the
stable manifolds of saddles is maintained.

There is, however, an important quantitative change
as B is increased. To see it, we examine the fixed points
given by (22) in the limit ~B~ -+ oo. Cross multiplying
and retaining only the highest powers of B in the coe%-
cients of each power of y, we get

(~P ~ P)

FIG. 4. Flow diagram with large B, as in Fig. 4. Note
the shape of the basin boundary, and the fixed point near
the origin. In the limit B ~ ao, the unstable fixed points
are at (B,B ) and (1/B, 1/B), so the Hat interface is
unstable to finite but small amplitude perturbations.

tional to q . Thus having surface tension change in
proportion to the curvature of the interface can lead to a
nonlinear instability against short-wavelength perturba-
tions.

VI. NUMERICAL TESTS

In order to test the predictions of the above two-mode
analysis, we have carried out numerical integrations of
the equations of motion (2). The numerical scheme is
the same as in Refs. [22], [23], and [26], which we review
very briefly for completeness.

Defining a velocity potential C—:P + Uy with P-:
62P/12p, and Y—:y —Ut, and assuming pi --0, Eq. (2)
can be rewritten as

4 (1 + 4I') y —3By —3By —(1 + I') = 0. v' = —nV'C = —v„+Ucos0, (24a)

To leading order in B, the three solution of this cubic are
3B/4(l + 4I'), —1, and —(1+I')/3B. The corresponding
values of x are 6By /(2+5I'), 2I /B, and 2(—1+I')(1+
4I')/9B2, respectively; thus the first and third are fixed
points for B + oo and the second and third are fixed
points for B ~ —os. The phase portrait is sketched in
Fig. 4. The important point here is the existence of the
third fixed point (which turns out to be a saddle). The
stable manifold of this saddle is part of the separatrix
that delimits the basin of attraction of the Hat-interface
fixed point (0, 0). Thus we see that in the limit of large

~
B~, the flat interface is linearly stable, but a perturbation

whose amplitude is only of order ~B~ is large enough to
destroy it. This threshold, while nonzero, can be so small
that the Bat interface will be unstable for all practical
purposes, even though linear stability analysis predicts
it to be stable.

In this connection, it is useful to recall the definitions
of the parameters I' and B, namely pq2 and 4Pq /3, re-
spectively. %'e have found that for ~B~ )) I, there is a
Rnite-amplitude instability of the Bat interface which is
invisible to linear stability analysis, but whose threshold
amplitude is only of order I'/~B~, which is itself propor-

O', = P, + Uy = pK + Ug(x), — (24b)

C m0 as (24c)

(24d)

I 1 2~/y —y'/
G(x —x', y —y') = ——in cosh4' R'

27r [x —x'i—cos (25)

where 0 is the angle between the interface normal and the
+y direction and ((x) is the y coordinate of the interface,
i.e., it is the interface shape.

The last set of equations can be further reduced to a
single equation for the interface shape via Green's the-
orem, using the two-dimensional Green s function which
satisfies V' G = 8(r r) and i—s per—iodic in the x direc-
tion,
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Using a contour that goes along the interface and around
the cell walls ~24(~ is
equation which we solve numeric llrica y,

1 U
pe (s) ——((s) + ds' pr. (s')

25.0

20.0

15.0

(a) t= 0
t= 250
t= 500
t= 750

U r BG(s, s')
2 t9n'

ds' G(s, s')v„(s'), (26)

10.0
gj'1

5.0
~ ~ ~ ~

~ ~ ~ ~ ~ ~~ ~ '~ r

where 8 andand 8 are contour variables along the inter-
ace and the integrations extend over the entire interface
rom this equation, we obtain the normal velocit of the

interface v if the interface shape ((x) is known. The
interface is then moved forward t bar in ime y essentially
solving dl,~dt = v 0g &,~ = cos 0. Thus given an initial interface
shape, i s time evolution can be obtained. Details of the
numerical scheme can be found in Refs. [22] and [23 .

As initial conditions, we perturb a 8 t ' t f b
sinusoi a unction of a given wave number q; thus the
initial shape of the interface is ((x) = A[ (
cos(2vrqx/W)], where A is the amplitude of the pertur-

is per ur ation is thenbation. The time evolution of th' t b
ollowed by solving (26) iteratively. Recall that we are

now pushing the less viscous fluid with the more viscous
one, thus without the change in the Gibbs-Thomson rela-
ion, i.e. , when P = 0, the interface is completely stable.

, our weakly nonlinear analysis has
indicated the possibility of a new threshold instabilit
taking place.

s o insa iity

For xexe external parameters such as th h'as e pus ing ve-
oci y an t e surface tension, the interface is stable if

the amplitude A of the initial perturbation is small. In
ig. 5(a) it is clear that a small amplitude perturbation

indeed evolves to zero and eventually will become a sim-

p e flat shape. Increasing the amplitude with all other

against forming cellular patterns. Note that the patterns

cation in that the shape around the t f h
uite s ikquite spi y. Thus, as predicted by the anal sis of the

sec ion, the instability indeed depends on the value
~ ~ ~ ~

o the perturbation amplitudes. The instability also de-

eeping all other parameters as those of Fi . 5& &
th

s a i i y disappears as shown in Figs. 6(a) and 6(b). This
is understandable since a finite amplitude perturbation is

pends on the values of P, as the Bow diagram shows see
ig. 4 . Since the instability is controlled b th

er oc Pq, we expect that increasing the wave number
q will also lead to instability with all oth6d Thxe . is is distinctly diferent from the well-known

ullins-Sekerka instability where modes with large wave
num ers are stable. Figure 7 shows the width of the in-

es. ere ~0 is the average po-
sition of the interface. For small l, Zj ja q va ues, jtj simply

ecreases to zero at large times th th r"us e interraces are
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FIG. 5. Time evolution of the Quid interface shape. The
parameters used here are: +rave number = 10um er q =, pus ing ve-

ocxty = —0.025, surface tension p = 1.0 = —400.~ ) % a
The amplitude of the initial perturbation is A = 0.5. N

s a i ity is detected and the interface evolves to flat shape at
large times b A =g '; ( ) A = 0.8, the interface is unstable; (c) A = 1.0,
the interface is unstable.
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flat at large times and the modes are stable. For large q
values, Z(t) diverges at large times signaling the onset of
instability. These observations are in qualitative agree-
ment with the results of the weakly nonlinear analysis.
Finally, we note that the cellular patterns arising from
the instability are due to changes in the surface tension,
and thus we expect that any perturbation that changes
the pressure boundary condition, like (1), could produce
the same efI'ect.
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FIG. 6. Time evolution of the interface shapes as the value
of the control parameter P is reduced. All the parameters are
the same as those used to produce Fig. 6(c) except P: (a)
P = —200; (b) P = —100. The interface becomes stable as
the value of P is reduced.
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FIG. 7. Time evolution of the interface width de6ned as
Z(t) = g[P. t(x;) —(0]2/W~ for diferent wave numbers q.
Other parameters are the same as those for Fig. 6(c). Large
q values lead to instability, as the width diverges in time.

We now discuss a few cases where the observed insta-
bility might correspond to what has been discovered in
this paper.

(a) Oil pushing air in a Hele-Shaw cell with a scratched
plane: Maher [33] conducted a fingering experiment in a
linear Hele-Shaw cell, on the bottom plate of which was
created a square lattice by grooving it. Water pushing
oil in the presence of a groove that provides anisotropy
is well documented and well understood [34, 35]. How-
ever, the opposite case has never been studied. Maher
observed that upon pushing oil into air, the interface be-
comes unstable and soon develops sharp cellular kinks
much the same as shown in Fig. 5(b). While the cause of
this instability is unclear at this moment, it is tempting to
suggest that such instability might be triggered through
the change in the boundary condition (2b). Work is in
progress along this direction.

(b) Oil mixed with dye particles: Another experiment
that came to our attention was the one done with oil
mixed with dye particles. Couder [36] informed us that
when he injected dye particles into the oil phase, he ob-
served that the oil-pushing-water interface developed cel-
lular patterns similar to that seen in Fig. 6(c). Here one
might argue that the dye particles migrate toward the in-
terface upon pushing. The region with positive curvature
might contain slightly more dye particles because of two
reasons: one is a simple entropic argument discussed in
Sec. II and the other one is that the region with a positive
curvature provides a comfortable valley for dye particles
to aggregate, which decreases surface tension. Therefore,
one might expect that the surface tension could be mod-
ified as in (2b).

(c) Recently, there have been considerable attempts
to search for the finite time singularity in a simple flow
such as an Eulerian flow [37] and Hele-Shaw flow [38]. We
are tempted to view the development of sharp needlelike
patterns seen in Fig. 5(c) as a possible indication leading
to this direction, although we want to caution the reader
not to be too optimistic. It is quite difIicult even to study
the long time dynamics of SDI instability, but we hope
to present near future studies along this direction.

In conclusion, in this paper, we have considered dy-
namics of viscous fingering instability when surface ten-
sion is modified in proportion to local curvature. When
a less viscous fluid pushes a more viscous one, this re-
sults in narrow fingers and we have presented the scaling
relation between the control parameter P and dimension-
less surface tension parameter v and the finger width A

based on the solvability analysis. But the central result
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of this work is the discovery of an instability, termed here
surface-tension-driven nonlinear instability (SDI), in the
opposite case when a more viscous Quid pushes a less vis-
cous one. We have carried out detailed bifurcation analy-
sis for such a case and shown in detail how one could miss
the existence of such instability by a naive linear anal-
ysis. This is the first time to our knowledge, that such
an intrinsically nonlinear instability has been discovered.
We hope that our study might stimulate others to search
for nonlinear instability in other pattern forming systems
in the future.

1
~ = q ) P&(t) sin q(y + 1) exp[ —kP(y)]

x sin k(y + 1) dy. (A5)

Note, from the appearance of sink(y + 1) in the inte-
gral that there is no contribution from Po(t) to the time
evolution of the front. Equation (A5) is to be solved to-
gether with the pressure boundary condition (2b), which
becomes

) Pg(t) exp[ —k((y)] cosk(y+ 1) = ( —pr. —P~, (A6)
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In this appendix, we derive the amplitude equation
(17). In a reference frame moving with the steady-state
flat interface, the interface position ((y, t) can be written
in terms of Fourier modes,

((y, t) = ) (i(t) cos k(y + 1), (Al)

and the pressure Beld, which satisfies I aplace's equation,
is given by

P(x, y) = —x+ ) Py(t) exp( —kz) cosk(y+ 1).

In order to satisfy the impenetrable boundary conditions
at y = +1, the allowed wave numbers are k = nor with
n=1 23

The Hux boundary condition (2c) at the interface can
be written explicitly as

BP 0( BP
Bx i9y &g

(A3)

inserting (Al) and (A2) and simplifying puts this in the
form

) cos k(y + 1) = ) Pq(t) —(exp[—k((y)]
t9

x sink(y+ 1)). (A4)

Note that this implies that (0 is constant in time, as seen
by integrating from y = —1 to y = 1. Multiplying by
cos q(y + 1) and integrating yields
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or
1) Pi, (t) cos q(y + 1) exp[ —k((y)] cos k(y + 1) dy

k
—1

(pK + PK ) cos q(y + 1) dy. (A7)

P„=(1 —qk')q„——P ) k"(& [(k —k')'
k'

x ((a a + &~, -a) + (k + k') '4+a ]

+—) k'Pg (&~+i, +4—a +6 -J).
kl

(AS)

Iterating this expansion and rearranging terms finally
gives

Pi, = (1 —pk )(i, ——) ([k'(1 —pk' ) —Pk' (k+ k') ]
'kt

x(& (@+i + [k'(1 —&k' )
-Pk' (k —k') ](j, (i, (A9)

The rest of the derivation consists of substituting this
result into (A5), expanding to third order, and evaluating
the integrals. This task becomes slightly less arduous,
however, if instead of starting with (A5) itself we start
by subtracting (A5) (divided by q) &om (A7). This gives

1) Pq exp[ —k((y)] cos(k+ q)(y+ 1) dy

1
= q —(q+ (pK+ Pr ) cosq(y+ 1) dy.

dt
(A10)

Now substituting for Pg, expanding, evaluating the inte-
grals over y, and rearranging yields Eq. (17) of the text.

Note again that changing $0 has no effect on the time
evolution of the other modes. First, since each coefficient
Pi, only appears multiplied by exp( —k() in both (A5) and
(A7), a change to go can be absorbed into the Pi, . Second,
$0 appears on the right side of (A7) only for q = 0, where
it affects only Po, as we have seen, Po does not a8'ect the
time evolution of the interface.

In the weakly nonlinear regime, we can simplify equa-
tion (A5) and (A7) by expanding in powers of the coef-
ficients (y. First we will use (A7) to find the pressure
coefFicients Py to second order. To this order, the cur-
vature r is just equal to 02(/Oy . Substituting the ex-
pansion (Al) for g into (A7), expanding to second order,
and evaluating the integrals gives
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