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A model for physicochemical and biological space-dependent branched chain processes is suggested
based on the assumption that the number and the positions of the direct offspring of a particle are ran-
dom variables characterized by a given point process. The generating functional of the random point
process characterizing the number and the position of the total offspring from a given generation may be
computed by repeated iteration of the generating functional attached to the offspring of a particle. A
stochastic renormalization transformation is introduced by assuming that for each generation there is a
constant probability that the growth of the population stops and that the actual state of the population is
an average of the contributions of different generations. A detailed analysis is performed for supercriti-
cal self-similar branching processes for which the distance of a particle from its direct ancestor is a ran-
dom variable selected from a symmetric jump probability density. In this case all Janossy and product
densities of the population can be computed exactly. The fluctuations of particle concentrations for a
given generation have an intermittent behavior. The asymptotic behavior of the total number N of parti-
cles is independent of the spatial distribution: the probabilty of N has a long tail of the inverse power
law type modulated by a periodic function of lnN. In contrast, the spatial distribution of particles de-
pends both on the jump probability density and on the total number of particles. If the moments of the
jump probability density are finite then the positions r&, . . . , r& of N particles are Gaussian random vari-
ables with a correlation matrix obeying a logarithmic scaling law (r; r, ) -5;,in%, as X~DO. If the
jump probability density has a long tail then the probability density of r&, . . . , rz for N~ ~ is given by
a separable Levy law with a dimensional parameter given by a second scaling law b -(lnN)' ' as N~ ~,
where E is the fractal exponent of the Levy law.

PACS number(s): 05.40.+j, 02.50.—r, 64.60.—i, 87.10.+e

I. INTRODUCTION

The branched chain processes have been used for mod-
eling a broad class of growth phenomena from physics,
chemistry, and biology [1]. Examples include nuclear or
chemical chain reactions [1,2], high energy hadron col-
lisions [3], antiproton-nucleus annihilation [4], stimulated
emission of photons [5], polymer or crack growth [6,7],
population growth [1,8], etc. Recently two approaches
for the study of branched chain processes have been sug-
gested in both physical and biological contexts: the first
approach consists of incorporating memory into the evo-
lution equations [9—11] and the second one makes a con-
nection between the branched chain dynamics and the
Shlesin ger-Hughes stochastic renormalization method
[12,13]. The interference of the memory effects with sto-
chastic renormalization has also been investigated [14].

The purpose of this article is to introduce a model for
space-dependent branched chain processes. The spatial
distribution of a branched chain process has been ana-
lyzed merely in connection with the applications in evolu-
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tionary biology and mathematical theory of epidemics
[1,15,16]; the corresponding models are very complicated
and cannot be studied analytically. In contrast, our mod-
el is suf6ciently simple that a detailed analytical study is
possible, yet complicated enough to be physically in-
teresting. The motivation of our research is related to
several apparently uncorrelated physical and biological
problems: the growth of cellular aggregates [17], chemi-
cal chain reactions [18], random walk theory [19], and
the study of multifragmentation processes [20]. The
mathematical techniques used are the theory of random
point processes [21], in particular a method developed by
the present authors for the study of fractal random pro-
cesses [22] and space- and time-dependent colored noise
[23]; the Shlesinger-Hughes stochastic renormalization
method [24,25], and the theory of Levy fiights [26].

The structure of the paper is as follows. In Sec. II we
formulate the problem of population growth in terms of
the theory of random point processes. In Sec. III we
derive a general equation for the generating functional of
the population at the qth generation; in Sec. IV this equa-
tion is used for computing the fluctuations of the popula-
tion density. In Sec. V a renormalization transformation
is introduced by assuming that the growth process can
stop after a random number of generations. In Secs.
VI —VIII we deal with the application of the theory to a
self-similar process for which the distance of a newborn
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individual from its ancestor is a random variable selected
from a constant probability law. Finally, in Sec. IX the
possibilities of application of our approach in physics and
biology are discussed.

II. FORMULATION OF THE PROBLEM

We study the replication of a population made up of a
large number of components (molecules, particles, cracks,
cells, etc.). We follow the common assumption [1] that
the growth of the population is a succession of indepen-
dent events; for each event one component (the ancestor)
is replaced by a random number v of components (the
ofFspring) placed at random distances b,r„.. . , b,r from
the ancestor. By using the formalism of random point
processes [21—23] the stochastic properties of the number
v and of the positions Ar1, . . . , hr of the offspring of a
component can be described by a set of Janossy densities

X fR(b,r„.. . , b.r, )

X W(b, r, ) . W(hr )

Xdhr, . d~r (3)

where W(br) is a suitable test function.
The state of the population at the qth generation can

also be described by a set of Janossy densities

factor should be introduced in the normalization condi-
tion for R

oo

Ro+ $ — . fR (br„. . . , br )der, . der =1 .

(2)
All the information concerning the random behavior of
the variables v, hr1, . . . , Ar is also contained in the gen-
erating functional

L [W(br)]=RO+ g —,f .
0

Ro and R (b,r„.. . , b.r, )db, r, db, r
Qo and Qg (r(, . . . , r~)dl) ' dr~ (4)

Here R (hr„. . . , Ar )d br, d br is the probability
that the direct offspring number of a component is v and
that the new components are placed at distances between
Ar& and Arl +d Ar&, l = 1, . . . , v, from their direct ances-
tor. We do not impose any restrictions on the relative
positions of the new components and thus a 1/v! Gibbs

I

with the normalization condition

1Qo'+ g, f . f Qg'(r„. . . , r~)dr, . dr&=1,
N=1

or by the generating functional

00 19'~'[W(r)]=g~'+ g, f . f Qg'(r„. . . , r~)W(r, ) W(r~)dr, dr~,
1Nt

where Qg'(r„. . . , r&)dr, dr~ is the probability that
at the qth generation there are N components with posi-
tions between r& and r&+drt, l =1, . . . , N and W(r) is
another test function. If the growth process stops after a
random number of generations then the final state of the
population can be described by a set of renormalized
Janossy densities

Q. = y x,g.'",
q=0

Q~(r) ~ r~)dr)

with the normalization condition

X W(r, ) . W(r~)

Xdr1 ' ' ' dlN

where g is the probability that the growth process stops
at the qth generation.

Our aim is to answer the following two questions.
(i) If we know the Janossy densities of the population at

zeroth generation and of the direct offspring of an indivi-
dual, which are stochastic properties of the population at
the qth generation?

(ii) If the growth process stops after a random number
of generations and the stopping rule is known, which are
the stochastic properties of the population that eventual-
ly emerges?

1
Qo+ g, f J Q~(r„. . . , r~)dr, dr~=1,

or by the generating functional

III. EVOLUTION EQUATIONS
FOR GENERATING FUNCTIONALS

The Janossy densities for the different generations can
be computed step by step by means of a chain of proba-
bility balance equations

Qg(r~, . , r~)=g, g g, —,f . f dx', . dr~gp "(r'„.. . , rIv)
, N"f y f ~ ~ ~ ~,r

1 N'

v =N

XR (r, —r'„. . . , r„—r', )
1 l

XR (rN + I rIv, . . . , rN rIv ), 1 y2y ~ ~ ~ ~
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By multiplying Eq. (10) by the test functions
W (r, ) . W~(r~), integrating over r„.. . , r~, and sum-
ming over N we can establish a relationship between the
generating functionals of two successive generations;
after some standard algebraic manipulations we arrive at

G [W(r)]=9 [Qo[W(r)]= W(r)]

=L [L [ L [ W(r)] ]]
=L*'«[W(r)], (15)

0 [W (r)]=0,[W,(r')=L[W(br)
= W (r'+ b,r) ]];

that is, G~[ W(r)] is the qth functional iterate of the gen-
erating functional L [ W(hr) ]. By applying Eq. (15) from
q =0 to q and from q =q to 0, respectively, we get two
chains of functional relations

Eq. (11) can be rewritten symbolically as

0 [W ]=9,[L [W ]], q =1,2, . . . .
G [W (r)]=G,[L [W (r)]], q =1,2, . . . ,

(12)
with Go[ Wp(r)]= Wo(r) and

(16)

By applying Eq. (12) recursively from q =0 to q we get
G [W (r)]=L[G,[W (r)]], q=1, 2, . . .

9 [Wq]=QO[L[L L[Wq] . ]], (13)
with Go[ Wo(r)]= W'o(r). Together with the relationship

where there are q iterations on the right-hand side; that
is, the evaluation of the generating functionals corre-
sponding to di6'erent generations can be reduced to a re-
peated functional iteration of the generating functionals
Qo[W(r)] and L [W(b,r)]. Equation (13) can be rewrit-
ten in a simpler form if we introduce the generating func-
tional G [ W(r)] of the offspring at the qth generation of
a component from zeroth generation placed at r=O. For
one component at the zeroth generation placed at r=O
we have

Q~()=5~,5(r), i.e. , SO[ W(r)]= W(r),

9 [W(r))=QO[G, [W(r)]], (18)

which can be derived from Eqs. (13) and (15), Eq. (16) or
(17) determines completely the stochastic properties of
the number and the positions of the components from the
qth generation.

Equations (10)—(18) describe the dynamics of popula-
tion growth in an abstract way. In order to clarify their
physical significance Table I displays the relationships be-
tween the main properties of the populations from two
successive generations. From Table I we note that Eq.
(10) is in fact a complex convolution product that
expresses the stochastic behavior of the number and the

TABLE I. Relationships between the main properties of populations belonging to two successive generations.

Property

Total number
of components

(q —1)th generation qth generation Relationships

Offspring numbers
of the different
components

the X' components from
the (q —1)th generation
are replaced by v&, . . . , vz
components, respectively

X=v)+. . . +v~

Position vector

of a component

ru =rt +~ru r~ is the position vector
ll

of the direct ancestor
of the component u

br„ is the displacement vector
of the component u

from qth generation

probabilities

(q —1)
Q~ (ri rw )

dl )
' ' dr~

(q)
Qy (rl» rg )

dI )
' dr~

Q~' =Q~*[&-
+ is the particle number and

space convolution product
defined by Eq. (10) and

is the Janossy density of the
direct offspring of a component
[Eqs. (1) and (2)]

generating
functionals

g, , [W, )(r)] 9~[8'~(r)] Q~[ W~(r)] = q, , [L [ W~(r)]]
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positions of individuals from the qth generation in terms
of the number and the positions of individuals from the
(q —1)th generation and of the number and the displace-
ment vectors of the direct offspring of an individual.
Equation (10) may be symbolically rewritten as

y(v) are

0 (z)= g z P' '(N), ~z~ ~1
N=O

(21)

Qa'=Qd-"*[R„' (10')

(19)

similarly, the probability y(v) that the direct offspring
number of an individual is v can be computed by in-
tegrating the Janossy densities R (b,r„.. . , Ar ) over
Ar„. . . , Ar:

1p(v)= —, . J R (Ar„. . . , br )der, . der

(20)

The generating functions of the probabilities P'~'(N) and

where the centered asterisk denotes the particle number
and position convolution product in the (N, r„.. . , rz)
space, which corresponds to the sums and integrals from
the right-hand side of Eq. (10). The operation of func-
tional iteration from Eq. (12) is the image of this convolu-
tion product in the space of test functions W(r).

The above considerations allows us to give a simple di-
agrammatic representation of the process of population
growth. We represent by an arrow the convolution prod-
uct in the (N, r„.. . , r~ ) space or the functional iteration
in the space of test functions and by 6'(q'),
q'=0, 1,2, . . . , the state of the population from the q'th
generation. The corresponding stochastic diagrams for
the growth of the first q generations is displayed in Fig. 1.
Figure 1 shows that despite the apparent complexity of
Eq. (10), the dynamics of population growth is relatively
simple. The simple unidirectional linear structure of the
stochastic diagram is due to the irreversible nature of
population growth, which prevents the occurrence of
feedback interactions among the late and early genera-
tions.

For a comparison with the theory of space-independent
processes [1], we note that the probability P'~'(N) of the
total offspring number X at the qth generation can be
computed by integrating the Janossy densities
Qg (r), . . . , r~ ) over r), . . . , r~.'

= 1' '(N)=, f JQJ'(r„. . . , rz)dr, dr~;

L(z)= y z q7(v), ~z~ 1 .
v=O

(22)

By comparing Eqs. (3) and (6) with Eqs. (21)—(22) we note
that for

W(r)=z, W(br)=z, independent of r, br, (23)

0 (z) = 0 [ W(r) =z independent of r],
L (z) =L [ W(b, r) =z independent of b.r] .

(24)

(25)

As 6~[ W(r)] is a particular case of 9~ [ W(r)], it follows
that

Gq(z)=Gq[W(r)=z independent of r] (26)

is the generating function of the offspring at the qth gen-
eration of an individual from the zeroth generation. The
above analysis shows that for W(r) =z independent of r,
Eqs. (12)—(18) reduce to the basic relationships for
space-independent branching processes presented in the
literature [1]. In particular, for W(r)=z Eqs. (16) and
(17) become the classical forward and backward chain
equations for space-independent branched chain process-
es in discrete time [1].

If the repeated iteration of the generating functional
L [ W(hr)] can be performed analytically then the Janos-
sy densities Qg~ can be computed by expanding
0 [ W(r)] in a functional Taylor series around W(r) =0,
that is, by evaluating the functional derivatives

h, [W(r)]
5W(r ) 5W(r ) (, )

By combining Eqs. (19) and (27) we can also compute the
probability P'~'(N) of the total offspring number from the
qth generation. Another function of interest depending

the integrals over r&, . . . , r& and Ar&, . . . , Ar from Eqs.
(19) and (20) for P ~ (N) and y(v) are explicitly taken into
account in expressions (3) and (6) for the generating func-
tionals 0 and L; it follows that we have the following re-
lationships between 0 (z),L (z) and
Q~[W(r)), L [W(hr)]:

&(o) -------- &(&) -------- .

PROBABILITIES Q = Q *fR, - ~ - R )... Q = Q *{R,... , R
Nl N Ul VN N N 1 U1' '

VN
0 q-1

GENERATING
FUNCTIPNALS 01 0 [L] o r ~ ~ o ~ ~ ~ ~ ~ ~ ~ ~ ~ o g g ] [Ll0

FIG. 1. Diagrammatic representation of the evolution of the population from generation to generation. @(q'), q'=0, 1, . . . , q,
represents the population from the q'th generation, q'=0, 1, . . . , q, and the arrow represents the process of replacement of the com-
ponents from a generation by their direct offspring, expressed by the convolution product in the (N, rl, . . . , r&) space or by the pro-
cess of functional iteration in the space of test functions &(r).
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on Qg'(r„. . . , r~ ) is the conditional probability density

, r~ IN)«i «~
with f . f P''i'd r, d r~ = 1 (28)

of the positions of the components from the qth genera-
tion provided the size of the population is lV. We have

P'~'(r„. . . , r ~N) =Qg'(r„. . . , r )/[N!P'q'(N)] .

&[W(r)]=(l—p) g p'9 [L*'q'[W(r)]]
q=1

+(1—p, ) &,[ W(r)];

by means of the substitutions

W(r) +L —[W(r)], Q~pQ,
Equation (32) becomes

(32)

(33)

(29)

Equations (19), (27), and (28) will be used in Sec. VI for
the study of self-similar symmetric processes.

IV. PRODUCT DKNSITIKS
AND POPULATION FLUCTUATIONS

In order to characterize population fluctuations we
shall use a set of product densities of the numbers of com-
ponents. In the literature of random point processes
there are several different definitions for the product den-
sities [21,27]. As far as we know, these definitions have
not yet been used in the context of branched chain pro-
cesses. In Appendix A we show how the definitions sug-
gested by Stratonovich and Van Kampen [21] and by
Carruthers [27] can be used for characterizing the popu-
lation fluctuations in a branched chain process. We show
that the two definitions are equivalent to each other and
lead to the following expressions for the m-particle prod-
uct densities at the qth generation:

5 9 [W(r)]
6W(i'i) ' ' ' 5W(lm ) iver(

(30)

Similarly we can introduce a set of correlation functions
g'~'(ri, . . . , r ), which can be computed by using a set of
functional equations analogous to Eq. (30):

pQ[L [W(r)]]=(1—p) g pQO[L .
' '[W(r)]] .

q=1
(34)

(N)=, f . fQ~(r„. . . , r~)dr, dr„ (36)

of the eventual size of the population and the conditional
probability density

Now we eliminate the sum from Eqs. (33) and (34); we ob-
tain a functional equation for 0[W(r)]:

Q[W(r)]=(l —p)QO[W(r)]+pQ[L [W(r)]] . (35)

Equation (35) has the typical form of a stochastic renor-
malization group equation [24,25]; such an equation was
suggested for the first time almost thirty years ago by No-
vikov [28] for the modeling of vorticity cascades in tur-
bulence.

If the solution Q[W(r)] of the renormalization group
equation (35) is known then we can compute the renor-
malized Jannosy densities Q~(r„. . . , rz), the renormal-
ized product densities f (r„.. . , r ), and the renormal-
ized correlation functions g (r„.. . , r ) by using func-
tional equations of the type (27), (30), and (30'), where
Qg', f~~', g'~', and 0 [W(r)] are replaced by Q~, fg, and 9[W(r) ], respectively. In terms of the renormal-
ized Janossy densities Qz(r„. . . , rz) we can compute
the renormalized probability

6 1n& [W(r)]g'~'(r„. . . , r ) =m ~' '~ m (30') P(ri, , r~ N)«i ' ' «~
=Q~(r„. . . , r~)dr, . dr~/[N!P(N)] (37)

The product density and the correlation function of the
first order are equal to each other and with the average
population density of individuals from the qth generation
at position r, ( (nr))''' if', '(r)=g', '(r)=(n(r))' '. The
superior moments of population density, although
different from the corresponding product densities and
correlation functions, can be expressed, however, in
terms off '~~ and g'~'. For details, see Appendix A.

V. RKNORMALIZATION TRANSFORMATION

If for each generation there is a constant probability p
that the growth process takes place, then the probability

that the growth stops after q generations is simply
equal to

X, =V'(I —p) .

By combining Eqs. (7), (9), (15), (18), and (31) we get the
following expression for the renormalized generating
functional 9[ W (r ) ]:

of the positions r&, . . . , r& of the components provided
the final population size is 1V.

VI. SELF-SIMILAR SYMMETRIC PROCKSSKS:
EVOLUTION EQUATIONS

For illustration we consider a self-similar symmetric
model based on the following assumptions.

(i) The displacement vector hr of a component from
the position of its direct ancestor is a random variable
selected from a symmetric probability law

p(br)der with fp(br)der= i, p(br)=p(~&r~),

(38)

regardless of the value of the direct offspring number and
of the positions of the other components.

(ii) The probability qr(v) of the direct ofFspring number
v of a component is independent of the spatial distribu-
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tion of the population and is determined by a succession
of probabilities k, , A,z, . . . , here A,

&
is the probability that

the lth new component is generated. We have

qr(0) = 1 —k„(p(v) =A, k (1—
A, +, ) . (39)

Following Lotka [8], we make the assumption that all
probabilities A.I, l =2, 3, . . . , of generating the second
component, the third component, etc. , are equal to each
other; the probability of generating the first component,
however, can be different

A, , =p, (40)

Equation (40) is consistent with the statistical data for
human populations [8,29]; similar conditions have been

I

Ro =p(0),
R (br&, . . . , br„)=v!tp(v)p(br, ) p(br ) .

(41)

By using Eqs. (41) the functional iteration in Eqs.
(13)—(18) can be computed exactly. The calculations are
rather long; their main steps are presented in Appendix
B. Considering that at the zeroth generation the popula-
tion is made up of a single individual at r=0, we can ex-
press Q~ [ W(r)] in terms of the m-fold space convolution
product p~(hr) = [p (b,r)s ]'~' of the jump probability
density P (b,r). We obtain

used in studies of photon statistics [5].
If the above assumptions are valid, the Janossy densi-

ties R (b,r„.. . , b,r ) are given by

(1 P)[P~ —(1—A,—)~] —[(1—P)P~ —k(1 —
A, )~]f W(r)p (r)dr

9 [W(r)]=G [W(r)]=
AP~ —(1—P)(1—A. ) —k[P —(1—

A, )~]f W(r)p (r)dr

Qg'(r&, . . . , rz)=NtP' '(N)pq(r&) p~(r~),
(v —1) v~

(vov~+ v —
Vo

—1)

(43)

From Eqs. (19), (27), and (42) we can compute the Janos-
sy densities Qg'(r„. . . , r~) of the population at the qth
generation and the probability P'~'(N) of the total popu-
lation size at the qth generation

v)1. (49)

of the different components is destroyed by the renormal-
ization transformation introduced in Sec. V.

Now we investigate the asymptotic behavior of the
population as the number of generations q tends to
infinity. We restrict ourselves to the study of the super-
critical regime for which the average direct offspring
number of an individual is greater than unity

v (v~ —1)
X

0v v~+v —v —10

-N —1

%=1,2, . . .

P'~'(0) =(v —v+1)(v~ —1)/(v, v~+v —v, —1) .

(44)

(45)

In this case only the branched chain process has a non-
trivial behavior, which is due to the explosive increase of
the population. From Eqs. (43)—(45) we get the following
asymptotic expressions for the probability P'~'(N) of the
population size at the qth generation:

P' '(N)-(v/v ) V exp( ¹),—
The average direct offspring number of a component is

N)1, v&1, q —+~, (50)

(46) P'~'(0)-1 —(v —1)/vo, P&1, v) 1, q —+oo (51)

and the average offspring of a component if all new com-
ponents have the same probability of being generated
(A, , =l,z= . =A, ) is

Vo =v(p= A, ) = A, /(1 —
A, ) . (47)

The conditional probability y'~'(r„. . . , r~lN) of the
position of the components from the qth generation can
be computed by combining Eqs. (29) and (43)—(45); we
get

(48)

From Eq. (48) we note that the positions of the different
components from the qth generation are independent of
each other and of the total size X of the population. This
is a direct consequence of the first assumption introduced
at the beginning of this section. We shall see later that
the property of statistical independence of the positions p(k)= f exp(ik br)p(br)der (53)

(52)

For v) 1 both the average value and the dispersion of the
population size at qth generation increase exponentially
to infinity as q~ ~ [see Eqs. (A33) and (A39) from Ap-
pendix A]; however, for p & 1 there is always a positive
probability P'~'(0) that the population becomes extinct.
The physical explanation of this phenomenon is simple:
for p= 1, for each component from a given generation
there is at least one offspring in the next generation; on
the other hand, for p & 1 there is always the possibility
that all components from a generation have no offspring
in the next generation.

For investigating the asymptotic behavior of the space
distribution of the population we introduce the Fourier
transform
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(r,' &
=

& ~br~'& (54)

exists and is finite, then the structure function p(k) is an-
alytic in ~k in the vicinity of k=O:

p(k)=1 —((ro &/2d, )ikl +0(Ikey ) . (55)

If (ro& is infinite the structure function p(k) is nonana-
lytic in ~k in the vicinity of k=0, a situation that can be
represented by the function [19]

p(k)-1 —(b~k~)', k~O, 2) s&0, (56)

where c is a fractal exponent and b is a characteristic
length. By taking the Fourier transform of the condition-
al probability p'~'(ri, . . . , rN N) the q-fold convolution
products p~(ri), l =1, . . . , N, can be expressed in terms
of the powers of the structure function p(k); returning to
the real space representation by means of an inverse
Fourier transformation, we get

—Wd=(2~) ' . f exp i g k, —r,

of the probability density of the displacement vector of a
component from the position of its direct ancestor; by
analogy with the random walk theory [19], we call p(k)
the structure function for a generation. As p (b,r) is sym-
metric [Eq. (38)], the average value of the displacement
vector is always equal to zero. If the second moment of
the absolute value of the displacement vector

where

X, ' (~x~)=(2') ' Jexp( —ik.x —~k~')dk (61)

is the Levy-type symmetric stable probability density in
d, -dimensional Euclidean space [26].

From Eqs. (43)—(48) it follows that the Janossy densi-
ties QNq'(r„. . . , rN ) are proportional to the product of
P'~'(r„. . . , rN ~N) and P'q'(N)

QN"'(r„. . . , rN ) =N!p'~'(r„. . . , rN ~N)P'i'(N) (62)

and thus the asymptotic behavior of the Janossy densities
as q —+ ~ is completely determined by Eqs. (50), (51), (58),
(60), and (62).

Xp (r, ) . p (r ), (63)

from which, by integrating over r1, . . . , r, we can com-
pute the factorial moments F' ' of the total population
size from the qth generation (see Appendix A)

VII. SELF-SIMILAR SYMMETRIC PROCESSES:
POPULATION FLUCTUATIONS

The product densities f '~'(r„. . . , r ) can be comput-
ed from Eqs. (37) and (39); the functional diff'erentiation
of 9 [W'(r)] gives

m —
1

f '~'(r„. . . , r ) =m!(v)~

x[p(k, )
. .p(k )]

Xdk, . dk~ . (57)

If the second moment (ro & exists and is finite then Eqs.
(55) and (57) lead to

F' '= (N(N —1) . (N —m +1)&' '

m —1
v (v' —1)

=m!(v)' (64)

P'~'(r, , . . . , rN ~N) =
2vrq(r', &

~s 2Xexp —,g ~r, ~

r0

as q~~, (58)

In principle, the moments of the population density n (r)
can be computed from the product densities
f'~'(r„. . . , r ) by using the expressions derived in Ap-
pendix A; the method is rather tedious. For the particu-
lar model considered in this section it is more advanta-
geous to evaluate directly the moments of the population
density. We express the instantaneous value of the popu-
lation density n (r) as a sum of delta functions

that is, p'~'(r&, . . . , rN ~N) is a multivariate Gaussian den-

sity, the corresponding second moments
n(r)=5(r —r, )+ . +5(r —rN), (65)

(r, .r, &=5„.q&r,'&, (59)

increasing linearly with the generation number q. If the
structure function p(k) is nonanalytic near k =0 Eqs. (56)
and (57) give

NNd, lc Nd, +(d—,)—
1=1

(60)

where the stochastic properties of the total population
size X and of the position vectors r1, . . . , r& are charac-
terized by the set of Janossy densities derived in Sec. VI
[Eq. (43)]. Starting from Eqs. (43) and (65), all moments
and cumulants of the population density can be expressed
in terms of the generating functional 9 [ W(r) ] [Eq. (42)].
The computations are presented in Appendix C. In par-
ticular we obtain the following expressions for the central
moments and cumulants of the first and the second order
of the qth generation:

((n (r) »'"= &n (r) &'"=(v)'pq(r), (66)
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(( n (r& )n (rz) »' '= ( n (r, )n (r2) &' ' —( n (r, ) &' '( n (r2) &'~'

2vo(1 —v ~)
=pq(r))pq(r2)v —1 +pq(r)%(r( —rq)v

1

The relative fluctuation of the population density is given
by

((n (r, )n (r, )»'"
« n (r, ) »'"(( n (r, ) »'"
2vo(1 —v ~) —1

2~o
( 1

——q)1/2
v 1

' 1/2
2vp —1

V —1
V)1, q~~ .

p* = ( ((N' »'")'"/« N »'"
Pq

(75)

+Ip (r, )] '5(r, —r2)v

' 1/2

(68)

By comparing Eqs. (68) and (76) we note that both rela-
tive Auctuations have exactly the same type of asymptotic
behavior.

As q~ oo the asymptotic behavior of Eqs. (63) and
(66)—(68) is

f'~'(r„. . . , r ) —m!(v) ~[vo/(v —1)]

Xpz(r&) . p&(r ), v& 1, q~ co

(69)

(n (r) &' '-(v)'pq(r),

»o
((n (r, )n (r2)»'~'-p (r&)p (r2)v ~ —1

+p (r&)5(r, —r2)v~, v) 1, q

(71)
' 1/2

2vp —1 r, &r2, v&1, q~~ . (72)

(73)

2vo —1
v —1

(74)

Equations (71) and (72) show that for the supercritical re-
gime (v) 1) the fluctuations of population density have
an intermittent behavior; indeed, both the first and
second cumulants increase with the generation index q,
the rate of increase of the second cumulant being too
times larger than the rate of increase of the first cumu-
lant. As a result, for q —+ao the importance of Auctua-
tions increases; the relative fluctuation does not decrease
to zero, but rather tends towards a constant value; for
q~ao, from generation to generation the multiplicative
mechanism of the branching process amplifies the aver-
age size of not only the population but also the Auctua-
tions.

The intermittent behavior of the fluctuations is also
displayed by the cumulants of the total population size
and by the relative fluctuation pq of the total population

VIII. SELF-SIMILAR SYMMETRIC PROCESSES:
RENORMALIZED APPROACH

and

=N!(1—p) g p'P"~(N)p, (r, ) . p, (r~),
q=0

(76)

f (r„.. . , r )=(1—p) g p~F'~'p (r, )
.p (r~),

q=p
(77)

where P'~'(N) and F'~' are given by Eqs. (44) and (45),
and (64), respectively. From these equations we can com-
pute the renormalized probability P(N) of the total size
of the population and the renormalized conditional prob-
ability density P(r„. . . , r&~N) of the positions of the
components:

P(N)=(1 —p) g p~P'~'(N)
q=0

and

(78)

P(r„. . . , r~ N)

=(1—p) $ p'P' '(N)p, (r&) . . p, (r~)/P(N) .
q=0

(79)

In order to clarify the nature of the population Auctua-
tions for the renormalized process we should evaluate the
sums over q in Eqs. (76)—(79). We start out by investigat-
ing Eq. (77) for the product densities f (r&, . . . , r ). By
taking the Fourier transform of Eq. (77), the sum over q
reduces to the summation of a finite number of geometric
series depending on the structure function p(k); by
evaluating these series and returning to the real space
variables r1, . . . , r we obtain

By applying the general equations derived in Sec. V to
the self-similar symmetric model studied in Secs. VI and
VII we get the following expressions for the renormalized
Janossy and product densities:

&x(ri .
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f (r„.. . , r )=m[(m —1)!] [v(1/(v —1)] '(1 —p)
m —1

( 1)m
—1 —j

X g . (2') 'f . fexp —igk(r(
o j!(m —1 —j)!

X [1—pv'+'p(k, ) p(k )] 'dk, dk, m (H (80)

f (r„.. . , r )=0(, m &H,

where

(81)

H =ln(1/p)/inv (82)

is a positive fractal exponent that expresses the balance between the average rate of increase of the population and the
probability that the growth process stops. For m &H the asymptotic form of the product densities can be evaluated in
the limit of large lr( l, l = 1, . . . , m; we have

f (r1, . . . , r )-=m[(m —1)!] [vo/(v —1)] '(1 —p)

—+1 —1X g (1—
(L(v +') 'gj(r„. . . , r ), H &m, lr&l~oo, l =1, . . . , m,

1 j!(m —1 —j)!
(83)

Xexp
y (1 —pvI+') m

p+1( 2 )
; (84)

where the functions Pj(r„. . . , r ) depend on the

behavior of the structure function P(k). Ifp(k) is analyt-
ic near k=0, g (r„.. . , r ) are given by

p+ 1) ™s
+12vrpv' ( r(1 )

The asymptotic behavior of the Janossy densities
Qz(r„. . . , rz) can be analyzed in a similar way, by tak-
ing the Fourier transform over r&, . . . , r&, evaluating the
sum over q, and returning to the real space variables
r„.. . , r&. In this case the sum over q can be evaluated
by using the Poisson summation formula [30]. After
lengthy computations we get

—md
md, /c,

if@(k) is nonanalytic near k=O we have

g (r„.. . , r )

Q~(r„. . . , r11t ) =N!P(N)P(r„. . . , r~ lN),

where

(86)

x+
1=1

p+1
p+1 (85)

&(N) -N " '%(lnN), N ~ oo

is the probability of the population size N as X~~,

(87)

2

$(lnN)= I (1+H)+2 g [F+(1+H,2am/ln(v))cos[2vrm(lnN)/ln(v)]V 1 —p
v0 lnv 1

+F (1+H,2vrm/ln(v))sin[2~m (lnN)/in(v)]]

is a periodic function of lnN with period lnv,

I (x)= f t" 'exp( —x)dx
0

(89)

I

of the components for large N and
l r& l, l = 1, . . . , ¹ If

the structure function p(k) is analytic near k=0 we have

is the complete gamma function,

F—(a, b) = [Re, lm]I (x =a +bi) (90)

d lnv

2~(ro )lnN

' Wd, /2

are the real and imaginary parts of the complete gamma
function of complex argument, respectively, and
(()(r„.. . , r& lN) is the probability density of the positions

X exp
d, lnv

& lr(l'
2(ro)lnN z=(

whereas for a nonanalytic structure function
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In the case of analytic behavior the distribution of the
positions of the components is Gaussian, the correspond-
ing second moments increasing linearly with the loga-
rithm of the population size

&ri r&. ) -5&&, & ro )(lnN)/ln(v) . (93)

In the nonanalytic case the distribution of the positions
of the individuals is a superposition of Levy laws with a
characteristic length obeying a logarithmic scaling law
similar to Eq. (93):

b*=b [(lnN)/ln(v)]' ' . (94)

(95)

where sk(E, d, ) is a positive function depending on the
fractal exponent c and on the space dimension d, . Thus
we have

Ai(c. , d, =3)=
2

I (1+E)sin( —,'mrs) .
1+v

In the analytic case there is a very simple physical ex-
planation for the logarithmic scaling law (93). In the su-
percritical regime the space occupied by the population
increases from generation to generation. The average of
the absolute value of the mean square displacement vec-
tor is a measure of the increase of the occupied space for
a new generation. For q generations the dispersion of the
position of a component can be computed by following a
genealogical path from q =0 to q. As the displacement
vectors corresponding to different generations are in-
dependent random variables, the total dispersion is q
times larger than &ro ):

On the other hand, the typical size of the population in-
creases exponentially with the number of generations

N -v~, i.e. , q —= ( lnN) /ln( v) . (97)

By eliminating the generation index q from Eqs. (93)—(97)
we recover Eq. (93) for the particular case when 1 = I',

& ~r~ ) —
& ro )(lnN)/1n(v) . (98)

The probability density (92) has a long tail of the inverse
power law type. By using the asymptotic expansion of
the Levy laws [26] for large values of the random vari-
ables we obtain

'N

The second scaling condition in terms of lnN, Eq. (94),
also reAects a relationship of balancing between the pro-
cesses of population increase and of spatial dispersion;
however, since in this case the dispersion of displacement
for a generation is infinite & ra ) = ~, there is no alterna-
tive physical proof for Eq. (94).

By comparing Eq. (48) for the probability density of
the positions of the components at the qth generation
with Eqs. (91) and (92) of the same probability density for
the final population described by the renormalized ap-
proach, we notice an important difference. For the qth
generation the position of a component is independent of
the size of the population and of the positions of the oth-
er components. For the final population, even though the
probability density P(r„. . . , r~ N) is the product of N
probability densities corresponding to the different com-
ponents, there is, however, an interaction of the mean
field type among the different components; due to this
mean field interaction the width of the probability distri-
bution of the position of each component increases loga-
rithmically with the total number of components.

IX. CONCLUSION

In this article we have suggested a model for space-
dependent random growth processes in terms of a gen-
eralized branching process that incorporates the positions
of the components as supplementary random variables.
Our approach is a synthesis of the theories of branching
processes [1], random point processes [21], and random
walks [19]. The mathematical formalism relies upon the
use of four difterent types of generating functionals; the
discrete nature of the process allows us to define and
compute the generating functionals of the theory without
introducing an integration measure over the space of the
field of random population density. The mathematical
approach used is a functional generalization of the classi-
cal theory of branching processes. The generating func-
tional of the number and the positions of the components
from a given generation is a multiple functional iterate of
the generating functional for the direct offspring of a
component. We have derived formal expressions for the
Janossy and product densities and for the moments and
the cumulants of the population density corresponding to
a given generation. A renormalization group approach
has been introduced by assuming that the growth of the
population comes to an end after a random number of
generations. We outline that our renormalization group
equation, unlike most similar equations used in the litera-
ture [24,25], is a consequence of the model rather than an
ad hoc assumption; it expresses the statistical compensa-
tion between the exponential increase of the population
from generation to generation and the exponential de-
crease of the probability that the growth process contin-
ues.

An exactly solvable model has been suggested; it was
inspired by two different problems from biological popu-
lation dynamics [8,29] and the physical kinetics of pho-
tons [5]. Such a model may also describe the growth of
an in Uitro bacterial colony on a large Petri dish or a frac-
tal growth process of the type of diftusion limited aggre-
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gation [31]. For this solvable model there is the possibili-
ty of the simultaneous occurrence of two different types
of statistical fractals; one fractal may be generated by the
random walk that governs the spatial dispersion of the
population and the second fractal is due to the balancing
between the population growth and extinction. This
second statistica1 fractal displays oscillations in the loga-
rithm of the population size that are caused by the
discrete nature of the population growth.

For concrete physical and biological applications it is
desirable to increase the complexity of the model by in-
corporating some features characteristic for real growth
processes. Such a feature is the overlapping of genera-
tions. If the generations are overlapping, components
from different generations may exist at the same time.
This is a common situation that occurs in both physical
and biological systems; to describe it the growth process
should be analyzed both in terms of continuous time and
in terms of the discrete generation index. Work on this
problem is in progress and is planned to be presented
elsewhere.

APPENDIX A

a„Xa~, k,j =1, . . . , m . (Al)

In this appendix we try to establish a relationship be-
tween the definitions for the product densities suggested
by Carruthers for the statistical study of multiplicity dis-
tributions in particle physics [27] and the classical
definition of Stratonovich and Van Kampen [21]. We are
interested in the possibility of the occurrence of m parti-
cles, the first at a position between r, and r&+dr, , . . .
and the mth at a position between r and r +dr, re-
gardless of the number of components that may exist at
other positions. Cxiven a realization of X m individuals
at positions between rI and rI+drI, I =1, . . . , N, the in-
stantaneous value of the mth product density is a product
of m6 functions
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Since the components are distinct, a&, . . . , o. should be
different from each other. The product density of order
m is an average of the instantaneous value (Al) over all
distinct values of a&, . . . , a, over the positions
r&, . . . , rN, and over the total number X of individuals:

f' '(r„. . . , r )=(5(r,—r' ) 5(r —r' ))

5(r, —r' ) 5(r —r' ),
??t

(A2)

where the prime shows that in the sum over a&, . . . , a all labels should be distinct. In order to compute the product
densities we introduce the generating functional

:-'~'[W(r)]=1+ $ f . . ff'~'(r„. . . , r )W(r, ) . W(r )dr, dr
t

(A3)

and insert Eq. (A2) into Eq. (A3). By getting rid of the 5 functions through integration over r„,rz we obtain

oo N m

:-'~'[W(r)]= g, f . fQg'(r'„. . . , rIv) g, g' Q W(r' )dr', . drIv .
N=O m=0 a&, . . . , am p 1

(A4)

Now we use the identity
m N

1+ g, g' + W(r' )= + [1+W(r,')],

(A5)

which can be easily proved by direct expansion of the
product over l. By making use of Eqs. (6) and (A5) we
can express the right-hand side of Eq. (A4) in terms of the
generating functional 9 [ W(r)]:

:-' '[ W(r ) ]= 9'q'[1+ W (r ) ] .

By expanding ='~'[ W(r)] given by Eq. (A6) in a function-

al Taylor series around W(r) =0 and comparing the re-
sult with Eq. (A3), we can express the product densities

f (r„.. . , r ) in terms of the generating functional
0'~'[ W(r) ]

(A7)

This equation is identical to Eq. (30) in the text. To ex-
press the product densities f'q'(r„. . . , r ) in terms of
the Janossy densities Qg'(r&, . . . , r&), we expand both
the right- and the left-hand sides of Eq. (A6) in a func-
tional Taylor series and equate the coefFicients of
W(r, ) W(r~), obtaining
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00

f'q'(r„. . . , r )= g, f f Q)((q+) (r, , . . . , r)(, + )
ON!

Xdr +i ' 'dr

from the generating functional Qq [W(r) ] for W(r) =z
and comparing the Taylor expansions of 9 (z) and
Qq[W(r)] around W(r)=z =1, we can express the fac-
torial moments I' 'q' in terms of the product densities

(A8)

Conversely, in order to express the Janossy densities
Q)'v'(r„. . . , r)q) in terms of the product densities, we
write Eq. (A6) in the form

5 Qq[W(r)]
dr, ~ ~ dr

5W(1 i) ' ' ' 5W(I'm )

= f . . ff' '(r„. . . , r, )dr, . dr (A15)
0'q'[W'(r)]=:-' '[W'(r) —1] with W'(r)=1+ W(r)

(A9)

and expand both terms of Eq. (A9) in a functional Taylor
series, thus arriving at

f", '(r)=(n'"(r) & -. (A 1 1)

The other product densities f'q', m =2, 3, . . . , however,
are different from the corresponding moments of the den-
sity

oo

(n'q'(r ) . n'q'(r )) = $ . . dr' dr'
1 m 1 X

(A12)

5(r, —r' ) 5(r —r' ) .
Qly ~ ~ y Q 1

The difference is due to the fact that in the definition
(A12) of the moments of population density the sum over
a„.. . , a runs over all possible values of a„.. . , a
The relation between the moments of population density
and the product densities is of the same nature as the re-
lation between the moments of the total population num-
ber N

(Nm)(q) y Nmp(q)(N)
X=O

and the factorial moments

F(q)=(N(N —1) . (N —m+1))' '

(A13)

N(N —1) . (N —m +1)P'q'(N)
N=m

=d 9 (z)/dz (A14)

Equation (A7) is the space-dependent analog of the rela-
tionships (A14) for the factorial moments. By remember-
ing that the generating function Qq(z) can be obtained

+xri . r +x(q)
ao

( 1)m

fm=O

&& d r)v+, d r)v+ . (A10)

From Eqs. (A9) and (A10) it follows that the Carruthers
definition (A2) of the product densities is equivalent to
the definition given by Stratonovich and Van Kampen
[21].

Concerning the physical interpretation of the product
densities, we note that for m = 1 the Carruthers definition
(A2) shows that f( ))(qr) is the average of the population
density n'q'(r) at position r

In order to compare the difference between the actual
spatial population distribution and the Poissonian law
that corresponds to a perfect random distribution of indi-
viduals we introduce the correlation functions

g'"(r„. . . , r ), m =1,2, . . . . (A16)

The correlation functions q'q'(r„. . . , r ) are defined by
a cumulant expansion of the generating functional

[W(r)],

:-q[W(r)]=exp & f fg' '(r„. . . , r )
) m!

X W(r, ) . W'(r,„)

X dr& . dr

(A17)

From Eq. (A17) it follows that the correlation functions
g'q'(r„. . . , r ) are equal to the functional derivatives of
ln= [W(r)] and inQq[W(r)] at the points W(r)=0 and
1, respectively,

5 ln= [W'(r)]
g'q'(r„. . . , r ) =

5W(r, ) 5W(r

5 in', [W(r)]
5W(1'i) ' ' ' 5W(1' ) gr(

(A18)

The correlation functions g'q)(ri, . . . , r ) are the space-
dependent analogs of the factorial cumulants 6' ' of the
total population

6' '=d 1 0 ( )/d (A19)

Between the correlation functions g'q'(r„. . . , r ) and
the factorial cumulants 8'q' there is the relationship

5 1nQq[W(r)]
5W(r) ) ' ' ' 5W(1'm )

= f fg' '(r„. . . , r )dr, dr

dr, . dr

(A20)

which can be proved in the same way as Eq. (A15).
Similar product densities and correlation functions can

be defined for the direct offspring of a component charac-
terized by the Janossy densities .R,(hr„. . . , b,r ) or by
the generating functional I. [W(b,r)]. These functions
obey exactly the same type of relationships as the corre-
sponding functions attached to the offspring from the qth
generation; to save space we shall not write all the equa-
tions here. We mention only that the product densities of
the direct offspring of a component
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(br„. . . , hr )=(5(br, br'—)
. 5(br br—' })

f f d hr', . d Ere (hr'„. . . , b,r„')
t

v ——O~. Ql) ~ ) 0 1

5(hr, b,r—' ) 5(hr —b,r' )

(A21)

can be expressed in terms of the generating functional
L [ W(b, r)] by a relationship similar to Eq. (A7):

5 L[ W(hr)]
5W(hr ) . 5W(br )

(A22)

At least in principle all product densities

f '~'(r&, . . . , r ) and the correlation functions
g'~'(r„. . . , r ) for the qth generation can be expressed
in terms of the product densities g (b,r„.. . , b.r ) for
the direct offspring of a component by means of repeated
functional differentiation of the forward evolution equa-
tions (12), (16), and (18) or of the backward equation (17)

I

5Q [W] 59,[L]
dI

5W(r) 5L (r') 5W(r —r') (A23)

and (18). By functional differentiation the two sets of
equations lead to two different chains of equations that
relate the product densities or the correlation functions
corresponding to two successive generations; by solving
these equations generation by generation we can compute
all functions f '~'(r&, . . . , r ) and g'~'(r&, . . . , r ). For
illustration we compute the first two functions f'P2' and
g'& 2 by using the forward equations. The functional
differentiation of Eq. (12) gives

5 ~q[W] 5 ~q —t[L] 5L [W] 5L [W], , 5~q —i[L] 5~L [W]dr', dr,'+ dI
5 W(r& )5W(r2) 5L(r', )5L (r2) 5 W(r, —r', ) 5W(rz —r2) 5L (r') 5W(r, —r')5 W(rz —r')

(A24)

(A25)

from which, by using Eqs. (A7) and (A22), we get the in-

tegral equations

f ', '(r) = ff 'P "(r')g, (r —r')dr'

f (k„.. . , k )= f . f exp

haik&

r&

Xf (r„.. . , r )dr, dr

(A29)

f ~z '(r„r2)= f f'P "(r')g2(r, —r', r2 —r')dr'

+ 2 ri r2 '9i r&

Xg&(r2 —rz)drIdrz . (A26)

and

g (k„.. . , k )=f . . fexp haik, r,

Xq (r„.. . , r )

X dr& . dr (A30)
Similarly, by differentiating the logarithm of Qz[W(r)]
and using Eq. (A18) we can derive a system of two in-

tegral equations for the first two correlation functions g', '

and g2 '.

Eqs. (A25) and (A26) lead to a system of difference equa-
tions in fPz..

y(q)(k) y(q —1)(k)— (A31)

gI '(r)= fg', "(r')g, (r —r')dr'

gz' '(r„rz)= fg', "(r')qz(r, —r', rz —r')dr'

+ g2 r), r2 'g) r( r)

X'q)(lp 12)dr)d12

(A27)

(A28)

f2 '(k), k2) =f2
' (k(, k2)vl)(kt)vie(k2)

+&8 (ki+k2)nz«»kz) . (A32)

By solving Eqs. (A31) and (A32) and performing two in-
verse Fourier transformations we get the following for-
mal expressions for the first two product densities at-
tached to the qth generation:

Equations (A25) and (A26) and Eqs. (A27) and (A28)
have exactly the same structure and thus the expressions
for g'& 2' can be derived from the expressions for f I 2' and
thus we solve only Eqs. (A25) and (A26). By introducing
the Fourier transforms and

f'P'(r)=(2') ' f exp( —ik r)f I '(k)

X [g,(k)]~dk, (A33)
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f2(~)(r„r2)=(2m) ' f f exp( i—k r, ik—r2)

X f2 '(k), k2)[vl, (k, )v1)(k2)]

q, (k, +k ) ~ —q, (k, )q, (k ) ~

g((k)+k2) —g)(k, )21)(k2)
(A34)

where d, =1,2, 3 is the space dimension. The solutions of
Eqs. (A27) and (A28) for g()qz can be derived from Eqs.
(62) and (63) by means of the substitutions

f'~'(r„. . . , r )~g'~'(r, , . . . , r ), m =1,2
(A35)f' '(k„. . . , k )~g' '(k„. . . , k ), m =1,2 .

For evaluating the product densities f()qz from Eqs.
(A33) and (A34) we need to know the expressions of the
functions 21, 2 and f ', 2', the results of an explicit computa-
tion have been given in Sec. VII for the particular case of
self-similar symmetric processes. Here we mention only
that Eqs. (A33) and (A34) are consistent with the space-
independent theory of branched chain processes [1].
From Eq. (A15) it follows that the factorial moments of
the total population from the qth generation and the fac-
torial moments of the direct offspring number of a com-
ponent can be expressed in terms of the Fourier trans-
forms of the product densities

=c(Z, [W(br)]),
where

c (z) =1—)33+P(1—
A, )z/(1 —Az)

and

Z) [W(br)]= f W(br)p(br)diI)r .

(B1)

(B2)

(B3)

From Eqs. (Bl)—(B3) it follows that the qth iterate of
L [ W(b r) j, L "q'[ W(b r) ], is equal to:

of a homographic function. By combining Eqs. (3) and
(A39) —(A41) we get the following expression for the gen-
erating functional L [ W(br)] of the direct offspring of a
component:

L [W(hr)]=1 13+P(—1 —A, )

X g A,
' fp(br)W(br)der

(N(N —1) (N —m + 1)&'~'
L'~'[ W(br)]=c*'~)(Z~[ W(b,r)]), (B4)

=f("(k,=O, . . . , k. =O),

(A36)

where the functionals Z [W(b,r)], q =2, 3, . . . , obey the
chain of recursive equations

Z [W(iI)r)]= fZ, [W(br+br')]p(br')der',
((v —1) (v —m+1)&=g (k, =O, . . . , k =0) . /=2, 3, . . . (B5)

(A37)

By inserting Eqs. (A36) and (A37) and expressing the
second factorial moments (N(N —1) &' ' and (v(v —1) &

in terms of the dispersions (b.N &' '= ((N —(N & ) &' '

and (b,v &=((v—(v&) & we obtain

and c ~(~)(z) is the qth iterate of the function c (z) given by
Eq. (B2).

By applying Eqs. (B3) and (B5) recursively we can com-
pute the functionals Z [W(b,r)],q =1,2, . . . , step by
step to obtain

&N&'&'=&»"'[( &j&

and

( gN2 &(q) ( gN2 &(0)[ ( v &
]2q

+ &N &'"[& &]' '

(A38)

(A39)

Zq[W(br)]= f . . f W(br+br', + . +br~)

Xp (iI),r', ) p(b, r' )

r

&=1,2, o ~ ~

By introducing the new integration variable

(B6)

%e have recovered the well-known expressions for the
average value and the dispersion of the population num-
ber at qth generation for space-independent branched
chain processes [1].

APPENDIX B

In the particular case of self-similar symmetric systems
introduced in Sec. VI, the repeated functional iteration
(13)—(18) of the functional L [W(r)] can be carried out
explicitly, i.e., it can be reduced to the repeated iteration

Eq. (88) can be written in a more convenient form

Z [W(br)]= f W(Dr+dr')p (br')der',

where

p (Ar')= 5(br' —br' —.. . —b,r')1

Xp(hr', ) . p(b, r' )db, r', . der'
= [p(«)e ]'" (B9)
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is the m-fold convolution product of the probability den-
sity p (lI),r).

We have reduced the process of functional iteration of
the generating functional L [W(b,r)] to the iteration of
the function c(z) given by Eq. (82). The qth iterate of
c (z), c*'q'(z), is the solution of a nonlinear difference
equation

(1—P—c*'q')(1 —Ac*'q ")+P(1—A, )c "(q "=0,

can express A as a function of Ao; the qth iterate c*' '

can be computed by inserting the resulting expression of
A into Eq. (812). After lengthy manipulations we arrive
at

(q)(z)—(1—P)[Pq —(1—
A, ) ]

—[(1—P)Pq —A(l —
A, )q]z

APq —(1—P)(1—A. )
—

A, [Pq —(1—
A, )q]z

(815)

with the initial condition

g(Q)

(810)

(811)

Combining Eqs. (13)—(18), (84), and (815) we arrive at
Eq. (42).

APPENDIX C

By means of the substitution

c*'q'=1 —(P/A, )+(A /A, ), (812)

the nonlinear equation (812) can be reduced to a second-
order linear difference equation

P(1 A)Aq+i A(1 k+P)Aq+A A i 0 (813)

with the initial condition

z =1—(P/A, )+(A()/Ai) .

By solving Eq. (813) with the initial condition (814) we
I

We introduce the characteristic functional A [K(r)]
for the population density n (r) at the qth generation

A (K(r]]=(exp i fK(r)n(r)dr (C 1)

where K(r) is an appropriate test function, n (r) is given
by Eq. (65), and the stochastic properties of the total pop-
ulation size and of the position vectors of the diQ'erent in-
dividuals are characterized by Eq. (42). By inserting Eq.
(65) into Eq. (Cl) and evaluating the average with the
help of Eq. (42) we obtain

Aq[K(r)]= g P q(N) f . f exp i QK(r&) pq(r, )
.pq(rtq)dr(. dr)v

N=0

QO N= g P ((qf)V) fp (r)exp(iK(r))dr =9 W(r)= fp (r)exp[iK(r)]dr
N=O

(C2)

The central moments and the cumulants of the density field n (r) may be evaluated from Eq. (C2) by computing the
functional derivatives

5 A [K(r)]
(n(r, ) . n(r ))'q)=( i)—

rl . rm K(r) 0

5 lnAq [K (r) ]
((n (r) . n (r )))( '=( —') M' r, . M' r K(, ) o

By applying Eqs. (C2) —(C4) for I = 1,2 we get Eqs. (66)—(67).

(C4)
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