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Wavelet correlations in the p model
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We suggest applying the concept of wavelet transforms to the study of correlations in multiparticle
physics. Both the usual correlation functions as well as the wavelet transformed ones are calculated
for the p model, which is a simple but tractable random cascade model. For this model, the wavelet
transform decouples correlations between Buctuations defined on different scales. The advantageous
properties of factorial moments are also shared by properly defined factorial wavelet correlations.
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I. INTRODUCTION

The concepts of scaling and self-similar fluctuations
gain increasing importance in the study of many differ-
ent stochastic processes such as phase transitions, tur-
bulence, galaxy clustering, and multiparticle production.
The unifying feature of such diverse processes is an ap-
proximate power law behavior of the correlation func-
tions. Unfortunately, correlation functions higher than
second order are hard to measure directly; therefore
appropriate averaging andior transformation techniques
have to be applied in order to extract information of in-
terest.

In the context of multiparticle physics useful tools such
as factorial moments, G moments, cumulants, correlation
integrals, void probabilities, and combinants [1—3] are
currently explored and to some extent already applied
to the analysis of data. These correlation measures elu-
cidate many interesting features of multiparticle correla-
tions and are used, for example, to detect a possible frac-
tal structure of QCD parton shower cascades [4]. Here
we explore a new approach, namely, wavelet transformed
correlation functions, or short, wavelet correlations.

The analysis of irregular textures by means of the
wavelet transform has by now gained widespread appli-
cation in many different fields, most notably in signal
processing, data compression, and pattern recognition
[5—8]. Its central property is the possibility to resolve
an arbitrary function simultaneously in terms of its stan-
dard variable (say time) and its conjugate counterpart in
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Fourier space (in this case frequency) in an efficient man-
ner. This is achieved by an expansion of the function with
respect to a self-similar set of (not necessarily) orthogo-
nal basis functions, so-called wavelets. These techniques
have not yet been applied to the analysis of irregular and
possibly fractal point processes arising in multiparticle
production at high energies.

For the present study the self-similarity aspect of the
wavelet basis is crucial. More specifically, the whole ba-
sis is constructed from dilations and translations (affine
transformations) of one single "mother" wavelet. Such
an aKne basis may be understood as a "mathematical
microscope, " which is optimized to dissect structures on
finer and finer scales. In other words, the wavelet trans-
form separates "spikes" or "clusters" existing at very dif-
ferent scales in a signal.

Both the self-similarity aspect of the wavelet basis as
well as the above mentioned "scale separation property"
of the wavelet transform lead us to the suspicion that
the latter might be a very convenient tool for the repre-
sentation and analysis of cascade processes. The wavelet
correlations of selfsimilar processes, to be more precise,
the correlations between the coefficients of a wavelet ex-
pansion, will be "quasidiagonal, " i.e., an appropriately
chosen wavelet basis is a "natural" close approximation
to the true eigenfunctions.

Such a quasidiagonalization of the covariance ma-
trix has already been demonstrated for some self-similar
stochastic processes such as fractional Brownian motion
[9]. In the general case the true eigenfunctions are diffi-
cult (if not impossible) to find, so that one has to choose
between various types of wavelet bases in order to find
out which one will lead to an "optimal quasidiagonaliza-
tion" [7].

The goals for this paper are modest. For a demonstra-
tion of wavelet techniques with respect to self-similar cas-
cades we have chosen the one-dimensional p-model cas-
cade [10], which has been developed to describe the en-

ergy dissipation in fully developed turbulence. Together
with the closely related o. model it has also been used as a
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simple discrete approximation to multiparticle processes
in high energy e+e and hadron-hadron collisions [1,11].
Here the p model serves as a tractable toy model to study
wavelet correlations analytically. The p model is special
also in another way: the simplest of all wavelets, the Haar
wavelet, represents an exact set of eigenfunctions for the
covariance matrix.

After a brief introduction to the wavelet concept in
Sec. II, we first calculate the conventional correlation
densities of the p model in Sec. III and then turn to
the direct determination of the Haar-wavelet correlation
densities. Furthermore, a general approach is devel-
oped to study correlations with respect to any orthog-
onal wavelet basis. Section IV is devoted to the study of
the p model with Poissonian noise and to the application
of the wavelet transform on factorial moment and cumu-
lant densities, which are so crucial in the study of point
processes. The conclusions are presented in Sec. V.

II. SOME BASICS OF WAVELETS

We will summarize only some very basic concepts of
wavelets and the related idea of a multiresolution analy-
sis. For a more profound introduction we refer the reader
to some excellent reviews [5—8].

Given an arbitrary and, for simplicity, one-dimensional
function e(x) supported in the interval [0, 1], we seek to
approximate it in terms of a histogram with 2 bins. A
histogram is a collection of individual bins represented
by the set of box functions

&~~(x) = &"(2'x —k) (2.1)
1 fork2 J &x& (k+1)2
0 otherwise,

which are all constructed from the unit box function
goo(x) by a discrete dilation factor 2J and a translation
governed by an integer k. Within a given scale the box
functions P&&(x) are orthogonal with respect to the shift
index k.

The approximation of the function e(x) at the finest
scale J is then written as a histogram:

(2.2)

1 for 0 & x & 1/2
goo(x) = g (x) = &

—1 for 1/2 & x & 1
0 otherwise .

(2 3)

Again the functions QJ z A, (x) are orthogonal with re-
spect to the shift index k within the given resolution

compare with the upper left histogram of Figs. 1 and 2(a).
If we were to approximate e(x) with the box functions

~ A, belonging to the rougher resolution scale J —1,
which are again orthogonal with respect to the shift index
k, but are not orthogonal to the box functions P&~& of the
finer "resolution" scale J, evidently some detail is lost
compared to the approximation (2.2). This detail is the
difFerence between approximations (2.2) with resolution
scales J and J —1. It can be fully expressed in terms of
the difFerence functions @J z k(x) = g (2 x —k) with

FI| . 1. Multiresolution de-
composition of a random func-
tion (upper left corner) at ini-
tial resolution scale J = 5 with
respect to the Haar-wavelet ba-
sis. The left column shows
a sequence of approximations
to the original signal, while
the right column represents
the Haar-wavelet transform of
e(5) (x)
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rewritten in terms of P& 2 A, (x) and g& 2 &(x) and so on.
Going from one scale j to the next lower scale j —1,
only the difference between the two resolutions is mem-
orized and expressed in terms of the difference functions

i &(x). This procedure is depicted in Fig. 1. As a con-
sequence of this multiresolution analysis, the amplitudes

of the box functions at the finest scale J are trans-(J)

formed into the amplitudes e.k of the difference functions
with scales in the range 0 & j & J —1 together with the
amplitude cp of the box function at the roughest scale
j=o:

e'"(x) = ):e~"&V~(x)
k

e(o) (x) + ) e(z) (x)
j=p

J—1 2~ —1

eo'&oo(x) + ).):e,'g'&,"~(x)
j=p k=p

(2.5)

confer again Fig. l.
The "difference" amplitudes

e, g = 2' e(x)g, k(x)dx (2 6)

are most conveniently represented in a one-dimensional
histogram with 2 bins

(
(p)

1 eoo&elo&ell&e20& te23&F30) . . le J—i 2~ ~ —i)1 (2 7)

as depicted in Fig. 2(b).
In general the difference function @~y(x) is called a

wavelet and the approximation function P~g(x) the cor-
responding scaling function. More formally they are de-
fined via the dilation equations

k$

FIG. 2. Numbering scheme of (a) the original amplitudes
and (b) of the Haar-wavelet transformed amplitudes e.

&
.(~) ~ -(~)

gA:

(c) shows the structure of the second-order correlation matrix
of the wavelet amplitudes.

and

P(x) = ) c (6(2x —m)

g(x) = ) (
—1)™ci P(2x —m),

(2.8)

(2.9)

~io(x) =
2 [choo(x) + ~oo(x)]

&»(x) =
2

[&oo(x) —Coo(x)] . (2.4)

This defines a multiresolution analysis of the function
e(x): At first e(x) is approximated with box functions
PJk(x) of scale J according to Eq. (2.2). Then according
to Eq. (2.4) the P~&&(x) are expressed in terms of box func-
tions PJ i &(x) and the difference functions QJ i A, (x)
both of lower scale J —1. Thereafter the P& i &(x) are

scale J —1; they are also orthogonal to the box. func-
tions PJ i &(x) at scale J —1, but are not orthogonal to
the box functions P&&(x) at scale J. On the other hand,
the P~&&(x) are expressible in terms of the P& i &(x) and

i &(x), together; we get, for example,

c, = —,'(1+ ~3),..= —,'(3 —~3),
., = —,'(3+ ~3),
c, = —,'(1 —~3), (2.10)

leading to the smoother orthogonal Daub echies D4

where the finite number of nonzero coefricients c have to
satisfy various conditions stated by Daubechies [6]. Once
a finite set of admissible c is chosen, the solutions P and
g can be found by (numerical) iteration of Eqs. (2.8) and
(2.9).

The scaling function P (x) of Eq. (2.1) and the Haar
wavelet @~(x) of Eq. (2.3) represent the simplest ex-
ample; for them the only nonvanishing coefFicients are
cp ——ci ——1. However, the Haar wavelet has a serious
drawback: It is discontinuous and, consequently, not very
well localized in Fourier space. Better localization prop-
erties in Fourier space are given, for example, with the
choices
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wavelet [6]. These wavelets and their corresponding scal-
ing functions are exemplified in Fig. 3. Note that the D4
wavelet is still compact, but three times as wide as the
Haar wavelet.

Both examples shown reflect a compact support. In the
literature many difFerent wavelets with various additional
properties have been constructed and used. Generally
one has a trade-ofF between compactness and smoothness
of a wavelet: the smoother the wavelet becomes (and thus
the better it is localized in Fourier space), the broader the
compact support has to be.

As a generalization of the multiresolution analysis pre-
sented for the Haar wavelet before, Eqs. (2.5), (2.8),
and (2.9) define a multiresolution analysis for any spe-
cific choice of wavelets. The resulting "histograms" at
the various scales then acquire the smoothness of the un-
derlying scaling function and wavelet.

say it goes with the energy E~, we then split this subin-
terval again into two parts with corresponding energies
Ez ——pEq and E2 ——(1 —p) Eq, where again Ez goes ran-
domly to the new left or right subinterval. For the right
subinterval we proceed in the same way. The whole pro-
cedure is repeated over and over again; see Fig. 4. For

III. p MODEL AND CORRELATION DENSITIES i-
I I

l
We will briefly introduce the p model, which success-

fully describes the multifractal spectrum of the energy
dissipation in turbulent How [10]. We determine its con-
ventional correlation densities as well as its Haar-wavelet
correlation densities analytically. Because of its more
complicated structure, we finally exhibit the results of a
computerized calculation for the Daubechies D4-wavelet
correlation densities. I

"poissonian noise"
I

A. p model o o I a los elk Isl ~ I' oolo ~ I o ~ I

I

Without any loss of generality we consider the inter-
val [0,1] and normalize the "energy" E to unity in this
interval. We then split this interval into two equal parts
with energies Ez ——pE and E2 ——(1 —p) E, where Ez
goes randomly, with equal probability, to the left or right
subinterval (bin). Let us pick the left subinterval and

FIG. 4. p-model cascade, where towards smaller scales the
length of the interval is divided into two halves and the Hux
of energy is transferred in nonequal fractions pz = (1 + n)/2
and p2 ——(1 —o)/2. At the last step a particle number is
tossed in each bin according to a Poisson distribution with
mean nt z

(J)
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later convenience we set the "splitting" parameter equal
to —Z(j+» [X~+»=(X (j) X, (j))]

1 1
p = p. = -(1+ ), (1-p) = p. = -(1- )2

'
2

(3 1)

with 0 & o; & 1. Clearly the total energy is conserved
in this cascade. The energy density contained in a cer-
tain subinterval is defined as the corresponding energy
divided by the length of the subinterval; let us denote
the energy density as ek, where the index J (J & 0)
represents the actual scale (equal to the number of cas-
cade steps) and the index k (0 ( k ( 2 —1) represents
the kth subinterval belonging to the scale J. Also as the
scale parameter J increases, the number of possible con-
figurations increases with 2( ). Within a given scale
each configuration p occurs with the same probability,
ie p =2

B. Bin correlation densities

J
XR(j)

The one-bin correlation density is defined as the con-
figuration average () of the energy density in the bin ki
at some scale j:

(3.2)

FIG. 5. Recursive construction of the characteristic func-
tion for the p model.

In an analogous manner, the two-, three-, etc. bin corre-
lation densities are given by

be obtained by partial derivatives of qth order of Z[A] (or
ln Z[A]) with respect to Ak

(j) = (j) (j)

(j) (j) (j) (j)
pkg, k2, ks ( kg k k

(, ) 1 a&Z(&) [A(»]
~k . . . k

kl
'

kq A(j) 0

(3.5)

For convenience we consider the characteristic function
for the correlation densities:

Z [A ]
= exp i

=1+i)

) - A(i) (i)

k=o )
2

p() ()+ g p()p() ()
1) 2

(3.4)

k1,k2

3
p(~) p(~) p(~) (j)

k1 k2 k3 k1,k2, k3
k1,k2, k3

where we use an abbreviated notation A( ) for the collec-
tion of parameters (Ao, . . . , A2, i). Once the character-
istic function is known analytically, the correlation den-
sities between 2, 3, . . . , q bins (or the qth cumulant) can

[

We introduce an iterative scheme for the characteristic
function, which allows us to calculate it at one scale re-
cursively from the next rougher scale. Figure 5 represents
a diagram of how the possible p-model configurations at
scale j+1 evolve from configurations at scale j. Let us
say that we know all the possible configurations for the
energy densities in the 2~ bins at a given scale j. The
dyadic tree at scale j+1 is then composed of a left and
a right sub-tree, each at scale j. The branching to the
left might be weighted with the splitting factor (1 + n),
so that the branching to the right has to go with (1 —a)
or vice versa.

We use the explicit form of the characteristic function
(3.4) at scale j+1; in the spirit of Fig. 5 we split the 2~+

variables collected in A( + ) = (A&~), A&~)) into a left (L)
and a right (B) subset. It follows that

z(~+') w(, +') = (j+,) . - ~(j+i) (j+~)
~p P k k(~) (3.6)

22 —1

) p++ exp i ) (1+
p+ (k=O

r+) p(+ )exp i ) (1
P (k=O

)A(i) (i)0.'
L

~)A(i) (i)
kL k(gs

L

r 2' —i
exp i ) (1—

exp i ) (1
) ( kR=Q

n) A"'."'
kR k(P+)a )
)A(i) (i)

kR k(v )
R
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If the branching of the dyadic tree at scale j+1 to the left goes with (1+ n) and to the right with (1 —n), the
configurations p+ at scale j+1 are defined; for the p configurations it is the other way round. Observe that the
configuration probability at scale j+1

(j+1) 2
—(2'+' —1) 2

—(2' —1) (j)
P 2 P (3.7)

factorizes into the product of the configuration probabilities at scale j. This allows us to write the sum P over all
scale j+1 configurations as a double sum P„g over all scale j left and right configurations. We then obtain the
recursion relation for the characteristic function of the p model:

Zl'+ ) [AU+')] = —(Zl') [(1 + n) A~i')] ZU) [(1 —n) A~~' ] + Zi' [(1—n) A~0)] ZU) [(1 + n) A~i')] j, (3.8)

with Zl') [Al')] = exp(iAl')).
This iterative solution for the characteristic function can now be used to derive recursion relations for the correlation

densities (3.5). First, as an explicit demonstration of this, the two-bin correlation density pk k is considered for the1) 2

special case that both Ak+ and Ak+ belong to A&, i.e. , to the left branch of the dyadic tree depicted in Fig. 5;
we get

(,„) 1 (a'Zl~) [A,")], (, )
a2Zi~) [A~')]' (1+~)'Z"[(1—~)A~ ]+ ' ' '(1 —~)'Z"[(1+~)A~ ]»'

~
aA")aA") oa(j) aw(j)

k1 k2 k1 k2 g(i+~) =0

= (1+~')pk', k,
(j)

where Zl)) [Al~)]~g 0
——1 and Eq. (3.5) have been used. In general we find, for the correlation densities,

(3.9)

(1+o. )p„„ if ki, k2 C (L)

(1 —a. ) if ki E (L) and k2 E (R) or vice versa,

(3.10)

(~+1) + ~k k k
(j)

kg, kg, kg (1 2i (g)
ifki, k2, ks c (L), . . . ,

if ki, k2 c (L) and ks c (R), . . . .
(3.11)

(L) and (R) stand for all the bins belonging to the left and the right branch of the dyadic tree depicted in Fig. 5.
For the right branch the indices have to be shifted as indicated above for the two-bin correlation density only.

The one-bin density is equal to one as it should be, because energy is conserved in the p model, so that the average
energy density on every scale j is equal to the initial density. The two-bin correlation density is depicted in Fig. 6;
it shows clearly the multiplicative structure (3.10) as the scale becomes finer. The closer the bins are together, the
stronger they are correlated; a scaling law with decreasing bin-bin distance shows up as a result of the self-similarity
of the p-model cascade.

It is straightforward to rewrite the recursion relations (3.9)—(3.11) of the correlation densities in terms of cumulant
densities, the latter having the advantage that they subtract contributions from lower-order correlations. We find

~(j) (j)
k1 ~k1

~(j+1) (j+1) (j+1) (j+1)
k1,k2 ~k1,k2 ~k1

(3.12)

(1+n )C„' „+n if ki, k2 c (L), . . .
—n if ki E (L) and k2 g (RJ or vice versa,

~ ~ ~

~(j+1) (j+1) (j+1) (j+1) (j+1) (j+1) (j+1) (j+1) 2 (j+1) (j+1) (j+1)
kl)k2)k3 kl)k2)k3 k1)k2 k3 kl)k3 k2 k2)k3 kl kl k2 k3

(3.13)
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FIG. 6. Two-bin correlation density p&, I„after J = 7
p-model cascade steps (cr. = 0.4).

1
1)0 = — 60 —61

1
&J—11 = &2 &3 ) ~ ~ ~

Evidently, the cumulant densities show a recursive struc-
ture that is analogous to the correlation densities (3.9)—
(3.11).

C. Haar-wavelet correlation densities

So far we have determined the correlation (and cumu-
lant) densities between the various bins at the last step of
the p-model cascade. If we would first average over sev-
eral adjacent bins and then study the correlations of the
local averages, we could extract information about earlier
stages of the cascade; referring to the left column in Fig.
1, this would correspond to the analysis of correlations
among the amplitudes within each averaged histogram
e(2) (x) separately. Obviously this procedure yields highly
redundant information since the correlations at a given
scale also include the correlations at all rougher scales.

As an alternative we suggest studying correlations be-
tween difI'erences of trin amplitudes at adjacent scales; in
other words, we look at correlations among the difFerence
amplitudes of the right column histograms e(~) (x) of Fig.
1. Since each such histogram reflects the difFerence of
fluctuations at two adjacent scales only and thus is in-
dependent of the fluctuations at earlier stages (scales) of
the cascade, this approach contains no redundancy at all.
At this point the wavelets enter the picture.

For an elementary outline we consider the Haar wavelet
first. In this case the wavelet decomposition (2.5) gives
us the amplitude

1
J—1 2J-1—] — ~2J —2 62J —1 )

2

P(al kl )

P(glkl)&(22k2) ( 21kl 22k2)

P(j, ), (kj )2, (kj2)2k—2( jlkl j2k2 j2k2)

(3.17)

In order to extract the Haar-wavelet correlations of the p
model analytically, we express the bin energy densities ek,
entering the exponent of the characteristic function (3.4),
in terms of the wavelet amplitudes elk, as a consequence,
we introduce variation parameters g~k, so that

representing the difFerence between partial mean energy
densities, where "partial" depends on the position within
the dyadic cascade. We want to stress one more time
that, according to Eq. (2.5), both the energy density his-
togram at scale J as well as the Haar-wavelet amplitudes
completely represent the specific configuration p at scale
J. Note also that we have suppressed the configuration
index p for the wavelet amplitudes in Eqs. (3.15) and
(3.i6).

Analogously to Eqs. (3.2) and (3.3), the correla-
tions between the various Haar-wavelet coeFicients of
Eqs. (3.15) and (3.16) are defined by

2 —1

eo ——) ek = 1(0)
2J

k=o
(3.i5)

2 —1 J—1 2~ —1
(0)) Akek = ) ) 'gjkejk + 'poco

k=0 2=0 k=o
(3.18)

representing the mean energy density, and the Haar-
wavelet amplitudes

Apart from factors 2 ~, these g~k can be understood as
the wavelet transform of the Ak.
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2 —1J

):&k
k=0

but only the results which follow from them.
For the first-order Haar-wavelet correlation density we

obtain

Qpp ) Ak

k=p
2J —2

) Ak
pp=1 )

(3.23)

p(~, k, )
——0 for 0& j1& J —1, 0&k1&2' —1 ~

f10 )
k=p

32 —1

) Ak

k=2 J-2

2 —1

) Ak — ) Ak

k=3x2J —'

(3.19)

That outcome is easy to understand since all bins in the
p-model cascade have an average energy density equal to
one and the average Huctuation between energy densities
is equal to zero.

The results for the second-order Haar-wavelet correla-
tion density are more striking:

gJ—1,0 = &0 —&1,
gJ —1,1 ~2 ~3 ) ' ' ) QJ —1,2J 1 —1 ~2J —2 ~2J —1

Ppp

(3.24)

compare with Eqs. (3.15) and (3.16).
Furthermore, we introduce a left-right branch splitting

of the g variables

P(tiki) (iiki) ~ (1+ ~ )

with 0 & j1 & J —1;0 & k & 2 ' —1

22 —1 2'+' —1

(~+1)
Ipp

~(~+i) +
k=p k=2j

(~) (~)
~O.L Ip;R)

(~+1) (~) (~)
k ~OL+ %R)

(3.20)
(~)

Ij' —l,kI;L
(~)

~j ' —l,k' —2j' 1;R

fo. A,
" =0, . . . ,

2j'-' —1
22 —1

Z'+' [g+'+'] = —(Z' [(1+a)q']Z' [(1 —n)g']1

2

+&"[(1 —~)4']&"[(1+~)4'])
(3.21)

which follow from Eqs. (3.19) and the scale-evolution di-
agram of Fig. 5. Because of Eq. (3.18), the recursion re-
lation of the characteristic function (3.4) for the &cavelet
correLations of the p model,

p(j k ), (j k, )
= o, «r (ji, &i) g (j2 k2);

see Fig. 7 and consult Fig. 2(c) for the arrangement of
the wavelet amplitudes within a 2 x 2 matrix. This
correlation density matrix is diagonal. In other words,
the Haar-wavelet basis represents the adequate normal
coordinates for the p model. All off-diagonal contribu-
tions vanish simply because the average of the product
of two differences belonging to different scales is zero;
as a consequence there are no second-order correlations
between different scales of the p-model cascade. As the
resolution j1 increases, the diagonal contributions re8ect
a power law (scaling law), which is clear evidence of the
self-similarity of the p-model cascade. Compared to the
two-bin correlation density (3.10), the Haar-wavelet cor-
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(3.22)

is identical to Eq. (3.8).
The wavelet correlation densities are now given as par-

tial derivatives of this characteristic function with respect
to the q variables [compare with Eq. (3.5)]. With the
transformation 3.20) we can express the derivatives with
respect to g(~+ in terms of derivatives with respect to

and g
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Equations (3.20)—(3.22) allow us to find the recursion re-
lations for the Haar-wavelet correlation densities. In the
following we will not state the various recursion relations,

FIG. 7. Haar-wavelet transformed two-bin correlation den-
sity p(g1)p1) (jgIeg) for the p-model cascade.
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relation density has a much simpler and clearer structure;
compare Fig. 6 with Fig. 7.

Similar to the Haar-wavelet correlation density of sec-
ond order, the one of third order also takes a simpler
and sparser structure than the conventional correlation
density (3.11). We will not exhibit any results here, but
rather consider the corresponding Haar-wavelet cumu-
lants.

Analogously to Eqs. (3.12)—(3.14), the Haar-wavelet
cumulants subtract redundant lower-order correlations
and read

(1,0)

+(j.k. )
—~(j.k. ) ~

(jl kl ), (j2 k2 ) ~(j1k1 ), (j2 k~ ) ~(j 1 k1 ) ~(j2k2 )

(3.25)

(» 1) (~2 2) (~3k3)

~(jl k1 ) (j2 k2) (j3k3) ~(j1kl ) (j2 k2) ~(j3k3)
—~(j.k. ),(j.k. )~(j.k. )

—~(j.k. ),(j.k. ) ~(j.k. )

+ ~(»k. )~(~.k. ) ~(~. .) ~

FIG. 8. Double scaling of the third-order Haar wavelet cu-
mulant C(g2IC2) (p2A, 2) (j1$1) for the p-model cascade.

The only difference between the second-order cumulant
(3.25) and the second-order correlation density (3.24) is
that

Cpp =0

otherwise they are identical because of Eq. (3.23). This
result also generalizes to the third-order Haar-wavelet
cumulant in that all contributions involving the rough-
est scaling function now vanish. The only remaining
and nonvanishing contributions to the third-order Haar-
wavelet cumulant are given by

CU A, ) 0 P l (,y )
= (1+3n ) +2m (1 + n )

(3.26)

will not hold exactly. However, we could hope that they
might lead to a quasidiagonalization of the covariance
matrix; this means that the off-diagonal contributions
are strongly suppressed compared to the diagonal contri-
butions.

It should be clear from the very beginning that the
direct determination of the Haar-wavelet correlations for
the p model, as presented in the preceding subsection,
will no longer be feasible for more complicated wavelets.
Therefore we develop a formalism that will allow us to
determine the wavelet correlation densities directly from
the bin correlation densities.

We start with a suitable generalization of Eqs. (2.5):

with 0 ( jz ( j2 & J —1 and (kq + 1)2~'
&12~ ~ + 2~2 ~ —1 for the plus sign

(k, + ])2~2 '& —1. for the
minus sign. Illustratively, the restrictions on the indices
indicate that the third-order Haar-wavelet cumulant is
only nonvanishing if the indices (jq, kz) and (j2, k2) have
the same "parenthood, " where the plus (minus) sign has
to be chosen if (j2, k2) belongs to the left (right) branch
of the cascading tree starting in (jq, kq). We have a dou-
ble power law, which depends on the rougher scale j1 and
the difference j2 —j1 of the two involved scales; this is

exemplified in Fig. 8.

D. General wavelet correlation densities

Evidently, the Haar-wavelet basis represents the true
normal coordinates for the p-model density cascade,
since it diagonalizes the corresponding covariance ma-
trix (equal to the second-order correlation density ma-
trix) completely. For more general wavelets this result

J—12~ —1

j=p k=p

(3.27)

where the Haar scaling function P&~I, (x) has been replaced
by an arbitrary orthogonal scaling function PgA, (x). This
leads to a modified multiresolution analysis. The result-
ing "histograms" at the various scales are now not dis-
continuous step functions as in Fig. 1, but acquire the
smoothness and other properties of the underlying scal-
ing function and wavelet. For this more general multires-
olution analysis it is necessary to impose a periodic con-
tinuation of e(x) outside its support, which is a common
practice to reduce unwanted edge effects.

Equation (3.27) can be viewed as a linear transforma-
tion of the amplitudes ek, written compactly as
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(3.28)

to the wavelet amplitudes ijk

(p)E': (60 & Cpp~ 610~ Cll~ 6207 '
& 623& 630& ~ CJ 1 2J —1 1

&64 &. . . &E7 &E8, . . . &62J 1

(3.29)

CI.8--

so that

~= W~. (3.30)

Z[A] = (exp (~'A p)) = (exp (iApp ' We))

exp i W A . c = exp ig. i
(3.31)=Z[

Note that the transformation matrix W depends only on
the coefficients c of Eqs. (2.8) and (2.9). More details
about its structure are given in the Appendix. For the
characteristic function (3.4) we derive

60
(j„k„)

Ill ~ $~~ &~ 0

I

=..ilII
' „,

I ]Ij
jji|&,

I ~
-,.'I]II", Ii«~j

40 , 4o (I k )
zo ~o

FIG. 9. D4-wavelet transformed two-bin correlation den-
sity p(, k, ) (~ A, , ) for the p-model cascade.

The new set of variation parameters

9 (90~ 900 i 910) 911) .
~ OJ —1 2~-~ —1) (3.32)

are the wavelet transformed A:

~ = (w-') (3.33)

) cIAk, 1 BZ[A]

0gk, i BAk,=0 A=O

2 —1 2 —1).(W )k.k, pk. = ).(~)k, k, Pk, .
k, =p k2 ——0

For the second- and third-order wavelet correlation den-
sities we obtain analogously

Pkgks = ) (~)k~k2(M)k~k4Pkpk4,
k2, k4

(3.35)

Pk. k k. = ) . (~)k, k, (~)k, k, (~)k, k, pk, k, k, .
k2, k4, ke

This approach is model independent and applicable for
any compact wavelet. The only prerequisite is that the
bin correlation densities are known, as is the case for the
p model studied here [Eqs. (3.9)—(3.11)].

Figure 9 shows the result for the second-order D4-
wavelet correlation density pk, k, ——p(j k1) (jgkg) The
dominating contributions are on the diagonal and also
indicate a scaling, which, besides Buctuations, is approx-
imately equal to the scaling occurring in the Haar-wavelet

The wavelet correlation densities are obtained by ap-
propriate derivatives of the characteristic function with
respect to the g variables. For example, the first-order
wavelet correlation density reads

1 OZ[q]
2 877k1 - 0

case of Fig. 7. OfF-diagonal contributions arise in bands,
which reBect correlations between diR'erent scales belong-
ing to the same evolution branch of the p-model cascade
tree. Although, as expected, the D4-wavelet basis does
not lead to a complete diagonalization of the covariance
matrix, it gives rise to a quasidiagonalization since oK-
diagonal contributions are strongly suppressed with re-
spect to the diagonal contributions. This quasidiagonal-
ization of the covariance matrix for self-similar stochastic
processes seems to be a general feature of the wavelet ba-
sis.

In the case that the bin correlation densities are not
known analytically, such as for experimental data or
more complicated models, the wavelet correlation densi-
ties have to be sampled from % independent events (con-
figurations). The multiresolution decomposition (3.30) is
then applied to each event and the wavelet correlation
densities are obtained by

N
1

p
jLG:1

P(j, k, )(j,k, )
=

N
1

j1k1 j2 k2 ) ~ ~ ~

p,:1
(3.36)

IV. WAVELET CORRELATIONS OF POINT
DISTRIBUTIONS AND POISSONIAN NOISE

So far we have discussed ordinary moments and their
wavelet transforms for continuous positive random vari-
ables (e0 . . . E'2s 1). In this section we extend our con-
siderations to discrete random variables (n0, . . . , n2J 1)
with nk = 0, 1, 2, . . . , factorial moment densities and
their respective wavelet transforms.

For discrete counting problems the appropriate statis-
tical framework is that of point distributions. Given an
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P

event with X particles at positions (xi, . . . , x&), we de-
fine the point density (see, e.g. , [12])

random number ny of particles, where each nI, is tossed,
independently from any other bin, according to a Poisso-
nian

N

p(x) = ) 8(x —x,),
i=1

(4 1)
(nek)""

p„„(ek) = exp( —nek)
nk!

(4 5)

which can be regarded as a histogram with infinite res-
olution. Factorial moment densities of qth order are ob-
tained by event averaged products of p(x)

p[q](xl» xq)

The average number of particles per bin n = gk(nk)/2
is a free parameter. In a subsequent step the nk particles
are uniformly distributed over the kth bin; see Fig. 4.

Bialas and Peschanski refer to correlations at the level
of the @I, as "dynamical fluctuations" and those at the
level of the Poisson transformed nk as "dynamical fluc-
tuations with statistical (or Poissonian) noise. " Adopt-
ing this terminology, the mentioned unfolding property
means that the ordinary moments of the ek are propor-
tional to the factorial moments of the nk [1]:

P[2] (xi x2) —) ) P[2] ($1 kl, g2, ~2)
21 722 A'1 1A'2

x@,,k, (xi) g, , (k)x2, (4.3)

where the summation P . . also includes the terms in-
2122

volving the scaling function goo at the roughest scale.
The wavelet transformed factorial densities are defined

by

with the restriction that the same particle may not be
counted more than once. Note that the corresponding
ordinary moment densities pq are obtained by allowing
for multiple counts of the same particle, i.e. , replacing
the restricted sum by the free one g, , in Eq. (4.2).

We define factorial wavelet correlations by the mul-
tiresolution expansion of the qth factorial moment den-
sity; for simplicity, we exhibit only second-order densi-
ties:

P[2] (@1,k2) = (nk nk ) ~k k (nk )

Ci+ Il= n (ek ek ) = 'n pk (4.6)

Taking the wavelet transforms of both sides we con-
clude that a similar relation holds for wavelet correla-
tions:

P[2]*"(ii,Ai;i2 ~2) n P[ k) (. k ). (4.7)

Of course, this argument is extendable to all higher or-
ders. Hence the unfolding property of standard facto-
rial moments also pertains to suitably defined factorial
wavelet moments (4.4).

At this point we mention that appropriate wavelet fac-
torial cumulants can be defined by a straightforward
extension of (4.4) to linear combinations of products of
densities p[q~. Note, however, that the direct sampling
of both the standard and wavelet transformed cumulants
requires the use of event-mixing techniques [3].

P[2] (21 I kl j 22 ~ k2) V. CONCLUSIONS AND OUTLOOK

P[2] &»&2 $111 +l j2A:2 +2 d+ld+2

= 2"+" ) . g„k, (x„)0..k, (x., )
&1 4&2

(4.4)

using the b —function representation (4.2). Equation (4.4)
and its trivial extension to higher orders provide an easily
computable sampling prescription for factorial wavelet
correlations of point distributions. All one needs to know
is the functional form of @(x) .

In particle physics and particularly in intermittency
studies, factorial moments are favored over ordinary ones
based on the argument that the former unfold "statisti-
cal" fluctuations from "dynamical" ones. This picture,
promoted in the original work of Bialas and Peschanski
[1], is based on the Poisson transform. More specifically,
in a Poisson transformed histogram at resolution J each
continuous random density ek is replaced by a discrete

The main goal of this study is to explore the wavelet
transform applied to correlation studies. Orthogonal
wavelets define a multiresolution representation of a (ran-
dom) signal, which dissects the latter into contribu-
tions from difI'erent scales. We expect that data arising
from hierarchically organized random processes exhibit a
uniquely simple correlation structure once they are rep-
resented in an appropriate wavelet basis.

These expectations are supported by studies of frac-
tional Brownian motion [9] as well as by the present anal-
ysis of a simple cascade model. In both scenarios the
correlations between contributions from difI'erent scales
nearly decouple, or in other words, the covariance ma-
trix of the wavelet transformed signal takes a quasidi-
agonal form. In the case of the self-similar p model we
have shown that the simple Haar-wavelet diagonalizes the
covariance matrix even exactly and, moreover, the diag-
onal contributions belonging to difI'erent scales exhibit a
scaling law. For the third-order Haar-wavelet cumulants
we have found a double scaling in the sense that con-
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tributions with a common parenthood depend on their
absolute as well as their relative scale with respect to the
common ancestor. More general wavelets, such as, for ex-
ample, the Daubechies D4 wavelets, are not ideal normal
coordinates for the p model and lead only to a quasidi-
agonalization of the covariance matrix. The power-law
scaling along the diagonal is still recovered, but now mi-
nor oK-diagonal contributions arise in band structures,
which refIect small correlations between D4 fIuctuations
at different scales.

Besides the study of correlations in continuous ran-
dom functions it is also important to discuss correlations
of point distributions. The latter are usually studied in
terms of factorial moments or product densities. We de-
fined appropriate factorial wavelet correlation functions
which share all the nice properties of standard factori-
als. We recalled that the normalized factorials for the p
model with Poissonian noise are identical to the under-
lying p-model density correlations; in other words, noise
has been unfolded. Of course this correspondence is pre-
served by the wavelet transform.

The results of this paper are no more than a prelim-
inary study; there is still a long way to go. For multi-
particle physics the above observations let us hope that
the successive "local smoothing" and "differentiation"
operations of an appropriate multiresolution decomposi-
tion might facilitate comparisons of experimental cluster-

I

correlation studies at the hadron level with theoretical
calculations of parton shower models. We further believe
that wavelet correlations serve as a useful tool to study
the self-similarity aspect of @CD parton cascades, which
occur in e+e and hadron-hadron collisions. Of course,
these hopes and expectations remain to be verified by
further analyses.

Also outside multiparticle physics wavelet correlations
might prove to be useful. Recently we became aware of
more elaborate studies about intermittency in fully de-
veloped turbulence [13]. There is evidence that turbu-
lent cascades show some interscale correlations. In this
respect, wavelet correlations oKer an ideal tool to gain
further insight into these phenomena.
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APPENDIX: THE WAVELET TRANSFORMATION MATRIX W

We restrict this consideration to the compact and orthogonal Daubechies D4 wavelet only; the generalization to
other wavelets is straightforward.

According to the general multiresolution analysis defined by dilation equations (2.8) and (2.9) we can write

Wj —i,o

|tt'J—1,1
r cp c$ c2 c3 0 0 . - 0

0 0 cp ci c2 c3 ''' 0
0 0 ) ( Wj, o

4'J—1,2~ —i —2

O' J—1,2~ —~ —1
O' J—1,0
4'j—1,1

0 0 0 0
c2 c3 0 0
ci —cp 0 0
c3 —c2 ci —cp

cp ci c2 c3
0 0 cp ci
0 0 c3 —c2
0 0 0 0

4' J,2~ —~ —2

4'J2~ ~ —1

4'J,2~ —i+1

(A1)

Pj 1,2~ i —2—
J—i,2~ —1 —i

0 0 0 0
(0 0 0 0

C3 —c2
0 0 ' 0 0

A(J)

ci —cp 0 0
C3 —C2 Cl cp J 2~ —1

where A~ ~ is a 2 x 2 orthogonal matrix. In the next step the scaling functions pj 1 A,. are rewritten in terms of the
scaling functions Pj 2 k and the wavelets v/r j 2 g, whereas the wavelets vPj 1 A,, are kept; this procedure is repeated
over and over again until the scale j = 1 is reached. With the abbreviation

(0'10 1 4'll 1 010) @ll 1 4201 1 023) 430) 1 OJ 1,2~ ~ —1)—
( IIt' Jo ~ O' J1 y

tt' J2 1 O' J3 & 0'J4 & ~ 0J71 O' JS 1 .
~ O' J,2 ~ —1 ) 1 (A2)

we get, for the overall transformation matrix,

q=A~i A~l . A~ 'l A~ ly

=:(W ) (A3)

where the 2 x 2 matrix
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0 1 (A4)

is constructed from the 2~ x 2~ matrix A~~~, which has a structure analogous to that of A~

Equation (A3) defines the wavelet transformation matrix W introduced in Eq. (3.30). The wavelet expansion (3.27)
can then be written as

e. P= (W 'e~) (W Q) =e~(W ) W

Note that the matrix (W ) difFers from W by normalization factors 2 ~ in appropriate places.
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