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Collisional-radiative model for lithiumlike ions in plasma
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For low-lying levels with principal quantum number n (5, different l levels are treated separately and
the fine structure is taken into account, where l is the orbital angular momentum. The electron impact
excitation cross section of an oxygen ion (0 vI) is calculated for virtually all the transitions among the
n ~5 levels and it is scaled for other elements. The calculated populations of excited levels and the
effective ionization rate coefficient are favorably compared with available experimental results.

PACS number(s): 52.70.—m

I. INTRODUCTION

Lithiumlike ions play an important role in the spec-
troscopy of laboratory and astrophysical plasmas. In
tokamak plasmas, for example, prominent impurity lines
are emitted by lithiumlike ions of oxygen, carbon, and
other elements. Determination of the absolute density of
these ions for the purpose of studying their transport is
one of the subjects of tokamak plasma spectroscopy. Re-
cently an x-ray laser based on the recombining lithium-
like ion scheme has been extensively studied. For the
purpose of evaluating the ground-state ion density in the
former plasma, and studying the population inversion
and gain in the latter plasma, a reliable collisional-
radiative (CR) model is indispensable. Klisnick et al. [l]
first constructed a CR model for lithiumlike aluminum

ions. The cross section data in their model, however, are
rather unsophisticated, and the model has been applied
only to the low temperature recombining plasma.

In the following, we describe our collisional-radiative
model with the fine structure taken into account. We ex-
amine the atomic data in Sec. III. A comparison of the
result with the available plasma experiments is made in
Sec. IV. The uncertainties in and the validity range of
our model are discussed in Sec. V.

II. COLLISIONAL-RADIATIVK MODEL

The temporal development of population n(p) of level

p of ions in plasma is expressed by the differential equa-
tion

dn (p) = g C(q,p)n, n(q) — g F(p, q)+ g C(p, q) n, + g A(p, q) n(p)dt q(p q)p

+ g [F(q,p )n, + A (q,p ) ]n (q ) —S(p )n, n (p )+ [o(p )n, +P(p )+y(p ) ]n, n H, ,
q)p

which is coupled with similar equations for other levels.
Here q (p means that level q lies energetically lower than
level p. A(p, q) is the spontaneous transition probability
from p to q, C(p, q), F(q,p), and S(p) are the rate
coeKcients for electron impact excitation, deexcitation,
and ionization, respectively, and a(p ), P(p ), and y(p ) are
the rate coe%cients for three-body, radiative and dielect-
ronic recombination, respectively. n, is the electron den-
sity, and we express the ground-state heliumlike ion den-
sity as nH, . We have assumed that the excited ions are
created starting from the ground-state lithiumlike ions or
heliumlike ions; i.e., we ignore the direct populating pro-
cesses of lithiumlike excited levels from the lower ioniza-
tion stage ions like berylliumlike ions. Its validity will be
discussed below. We may include ion collisions. Accord-
ing to the method of the quasi-steady-state solution origi-

nally developed for hydrogen [2], the time derivative of
the population of excited levels is set equal to 0, so that
the set of coupled differential equations for the excited
levels reduces to a set of coupled linear equations. The
solution is expressed as the sum of the two terms,

n (p ) =R o(p )ne n He+ R i (p )ne n Li (2)

where Ro(p ) and R i(p) are the population coefficients
which are functions of n, and electron temperature T,
(and of ion density and temperature when we include ion
collisions). The ground-state lithiumlike ion density, i.e.,
n(2 S), has been expressed as nL; The first. term may be
called the recombining plasma component, and the
second term the ionizing plasina component [3].

We define the effective ionization rate coefficient (S,s )

and the recombination rate coefficient (a,ff) as
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S(p)R, (p)+ g C(p, q)R, (p) —g F(q,p)R, (q)
p =1,2 q~3 q~3

[R,(1)+R, (2) ]
(3)

a.s= X
p=1, 2

a(p ) n, +P(p ) +y(p) + g F(q,p )Ro(q )n,
q~3

where p = 1 and 2 are understood to denote the ground
state [R,(1)=1]and 2p P, p 3/2 respectively. These are
different from the collisional-radiative rate coefficients
defined for hydrogen [2].

A. Collisional-radiative model with 6ne structure unresolved

g(p, )
B(p q)= IB(p q»+B(p~ q2)]

g' p
g(p2)+ tB(p2, q, )+B(p2,q2)],
g p

(4)

where B(p,q ) stands for C(p, q ), A (p, q ), or F(p, q ), and

p and q denote the initial and final levels, respectively.
Here p& and p2 are fine-structure sublevels with total an-
gular momentum j=l —

—,
' and j=l+ —,', respectively, and

g(p) is the statistical weight of level p. In the case of an
S state, the p& or q, term is absent. The ionization and
recombination rate coefficients are defined as

g(pl ) g(P2)S(p)= S(p&)+ &(p2)gp gp
a(p ) = a(p& )+a(p, ),

similarly for P(p ) or y(p ).

(5a)

(Sb)

B. Collisional-radiative model with Ane structure resolved

When the nuclear charge z is large, a population imbal-
ance may develop in the fine-structure sublevels. We in-
troduce a quantity p(p ) which describes the population
imbalance:

P(p ) —~i

with

n(p, ) n(p2)

g(pl) g(P2)

(6a)

(6b)

In the case that the populations are distributed accord-
ing to the statistical weights, p is 0.

The quantity p is given by a set of coupled equations,
the details of which are described in the Appendix. Ac-

In the case of a CR model with fine structure un-
resolved, we assume that the fine structure sublevels be-
longing to a level are populated according to their statist-
ical weights. Let p in Eq. (1) represent the principal
quantum number n and the angular momentum quantum
number l, and n(p ) is the sum of the populations of the
fine structure sublevels. Each of the rate coefficients in
Eq. (1) refers to level p or q, and is expressed in terms of
the rate coefficients for transitions connecting individual
fine-structure sublevels as

cording to the spirit of the CR model, the time derivative
of p is set equal to 0. The solution is described, with the
help of Eq. (2), as

p'(p ) po(p )n nH +pl(p )n nLi

When p(p ) is di6'erent from zero, the treatment presented
in Sec. II A becomes inadequate, and correction terms are
added to the right hand side of Eq. (1) as described in the
Appendix.

III. ATOMIC PROCESSES

In this section, we use two kinds of notations to denote
the levels; n L refers to a level with the fine structure un-
resolved, and nl LI+&/2 refers to the fine-structure sub-
levels.

A. Energy level

The levels for n ~ 5 are treated separately according to
their angular momentum quantum number l, and we may
include the fine structure for these levels. For the CR
model with the fine structure unresolved, we define the
level energy by taking the weighted average of the ener-
gies of the fine-structure sublevels with their statistical
weights. All the levels of 6~ n 40 are treated as hydro-
genic, and different I levels are bundled together.

The ionization potential of the ground state and the
transition energy from the ground state to n ~ 5 levels are

' taken from Zhang, Sampson, and Fontes [4]. The ioniza-
tion potential of these low-lying levels has an approxi-
mately z,& dependence with z,s =z —2 (z is the nuclear
charge), whereas the transition energies from the ground
state to 2p Pi/2 3/2 have a z,+~' dependence for z ( 15.

B. Oscillator strength

We use the data of Zhang, Sampson, and Fontes [4] for
transitions from the ground state and the 2p P, /2 3/2 lev-
els, and we use the data of Lindgard and Nielsen [5] for
transitions from n =3, 4, and 5 levels. These data agree
with those in the compilation by Wiese [6]. Figure 1

shows examples of the oscillator strengths for some tran-
sitions. Relativistic effects are seen for z )20.

We include an optically forbidden transition,
2p P»2 —2p P3/2 the transition probability is given for
z =26 —36 [7], and scaled ( ~ z',s ) for other z ions.

C. Excitation cross section

For transitions 2s S&/2 —2p P&/2 3/2
2s S&/2 —3p P &/2 3/2 and 2s S&/2 —3s S»2, there are-2 2 2 2

many theoretical, experimental, and semiempirical cross
section data [4,8 —13]. Comprehensive data for oxygen to
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FIG. 1. z,ff dependence of the absorption
oscillator strength for several transitions. Cor-
responding oscillator strength values for neu-
tral hydrogen are given for the n =2—n =3
transitions.

effective nuclear charge z«f

uranium are given by Zhang, Sampson, and Fontes [4].
For transitions between excited levels or between the
ground state and highly excited levels, however, there are
few published data. We have calculated cross sections for
virtually all transitions among the levels from 2s S&/z to
Sg 67/p 9/2 for the 0 vI ion. These cross section data are
referred to as Clark, Csanak, and Abdallah (CCA), and

details of the calculation method are given in [14].
Figure 2 shows the excitation cross section 2 S—3 P

of OVI (optically allowed transition). Here the fine-
structure-resolved data ([4] and CCA) have been reduced
by Eq. (4) to the unresolved data shown. The results by
Zhang, Sampson, and Fontes [4] and CCA are in good
agreement. In the high energy range, the hydrogenic ap-
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proximation by Clark, Sampson, and Goett [13] is larger
by a factor 1.5. This di6'erence may be attributed to the
hydrogenic oscillator strength value, which is larger ap-
proximately by this amount (see Fig. 1).

For other lithiumlike ions with nuclear charge z, we
use Zhang, Sampson, and Fonte's cross section data for
transitions from the ground state and from 2p P, /2 3/2.
For other transitions among the n (5 levels, we adopt
the following scaling formula:

where o., yg
refers to the CCA cross section expressed in

the threshold units E/E, h, s is the screening constant
given by Mayer [15] for the lower level, and f, is the ab-
sorption oscillator strength for ion z.

Figure 3 shows the 2 S—3 S cross section (optically
forbidden transition). All the cross sections agree well.
For other z ions, we scale the data of Zhang, Sampson,
and Fontes and CCA in a similar way to the optically al-
lowed transition

—4
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FIG. 4. Electron impact I-changing cross
section for 3 S—3 P. The resUlts of Jacobs
and Davis have been derived from their semi-
empirical l-changing rate coefficient.
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For transitions from n ~ 5 to n ~ 6 levels, we scale the
above excitation cross sections according to the threshold
energies and the absorption oscillator strengths. For
transitions between the excited levels of n ~ 6, we assume
these to be hydrogenic, and choose the semiempirical
cross section of Vriens and Smeets [16].

Figure 4 shows the 3 S—3 P excitation cross sections,
taken as examples of the I-changing transitions. Results
by CCA and Sampson and Parks [17] and semiempirical
results by Jacobs and Davis [18] agree well. Also given is
the cross section calculated from the formula originally
derived by Dickinson [19] and generalized by Fujima
[20]. In view of the good agreements even for these low-
lying levels, we decided to use the latter formula for the
I-changing transitions I~1+1 between the levels with
same n.

In many cases lithiumlike ions are observed as an im-
purity in, say, a tokamak hydrogen plasma. In these
cases, the electron temperature is too high for the I-
changing process to be effective (see Fig. 4). Rather, ion
collisions may play a role. We include them when it is
appropriate. The cross section cr, (u) for collisions by
ions with an effective nuclear charge z is approximated by

cr, (v)=z o, (u) (10)

for higher energies, or collision speed v )v«h, where
cr, (u) is the cross section for electron collision, and v„h is
the threshold electron speed. For lower energies, the
cross section is assumed to be proportional to v, as sug-
gested from the comparison of o, (v) and cr, (v) for neu-
tral atoms [21] down to the threshold. In the case of pro-
ton collisions, the proton density and temperature are as-
sumed to be equal to n, and T„respectively.

D. Ionization cross section

E. Recombination processes

Burgess [31] gives radiative recombination rate
coef5cients for hydrogenic ions, and MacLaughlin and
Hahn [32] modify the results to nonhydrogenic ions. In
the case of the lithiumlike ion, the free-bound oscillator
strength of each level is rather close to that of hydrogen,
and we use the calculation by Burgess, which is con-
sistent with the total radiative recombination rate
coefficient measured by Andersen and Bolko [33].

For dielectronic recombination, we include 2pnl and
3pnl (n ~2) as the intermediately doubly excited levels,
and we use the autoionization and radiative decay proba-
bilities given by Bely-Dubau et al. [34] for the 0 vt ion.

Hofmann et al. [22] measured by a crossed beam tech-
nique the ionization cross section from the ground state
for lithiumlike carbon, nitrogen, and oxygen ions, and
showed that the contribution from the processes via dou-
bly and triply excited levels are small. For 2 S through
5 G we use the hydrogenic approximation by Sampson
and co-workers [23—28], which agree with the calculation
of Kunc [29] and the semiempirical cross section of Lotz
[30]. For n ~6 levels, we use the hydrogenic cross sec-
tions of Vriens and Smeets [16].

For other z elements, we fit these quantities to calculation
[35].

IV. CALCULATION RESULT
AND COMPARISON WITH EXPERIMENT

We calculate population coe%cients for various elec-
tron temperatures T, and electron densities n, . In many
actual situations excited level populations [Eq. (2)] are
given either by the ionizing plasma component or the
recombining plasma component. In other words, de-
pending on the particular plasma condition, the minor
component could be negligibly small compared with the
major component. We therefore discuss these com-
ponents separately.

A. Populations of excited levels

The ionizing plasma component is proportional to the
density of the ground-state ions. Figure 5 shows the n, -

dependence of the populations of some of the excited lev-
els of 0 vI ions taken as an example, where the fine struc-
ture is unresolved. T, is 50 eV and nL; is 1 cm, and we
include proton collisions. We may express T, and n, by
the reduced temperature 0 and density g,

T. n,
2 ' ~ 7

Zeff Zeff

These quantities are a measure of equivalent quantities
for neutral species, z,ff=1, i.e., neutral lithium, or even
neutral hydrogen, the characteristics of which are well
understood in plasma [3]. The plasma conditions in Fig.
5 corresponds to 0=1.4 eV and g=3 X 10 cm
through 3 X 10' cm . When we neglect the proton col-
lisions the n, value at which the different l levels tend to
each other are higher by factors 2, 5, and 30 for n =3, 4,
and 5, respectively.

Figure 6 shows the recombining plasma component; we
take the Alxi ion, and T, is assumed to be 30 eV
(0=0.25 eV). Only the populations of the n =3, 4, and 5
levels are shown. For the purpose of the analysis in the
following paper [36], we have included the effect of ion
collisions (z = 10), where we assume the ion density and
temperature are 10%%uo of n, and equal to T„respectively.

B. The population imbalance in the Ane structure sublevels

Figure 7 shows the degree of the population imbalance
between the fine-structure sublevels of 2 P, /23/2 The
ordinate is the imbalance normalized to +1,
p, (p)/(co, +cu2). We have assumed the ionizing plasma
with 0=3 eV and g=10 cm through 10' cm . The
large imbalance for large nuclear charge (z )20) is due
mainly to the difference in the radiative decay probabili-
ties from the 2p Pj/2 3/2 levels. In the high density re-
gions, the imbalance disappears; this is because of the col-
lisional depopulation to the 2s S&/z level. A small imbal-
ance remains even for small z. The 3p P&/23/2 and
higher levels show very small imbalance throughout the
electron density region for z ~ 40.
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C. Comparison with experiments

Several plasma experiments have been reported which
are relevant to the present calculation.

Datla and Kunze [37] measured spectral line intensities
from OvI and Nv ions in a theta pinch plasma. They
define the effective rate coe%cient as

n(p) g A(p, q)

X,q(p) =
n, [n(2 S)+n(2 P)]

(l2)

and present several X,s's normalized by X,tr(3 S). They
regard [n(2 S)+n(2 P)] as the lithiumlike ion density.
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The population ratio P= n (2 P ) /n (2 S ) is calculated by
Sampson to be 0.88 for Nv and 0.58 for OvI. Table I
reproduces the result. Their plasmas for Nv and Ovt
ions happen to have nearly the same 0 and an identical
g. As seen from Fig. 5, at this density, these levels, espe-
cially the n =5 levels, are not in the corona phase [3].
Rather, the density effects, i.e., population contributions
from excited levels, are appreciable or even dominant (see
the last columns in Table I; see also [36]). The density
effects are minimal for 3 S, and its excitation cross sec-
tion from 2 S has small uncertainties (Fig. 3). It is
judged that the choice of this level as the denominator for

normalization is suitable. By using Eq. (12) we reinter-
pret the result and retrieve the population ratio. Figure 8
compares experimental relative populations of excited
levels of 0 vI and N v ions and the calculated ones. It is
noted that the curves for 0 vr is nothing but a reproduc-
tion of Fig. 5. Our results agree with the experimental
results within the experimental uncertainties except for
3'D of 0 vr; for this level the experimental population is
smaller by a factor 1.9. For N v ions, the discrepancy is
in the same direction but its magnitude is smaller. For
3 P and 4 P, the experimental results are larger than our
results in the case of N v ions, and smaller in the case of

TABLE I. Relative effective excitation rate coefficient (cm' s '). Comparison of the rate coefficients
of the experiment [37] and the present calculation. The last three columns show the relative contribu-
tions from the population flows from various levels. P is the ratio of the population of n(2'P) and
n(2 S), i.e., P=n (2 P)/n (2 S). Psp is the result of Sampson and Parks [17]. The numbers in brackets
denote multiplicative powers of 10.

Datla and psp Contribution (%)
T, (eV) n, ( cm ) Level Kunze [37] [n(2P)/n(2S)] Present P,„„2S 2P /-changing

45 5.5 [15]

0=1.8 q=7.0 [10]

5D
5P
4D
4P
4S
3D
3P
3S

0.14
0.06
0.58
0.22
0.13
3.7
1.4
1

0.88

0.17
0.05
0.70
0.28
0.10
5.3
1.8
1

2 5
2 2

11 27
18 11

0.62 21 27
22 68
25 43
57 24

92
95
59
69
49

7
30
17

50 2.0 [16]

0=1.4 g=7.0 [10]

5D
5P
4D
4P
4S
3D
3P
3S

0.15
0.06
0.96
0.34
0.08
5.02
2.75
1

Qvi

0.54

0.14
0.05
0.68
0.28
0.09
6.3
2.1

1

2 6
1 2

11 30
15 15

0 77 21 27
20 71
18 54
58 24

92
96
56
66
48

6
25
16
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TABLE II. Effective ionization rate coefficient (cm ') C
'

n cm s . ompanson of the rate coefficients be-

tween the several experimental results and the present calculation. The last column sho
'

n. e as co umn s ows the relative
m the ladderhke excitation-ionization process. An uncertainty labeled b means that the

measurement is accurate within a factor of 2.

Ion

CIv
Nv
Nv
Nv
0vr
0vr
0 vs
0 vs
0vi
Ne vries

Ne vIir

Ref.

38
41
40
38
43
41
40
40
38
42
39

120
80

100
188
55
80

110
120
200

65
230

n, (cm )

3.0[15]
4.0[15]
1.0[16]
4.0[15]
2.5[16]
4.0[15]
1.8[16]
1.4[16]
4.0[15]
6.0[12]
1.0[ 16]

Experiments

1.3+b [ —9]
7.4+2.2[ —10]
9.7+2.9[—10]
5 9+b.[ —10]
1.4+0.3 [ —10]
4.1+ l.2[ —10]
3.9+1.2[ —10]
4.4+1.3[—10]
3.4+b

I

—10]
1.4+0.7[ —11]
1.1+0.4[ —10]

Present

3.2[ —9]
8.8 [ —10]
1.2[ —9]
1.5[ —9]
1.6[ —10]
2.7[ —10]
5.0[—10]
5.6[ —10]
6.9[—10]
9.1[—12]
2.0[—10]

Indirect (%)

38
35
43
27
55
29
40
36
20

3
17

O VI.
In order for our calculated 3 D population of O vI ions

to be consistent with the experiment, the I-changing cross
section should be decreased at least by one order. It may
be interesting to note that if the experimental n for O vIe

were reduced by a factor 2 or 3, the experimental popula-
tion would be in almost complete agreement with the cal-

culation except for levels 4 S and 5 P
Ionization rate coefficients of lithiumlike ions are mea-

sured by Kunze [38], Jones and co-workers [39,40],
Rowan and Roberts [41], Hinnov [42], and Datla and
Roberts [43] in theta pinch plasmas. These results are
summarized in Table II, where they are compared with
the effective ionization rate coefficient S defi d b E .e ne y q.

i I i I I I I II I I I I I I I I
I

I I I I I I i I I

3 S

3 P

(h

CFJ

M

0.1

FIG. 8. Comparison of the relative popula-
tion of several excited levels of OvI and N v
ions in ionizing plasma with the experimental
results by Datla and Kunze [37]. 0 vi and N v
populations are expressed by the open and
closed symbols, respectively. The plasma con-
ditions are referred to in Table I.
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(3), which includes indirect ionization through the excit-
ed levels (the ladderlike process [3]). The experimental
results of [40] and [43] are in agreement with our calcula-
tion within experimental uncertainties. Reference [41]
for 0 vI gives larger values, while [41] for N v agrees with
our calculation. References [38] and [39] give smaller

10

~ ~ i;NV
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FIG. 10. Comparison of the calculated population of several
levels of Ovr and N v ions in recombining plasma with the ex-
perimental results by Datla and Kunze [37] in Boltzmann plots.
The calculation results has been multiplied by a factor 100.

values; especially [38], although with a large uncertainty
of a factor 2, gives consistently smaller values for CIv,
N V, and O VI ions. Figure 9 summarizes the comparison
for 0 vI. It is noted that the experimental ionization rate
coefficient of [38] is even smaller than the low density
limit value, or the direct ionization rate coefficient.

There are few experiments available for comparison of
the recombination processes. Datla and Kunze [37] re-
port the effective recombination rate coefficients a,Qp)
for the n =4 and 5 excited levels in the theta pinch plas-
ma for O VI and N V ions. Figure 6 shows that the condi-
tions of their experiment, (n, =2.5 X 10' cm
(i}=0.9X10" cm ) for Ovt and n, =l.OX10' cm
(g = 1.4X 10" cm ) for N v) are in the intermediate to-
ward high density regions for n =4 and, especially, 5.
Thus the assumption that the population of the individu-
al levels is determined by the balance between recombina-
tion and radiative and collisional decay is clearly inap-
propriate. It is also seen that the levels with n =4 and 5
are almost statistically populated. (See the following pa-
per for details. ) We retrieve the experimental populations
from their a,s(p ) values, where the heliumlike ion density

nH, =1 cm is assumed for convenience of presentation.
%'e compare in Fig. 1D the experimental and theoretica1
populations in the Boltzmann plot. The discrepancies be-
tween our results and experiment are about two orders of
magnitude. It may be unrealistic to try to bring our ca1-
culation into agreement with the experiment by introduc-
ing an additional recombination process, because these
levels, especially n = 5, are almost in local thermodynam-
ic equilibrium (LTE) with respect to the heliumlike ions.
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V. UNCERTAINTIES AND VALIDITY RANGE C. Assumption of hydrogenic approximation
and statistical distribution for n ~ 6 levels

A. Atomic data

The uncertainty in the level energy calculated by
Zhang, Sampson, and Fontes [4] is claimed to be less than
1%. The uncertainty due to the fitting formula adopted
in this study is less than 0.5%.

The uncertainty in the absorption oscillator strength
data of Zhang, Sampson, and Fontes [4] is about 1%, and
that of Lindgard and Nielsen [5] is about 1% for z ~ 18,
and within 10% for z ~20. The uncertainty due to the
fitting formula is less than 5%. The resulting uncertainty
in the A coefficient for the transitions into n =3, 4, and 5
levels is 10% in the case of high-z ions. The irregularity
of the 2s S,/z —2p P] /2 3/p absorption oscillator
strengths at z =21 seen in Fig. 1 is ignored in our com-
puter code.

The results of various calculations, except for the hy-
drogenic approximation [4, 8 —12 and 14], for the excita-
tion cross section of OVI are in good agreement for all
transitions except for 2 S—3 P (see Figs. 2 —4). For this
transition, the cross section of Mann is larger than those
of CCA and Zhang, Sampson, and Fontes by a factor 2
near the threshold (Fig. 2). If we adopt the former cross
section, the resulting population of the 3 P level changes
appreciably in low temperature regions.

B. Validity of Eq. (2)

In Eqs. (1) and (2), we have assumed that production of
excited ions directly from the berylliumlike ions is
insignificant; that it, its Aow is less than, say, 10% of the
contributions given in the right hand side of Eq. (1). We
take OvI as an example. In the low density region
(g~10 cm ), where the excited level populations of
berylliumlike ions are low, the ionization-excitation pro-
cess from 2s 'S to n L must be considered; the ratio of
these rate coefficients to those for 2s S to n L is estimat-
ed to be of the order of 10 . Thus a conservative esti-
mate leads to a condition nB, /nt; (10 —10 . In the re-
gion of 10 cm &g&10' cm, the ratio of the meta-
stable 2S2p P population to the ground-state population
is 0.3 [44]. From the comparison of ionization of
2s2p P creating 2 P and excitation 2 S—2 P, it is con-
cluded that nB, /nl; & 20 should be satisfied. In the high
density limit (g) 10' cm ), the ladderlike excitation-
ionization mechanism through the 2snl and 2pnl Rydberg
states may create the 2 S and 2 P ions, respectively. The
ratio of the production rate of 2 P to that of 2 S is es-
timated to be 0.9. [In Eq. (1) we have assumed this to be
zero. ] In the extreme case that only 2 P ions were creat-
ed, all populations in Fig. 5 except or n(2 S) would be
shifted by 20% upward, and S,~ in Fig. 9 would increase
by 10%.

We assume the hydro genic approximation for the
n ~ 6 levels. As the nuclear z becomes large, quantum de-
fects of excited levels become small. For lithiumlike ions
with z ~ 6, the quantum defects of the n ~ 6 levels are
smaller than 0.05, and this approximation may be
justified.

For levels with n + 6, we assume that all the different l
levels are populated according to their statistical weights.
As we show in Figs. 5 and 6, in the low density region the
populations of the different l levels for n =3, 4, and 5
largely deviate from the statistical distributions. A simi-
lar deviation is expected for the n ~6 levels in corre-
sponding density regions. For the purpose of estimating
errors in the populations of low-lying levels caused from
our assumption for the n ~ 6 levels, we compare the re-
sults of a calculation in which the n =5 levels are as-
sumed to be statistically populated. For an ionizing plas-
ma of low density, this population is close to that of 5 P
in Fig. 5. In this case, the 4 P population is smaller by
10%, and the 4 F population, which is affected most, is
larger by 20%. These charges are due to the lower 5 S
population and the enhanced 5 6 population, respective-
ly, in this calculation. In a recombining plasma, the sta-
tistical population is close to 5 G in Fig. 6. The
discrepancy of the 4 F population, which is affected
most, is smaller (2%), because the 5 G population does
not change substantially between the two calculations.
The populations of the n =3 and 2 levels are little
affected for both the ionizing and recombining plasmas.
Judging from the above observations, we may conclude
that, in our present model, the n =5 levels are, in low
density regions, overpopulated at most by 20% for 5 G
in the ionizing plasma, and reasonably accurate in the
recombining plasma. The populations of the n =4, 3, and
2 levels are little affected by our assumption. Our as-
sumption would be substantiated in the high density re-
gion where the l-changing collisions are frequent enough
for the n =6 levels. The critical density would be given
from a comparison of the radiative decay rate and the l-
changing collisional rate of 6 D. In the case that proton
collisions are neglected, the critical density is
n, =—5X10' cm for the condition of Fig. 5, and in the
case that proton collisions are included the critical densi-
ty is n, -=1X10' cm
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APPENDIX

The population imbalance p(p ) is described by the cou-
pled equation
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dlM(p ) g C'(q, p)n, + g [F'(q,p)n, +A'(q, p)] n(q)

g [F"(p,q)n, +&"(p,q)]+ g C"(p,q)n, +S"(p)n, n(p)
q&p

+ g K(q,p)n, + g [M(q,p)n, +U(q, p)[ p(q)

g [M(p, q)n, +U(p, q)J+ g K(p, q)+I(p)+V(p) n, +A. (p) lM(p)
q)p

+ [a'(p )n, +P'(p )+y'(p ) J n, nH, , (A 1)

where C'(q, p), F'(q, p), and A'(q, p) are the imbalance
creation rate coefficients in level p from population of
another level q by collisional excitation, deexcitation, and
radiative decay, respectively, and they are defined as fol-
lows:

B(ql P2)

g(P2)

B(q2 P2)+
g(P1) g(P2)

g(q, )g(q, ) B(q, ,p, )
B(q,p)=

g(q) g(p, )

(A5)

g(ql ) B(q l,p 1 )
B'(q,p)=

g (q) g(pl ) g(P2)
The imbalance in p is decreased by the depopulation pro-
cesses

g(q2 ) B('q2 P 1 ) ('q2 P2 )+
g(P i ) g(P2)

(A2)

g (pl )g (P2 ) B(PI ql ) B(PI 'q2 )
B(p,q)= C +

g'(P 1 ) g (P 1 )

B(P2 'ql ) B(P2 'q2 )+ +

(A3)

S"(p)= [S(p, ) —S(p2)] .1

g(p)
(A4)

K(q,p ), M(q, p ), and U(q, p ) are the imbalance transfer
rate coefficients from levels q to p by excitation, deexcita-
tion, and radiative decay, respectively, and

C"(q,p ), F"(q,p ), and 3"(q,p ) are the rate coefficients
for imbalance destruction or creation in level p by depo-
pulation, and they are defined as

1B"(p»q ) = [B(p 1 q 1 )+B(p 1 q2)
g p

a'(p)= a(pl )

g (P 1 )

a(p, )

g(P2)
(A7)

and similarly for 133'(p) and y'(p). A(p) and V(p) are the
radiative and collisional j-changing rate coefficients be-
tween the fine-structure sublevels of level p.

Equation (1) is modified by the correction terms

(A6)

I(p ) is the imbalance destruction rate coefficient by ion-
ization, and a'(p), P'(p), and y'(p) are the imbalance
creation rate coefficients by recombination. These are
defined as

g(p, )g(p, ) S(p, ) S(p2 )I(p)= C +
g (P ) g (P 1 ) g (P2 )

dn (p) = g C(q,p)n, n(q) —g [F(p,q)n, +A(p, q)]n(p)
q&p

—g C(p, q)n, n(p)+ g [F(q,p)n, +A(q, p)]n(q)
q&p q&p

—S(p )n, n(p )+ [a(p )n, +/3(p )+y(p ) ]n, nH,

+ g C"'(q,p)n, p(q) —g [F"'(p,q)n, +3"'(p,q)]p, (p)
q&p

—g C"'(p, q)n, p(p)+ g [F"'(q,p)n, + &"'(q,p)]112(q) —S'"(p)ltl(p) .
q&p

(AS)
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Triple primed terms are the correction terms due to the imbalance of the populations of other excited levels, and the
rate coefficients are defined as

JJ"'(e J l=[JJ(J i ~i 1+JJ(J i e2 1+JJ(P2 'V l ~++(P2 'V2]) . (A9)
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