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Ion beam ordering in a realistic cooler storage ring was investigated using a molecular dynamics
computer code developed for this study. A parameter C(T') was introduced to quantify ordering
effects in ion beams as a function of temperature. The code was applied to singly (Li*) and
highly (Ar'®*) charged ion beams under the action of longitudinal (laser) and uniform (electron)
cooling in CRYRING (Stockholm storage ring). It was found that one-dimensional (1D) ordering
can be formed in dilute (~10° particles) Lit and Ar'®* beams at longitudinal temperatures ~ 1
and ~10? mK, respectively, even for relatively high transverse temperatures. The heat exchange
between longitudinal and transverse degrees of freedom in singly and highly charged ion systems
was compared under similar conditions. High-frequency longitudinal Schottky spectra are derived
by fast Fourier transforms, to illustrate a possible method of observing 1D ordering of ion beams in

storage rings.

PACS number(s): 41.75.—i, 29.20.Dh, 52.25.Wz, 52.65.+z

I. INTRODUCTION

A new generation of ion accelerators, i.e., cooler stor-
age rings, has been developed in recent years. These
machines provide acceleration and storage of ion beams
and include electron, laser, or stochastic cooling to in-
crease ion beam phase space densities [1]. As a con-
sequence of cooling, the coupling between ions via the
Coulomb force becomes significant, and collective modes
in the beams become visible [2]. With the prospect of
even lower ion temperatures, it has been proposed that
the ions may arrange themselves in a crystalline struc-
ture as they circulate in a storage ring [3]. Crystallized
ion beams in storage rings are of considerable interest.
The crystals, with macroscopic size (~ 50 m) and den-
sities of 10* — 107 ions/cm®, would constitute the most
dilute form of crystalline matter known with very dif-
ferent properties as compared with crystals of the solid
state. Cooling a stored ion beam to a crystal state would
eliminate intrabeam scattering and decrease the velocity
spread, thereby decreasing the Doppler widths of absorp-
tion and emission lines observed in spectroscopy experi-
ments. It could also be possible to enhance luminosities
in future colliders by using crystallized beams, so that the
particles would not collide in a random fashion, but in
an ordered way. The possibility to investigate this form
of matter and to study ordering transitions has recently
drawn great interest and much activity [4].

An early observation of crystallization and melting of a
trapped charged particle system was reported [5] in 1959.
In recent years, several experimental investigations of or-
dering of singly charged ions, such as Mg*, Hgt, and
Bat, in Paul traps [6] and Penning traps [7] by laser
cooling have been carried out. In 1992, Waki et al. suc-
cessfully crystallized Mg* ion systems in a ring shaped
rf quadrupole trap with laser cooling and obtained con-
centric cylindrical shell structures [8].

The only experimental evidence on crystallization of
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charged particle beams in a synchrotron storage ring was
obtained in NAP-M at Novosibirsk in 1980 [9]. Dur-
ing cooling of a proton beam the random noise in the
Schottky pickup detector decreased to a low and constant
value. Later, this observation was interpreted as a tran-
sition from a random to an ordered phase in a strongly
coupled one-component plasma (OCP) [10] and became
the starting point of a series of investigations concern-
ing beam crystallization in storage rings. The first study
of ion beam crystallization by molecular dynamics (MD)
simulation was reported by Rahman and Schiffer in 1986
[11]. A stationary plasma was simulated in a constant
cylindrically symmetric harmonic potential. At low tem-
peratures, the particles populated concentric cylindrical
shells around the beam axis and formed a hexagonal lat-
tice on the mantle of each shell. It was also stated that
investigations on shear and periodic focusing forces were
needed before one could predict whether this form of
ordering would be possible to achieve in a real storage
ring. In some later works, the structure and the excess
energy of cylindrical Coulomb crystal in the same ideal-
ized model were studied in more details [12-15] and, by
adding shear velocity and periodically turning on and off
a focusing force, the beam radius and temperature were
investigated [12,16]. Hofmann et al. [17] discussed the
theoretical maximum cooling rate and its interplay with
heating by intrabeam scattering and collective instabili-
ties in realistic storage ring lattices. Realistic simulations
of ion beam crystallization in an existing cooler storage
ring using molecular dynamics were carried out by the
current authors [18]. Recently, Wei et al. investigated
the ground state and critical temperatures for crystalline
beams in realistic storage ring lattices [19].

In the present work, we simulate the formation and
storage of one-dimensional (1D) ordered ion beams in a
realistic cooler storage ring lattice. The method of mod-
eling circulating ions in a storage ring using molecular
dynamics is presented in Sec. II. The treatment of the
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external fields is described in Sec. II A; the method of
handling the interparticle forces of a large number of ions
is described in Sec. II B; modeling of the cooling process
is described in Sec. IIC; and a measure of the order-
ing of the ion system is introduced in Sec. IID. The
application of the method to an existing storage ring—
CRYRING—is presented in Sec. III. The lattice values
of the storage ring were reproduced with our MD calcu-
lations, demonstrating that the beam optics of the ring
were correctly included. The simulation results of singly
(Li*) and highly (Ar!®*) charged ion beams under the
action of longitudinal (laser) and uniform (electron) cool-
ing are presented in Sec. IV. In Sec. V, Schottky noise
analysis is discussed as a possible detection scheme for
1D ordered structures. Conclusions and discussions of
the results are given in Sec. VI.

II. MODELING OF THE ION MOTION
IN A STORAGE RING

For a classical system of IV identical ions of mass m
and charge ¢ in the fields of a storage ring, the equation
of motion of the ith ion can be written as

d2
dt2

= qv; X Bext(r') + z LI.‘___:;_;.)_’ (1)
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where r; and v; are the position and velocity of the ith
ion, B®**(r;) is the external magnetic field in the stor-
age ring, and ¢ is the dielectric constant. Here we are
treating the situation of a coasting beam, i.e., without ac-
celeration. The laboratory velocities of the ions in most

of storage rings are in the range of 8 = % 1072-10"1.

Thus it is unnecessary to take relativistic effects into ac-
count. Since the distances between the ions range from
10 pm to more than 100 ym, we can treat the system as
purely classical. Further, we neglect the effect of image
charges in the vacuum containment induced by the ions.

In this work, two coordinate systems are used: the
external fields in the storage ring are described by a co-
ordinate system (X,Y,s) in the laboratory frame; the
ion motions are observed in the frame moving with beam
velocity vo using the coordinate system (z,y, z). The co-
ordinates (X,Y, s) are defined as follows: The X and Y
axes lay in the plane perpendicular to the beam direc-
tion with the X axis in the dispersion plane of the dipole
magnets and Y axis perpendicular to it. The s coordi-
nate is the distance measured along the central orbit in
the beam direction with the beginning of the first super-
period defined as s = 0. The coordinates (z,y,z2) are
defined as z|| X, y||Y and z axes in the beam direction
with the origin placed in the center of the beam at the
beginning of the basic cell (see Sec. II B).

The equation of motion is solved with the molecular
dynamics method [20,21] by expressing the position of
each particle at a time ¢+ 8t in terms of the two previous
positions at ¢t and ¢t — 0t and the accelerations at time
t. The time step dt should be small enough to allow the
approximation of a linear motion during §t.
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A. Treatment of the external fields
1. Focusing-defocusing effects

The focusing-defocusing effects are mainly coming
from the quadrupole magnets and the fringe fields of the
bending magnets. With its hyperbolic shaped poles, a
normal quadrupole magnet provides the magnetic field
B, = G(Yéx + Xéy), where G is the field gradient
and €y, €y are unit vectors in the X and Y directions.
An ion with velocity vo is subject to a Lorentz force
F, = quoG(—Xéx + Yéy), restoring in one direction
and repelling in the other. The components in both di-
rections are linear with the displacements. The ends of
bending magnets may also have focusing-defocusing ef-
fects on a beam, with the strength and the focal plane
dependent on the particular design. These effects can
also be expressed in the same linear form. As a result,
we can express the focusing-defocusing effects in the ring
through a force containing quadrupole strengths kx(s)
and ky(s):

F = kx(s)Xéx + ky(s)Yéy. (2)

Here k,(s) > 0 causes focusing and k,(s) < 0 causes de-
focusing in the u direction (v = X,Y) at ring location
s. As the zeroth order approximation, a step function
k.(s) can be constructed by the normalized quadrupole
strengths of all the V,, contributing elements. For a more
accurate simulation, we express k,(s) with a smoothly
varying function to include the edge effects of the mag-
nets:

N,
ZK“ [a.rcta.n(—c——(s ))

+arctan(67:::(55u - s))] , (3)
where Sb and S; are the s coordinates at which the

n,th element begms and ends, respectively. K* is the
normalized quadrupole strength at the center of the n,th
element. C,, is an adjustable parameter that gives a
measure of the edge effect of the n,th element and can
be chosen to fit the field measurement.

2. Bending effects

When an ion traverses the bending magnet field B,, =
— B, &y with velocity v; = vo+w;, there are shear effects
(caused by vo x By, and finite beam size) and higher
order effects (caused by w; x B,,,). The shear effect in a
bending magnet is illustrated in Fig. 1. Consider two ions
moving parallel to each other before entering a bending
magnet. In the beam coordinates (z, y, z), parallel means
z1 = z = 0. Assume that ion No. 1 enters the magnet at
point O on the central orbit (z; = 0) and ion No. 2 enters
the magnet at point P on an outer orbit (z2 < 0). After
traversing the same distance s in the bending magnet,
ion No. 2 moves to P’ while ion No. 1, which is at the
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FIG. 1. The shear effect: Consider two ions at positions
z1 = z2 = 0 before entering a bending magnet (z is coor-
dinated in the beam direction). After traversing the same
distance in the bending magnet, ion No. 2 moving from P
to P' on an outer orbit is behind ion No. 1, which moves
with the origin of the coordinates on the central orbit from
O to O'. The two ions no longer have the same z coordinates

(21 # 232).

origin of the coordinates, moves to O’. With respect to
the beam frame, ion No. 2 is behind ion No. 1, (2} =
0,2z} < 0), so the two ions are no longer parallel to each
other. This effect is called the “shear effect” and it may
prevent the formation of crystals or cause distortions of
crystal structures.

It can be easily seen, from Fig. 1, that the shear effect
can be modeled by describing how the ion positions in
the (z,y, z) coordinates are transformed to the (z’,y’, 2)
coordinates while the frame moves along with the beam.
When the beam traverses a distance ds in a bending mag-
net, the original point of the beam frame translates from
O to O' along a curved line s, which has a bending radius
p and a rotating center A. Meanwhile, the orientation of

)
the beam coordinates changes by an angle of § = 2 At

the same time, an off-center (z # 0) ion moves from P
to P’ along a different curvature with the same radius p
but around the rotating center B. Due to the nonzero
value, a change in the z value appears in the new coor-
dinates (z',y', 2’), which results in an additional angle ¢
with respect to the z’ axis. Using the geometrical rela-
tion shown in Fig. 1, the shear effect can be described by
a (z, z) transformation of the ion positions:

z' = (p® + 2pz cos 6 + z?)3 — p, (4)
2 =z+ (p® +2pzcosf +a?) i, (5)
with
zsinf
e e 1 | 6
¢ = arctan (p+mcos0) ©)
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If p > z (as in most storage rings), Egs. (4) and (5)
can be reduced to

z' = zcosé, (7

2z = 2+ zsind. (8)

A higher order effect in the bending magnet is dis-
persion, which describes the closed orbit deviation of an
ion with a slightly different momentum mv; from the
average ion momentum mvg. This effect is taken into
account by including AF = gw; x B,,. The compo-
nent AF, = ¢B,,w, is responsible for dispersion, whereas
AF, = —qB,,w, contributes to chromaticity, which re-
lates momentum spread to tune spread. Including this
additional force in our MD simulations, the coupling of
z and z motions caused by bending magnets is also in-
corporated.

3. Effects of solenoids and toroids

An electron cooler section consists of solenoids and
toroids [22]. The main effect of a solenoidal field B,
is to rotate the ions around the longitudinal axis with

qB,

an angular frequency w = [23]. In our simulation of

crystallization by cooling with electrons, a rotation trans-
formation of a small angle wét was performed at each
time step 4t inside the solenoids. The focusing effect of
the solenoidal field and the effects of the magnetic field
in a toroid are usually small and corrected immediately,
so they do not need to be included in the simulations.

B. “Basic cell” model

The typical number of ions in a storage ring is N =
10% — 10°. In the MD simulations, the computational
effort grows linearly with IV for the external forces, but
grows as N(N —1)/2 for the interparticle Coulomb inter-
actions. With currently available computers, it is imprac-
tical to perform MD simulations with all ions included.
In such cases, the number of ions involved in the cal-
culation can be reduced by introducing the “basic cell”
and periodic boundary conditions. In our model, the
ion beam is divided into N, equal cells along the cen-
tral orbit. Each cell has a diameter of the maximum
beam size imposed by the acceptance of the storage ring
and a length . The Ewald [24] summation technique is
generally used for summing the interactions between the
ions in the basic cell and their periodic images. However,
this technique was developed for ionic crystals in uniform
backgrounds with homogeneous charge densities, and the
summation is made in all dimensions. In a storage ring,
the field varies over the typical length of Ewald summa-
tion, so does the charge distribution, and the summation
should be made only along the ring. The Ewald summa-
tion technique is thus not directly applicable to the sys-
tems in a storage ring unless an appropriate correction
is included. To incorporate such a modification, another
order of magnitude of computer CPU time consumption
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is required. Therefore, we resort to a practical solution
by computing the interparticle interactions among the
ions in the basic cell and the nearest neighboring cells,
with a judicious choice of I to assure correct results.

The basic cell length I, on one hand, should be much
shorter than the typical length over which the external
fields vary so that the Hamiltonian is approximately in-
variant to translations over *! in the beam direction. On
the other hand, ! should be long enough so that the crys-
talline structures are independent of the choice of I. It
was concluded by a series of tests that, when [ is large
enough (I ~1 mm in most cases), the simulation results
are dependent neither on the choice of ! nor on the ions
in more distant cells.

When an ion moves out of the basic cell radially, we
consider it as being lost into the vacuum chamber. Since
this occurs in each of the N, cells equivalently, N, ions
are lost from the entire beam. On the other hand, when
an ion moves out of the basic cell axially, it is replaced
by another ion entering the basic cell from the opposite
axial boundary with the same velocity; i.e., N, ions have
higher (or lower) momenta than the average value, but
in this case no ions are lost from the beam.

This basic cell model retains the essential beam prop-
erties while largely reducing the computational effort
needed to make the simulation practical. However, this
model has certain limitations. First, it is not suitable to
use the code to calculate tunes and dispersion functions
by tracking a single particle in a longitudinally “hot”
beam, because, if the ion momentum differs from the av-
erage, it will move out of the basic cell longitudinally
and the tracking will be changed to a substitute particle.
Second, this model does not include any effects with an
active length longer than that of the basic cell I. For ex-
ample, once a crystalline structure is formed in the beam,
only oscillation modes with wavelengths ),,, which sat-
isfy nA, =l (n is any positive integer), can survive. This
applies also to the case where Schottky spectra should be
derived; see Sec. V. In addition, one obtains a series of
harmonics and their sidebands in the Schottky spectrum
related to the beam velocity vy and cell length I.

C. Simulation of cooling effects

Ion beam cooling is a process which increases the phase
space density of the ion beam. In a MD scheme, cool-
ing is usually implemented by scaling the relative ve-
locity, w; = v; — vo, of each ion at each time step
6t by a factor f. To quantitatively describe the sta-
tistical behavior of the ion motion in different degrees
of freedom, we associate the widths of the ion velocity
distribution with a longitudinal temperature defined as

N
T = §ig z:l'w,?z and a transverse temperature defined
=

N
as T) = 53— El(“’"2= + wd).

=
With the notation ¢ =,1, the longitudinal and trans-
verse cooling factors, in our model, are of the form
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Te\]?
wic = fo(Te, TE v )wic = [1 - 27c5t(1 - ?Z)} Wic

9)
where . and T§ are the respective cooling strengths and
the cooling medium temperatures. These cooling factors
are characteristic of a system of particles that undergo
frequent collisions with light particles of an ideal gas at
fixed temperatures Tj and TT [25]. It can be shown that
the cooling factors f| and f, in the simulations are asso-
ciated with the cooling forces Fj; and F' , used to describe
electron and laser cooling, through the relationship
Fe

mw;¢

fe=1+ ot. (10)

The first order approximation to Fg is
i
F( ~ —'y(mw.-c( - T—) . (11)
¢

Three cooling methods are now available for ion stor-
age rings: electron cooling [22], laser cooling [26], and
stochastic cooling [27]. However, stochastic cooling is not
practical for heavy ions because the cooling time is too
long. We will therefore discuss our models with respect
to electron cooling and laser cooling.

1. Electron cooling

In an electron cooler [22], the electrons are emitted
from the surface of a cathode heated to about 1000 K
and have a thermal energy spread of kT, = kTcatn ~ 100
meV. These electrons are accelerated to the ion beam
velocity and, as a consequence of the acceleration and
heating effects, the longitudinal electron temperature is
reduced to kT, ~ 10~* eV [28], while the transverse
temperature remains unaffected. An improvement was
recently made in the CRYRING electron cooler [29]. The
electron beam is guided to the cooling region by a de-
creasing magnetic field, and its transverse temperature
is reduced by a factor of 10 as its size is expanded by the
same factor. Finally, an electron beam, with T, ~ 100
K and T, ~ 1 K, merges with the hot circulating ion
beam over a cooling length of ~1.0 m.

The cooling force and cooling time measurements have
been performed in a number of electron cooling facilities.
With singly charged light ions and the expanded electron
beam in the CRYRING cooler [29], a longitudinal cool-
ing force of 2.4 eV/m at a relative velocity of 10* m/s
and an estimated cooling time of 0.5 s were obtained.
With heavy ions, in the TSR electron cooler at Heidel-
berg, the maximum cooling forces for C%*, Si'**, and
S8+ jon beams were determined [30] to be 5.5, 7.8, and
>40 eV /m, respectively. The accumulation and electron
cooling of fully stripped heavy ions from 0%+ to U®%+ at
energies between 90 and 300 MeV /u has been performed
in the ESR storage ring at Darmstadt [31]. The cooling
times were found to be 2.4 ms for Nel®* at 150 MeV/u
and 0.9 ms for Bi®2* at 230 MeV/u, respectively [32].

With the present parameters of the CRYRING cooler,
the longitudinal cooling forces are theoretically estimated
[33] to be 2.61 eV /m for Li* and 844 eV /m for the Ar'®+,
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with a temperature limit of 1 K. The cooling time, for
a spherical Maxwellian electron velocity distribution, is
estimated to be 114 ms for Li* and 2 ms for Ar'8+.

2. Laser cooling

In laser cooling [26], a photon transfers momentum
to an atom as it induces an electronic transition in the
atom. The excited atom eventually decays by emission
of a photon in a random direction. The excitation-decay
cycle gives a net momentum change in the direction of
the laser beam. Only a few ion species are suitable for
laser cooling, for example, Li*, Bet, Be?*, Mg*t, and
Ert.

At ASTRID Arhus [34], a 100-keV Li* ion beam, with
an initial longitudinal temperature of 100 mK and an
initial transverse temperature of 1000 K, was cooled to
a longitudinal temperature of 1 mK. In this case, the es-
timated cooling force was 79 meV/m and the estimated
cooling time was 10.5 ms [35]. At TSR in Heidelberg, 106
Be™ ions with energy of 7.3 MeV were cooled to a longi-
tudinal temperature of 5 mK [36]. The estimated cooling
force was 223 meV /m and the corresponding cooling time
was 3.7 ms [35].

The theoretical limit on the cooling time [37] is of the
order of 1 ms. The theoretical limit for the achievable
longitudinal temperature is given by the Doppler limit
[38]. For the cooling of Li*, the useful transition is from
35, to 3P, with a Doppler limit of 89 K. For the cooling
of Be*, the Doppler limit for the 25; ; to 2P, /, transition
is 440 uK.

D. Ordering parameter

In the studies of an infinitely large three-dimensional
system immersed in an oppositely charged uniform back-
ground, a dimensionless coupling parameter I' was intro-
duced, which represents the ratio of the average Coulomb
energy to the thermal energy of an ion [39]:

2
q
'=——— 12
4megakpT’ (12)
where kp is the Boltzmann constant, a is the Wigner-

3

4
Seitz radius defined by —ma®ne = 1, and ny denotes the

average particle density of the ion cloud. It was found
that a transition from a gaseous to a liquid phase occurs
at I' = 10, whereas I' = 170 may be associated with a
transition from a liquid to a solid phase [39].

In the study of crystallization in infinitely large 2D sys-
tems, the 2D coupling parameter I' and the 2D Wigner-
Seitz radius @ were adopted from the 3D case [40]. Con-
sistent with the definitions in 3D and 2D situations, we
extend the definition of the coupling parameter I to the
1D case as

2

'j=———F—+
I 47I'ankBT|| ’ (13)

where a is the average interparticle distance.
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Other ordering parameters introduced earlier are the
pair correlation as a function of a spatial coordinate and
the mean square displacement as a function of time,
yielding a diffusion coefficient. However, in the case of
studying the evolution of a system as a function of tem-
perature, where thousands of temperature steps are sam-
pled, it is not practical to use these functions since one
plot would be needed for each step. Here we introduce
an ordering parameter C(T') as a direct function of tem-
perature or time:

_D(T®)

C(T) =1 AT®)

(14)

where D(T'(t)) is the sample standard deviation function:

2

N
D) = |5 D d(T®) - dTO| .  (15)

with d as the average value of the interparticle distance
N

d(T(t)) = %> _ di(T(t)). Here d;(T(t)) is the ith inter-

=1
particle distance calculated from time averaged positions
of ion ¢ and its nearest neighboring ion:
d;(T(t)) = 1}1;51 |E; — 5, i=1,23,.N. (16)

C(T) depends on neither the choice of the sampling
point nor the size of a region. The value of C(T) gives a
measure of the ordering of the entire system at temper-
ature T. For a system with an infinite number of ran-
domly distributed particles, C(T) = 0; whereas perfect
order corresponds to C(T) = 1. Due to the boundary
conditions in a system of a finite number of particles, the
value of D(T) = 0 [or C(T') = 1] might not be reached
even as the temperature approaches zero.

In the case of 1D ordering, it is more important to
calculate C(T') as a function of 7). In the 3D case, by re-
stricting the calculation to the ions within one shell, C(T)
gives a measure of ordering within that shell; whereas, re-
stricting the calculation to the transverse direction, C(T')
gives a measure of ordering between the shells. When all
the ions are taken into account, C(T') represents an over-
all measure of the system ordering.

III. SIMULATION OF CRYRING

As an example of a realistic storage ring, CRYRING at
the Manne Siegbahn Laboratory at Stockholm University
[41] is chosen for this study. The reason for this selec-
tion is that CRYRING, has high symmetry, soft bending,
gentle focusing, and smoothly varying 3 functions, and is
therefore one of the most suitable existing storage rings
for the investigation of ion beam ordering. The layout of
CRYRING is presented in Fig. 2. It is a nearly circular
machine with a circumference of 51.63 m, constructed in
six superperiods. Each superperiod consists of two rect-
angular dipoles, three quadrupoles, two sextupoles, two
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Injection of:
low charged ions,
highly charged ions,

or molecular ions

RF system

circumference=51.63 m
Ermez = 96(q/A)? MeV /u
Qx=2.30, Qy=2.27

Jonization
detector

pickups, and two straight sections. Ions, from singly to
highly charged, can be injected into the storage ring at
low energy (typically 300 keV /u) and accelerated to the
desired energy of up to 96(q/A)? MeV/u, where Z and
A are the charge and atomic mass numbers of the ions.

An important parameter characterizing an alternating
gradient focusing lattice is the tune. The tunes Qx and
Qy are the numbers of horizontal and vertical betatron
oscillations made by a single particle over a complete cir-
culation of the ring. A pair of Qx and Qy values define
a working point for a storage ring. The designed nor-
mal working point for CRYRING is at Qx = 2.300 and
Qy = 2.270, which provides stable working conditions
for most experiments with heavy ions. The transition to
an ordered ion beam requires a suppression of the beta-
tron oscillations as the temperature decreases. Accord-
ing to a study made by Hofmann and Struckmeier [17],
the contribution to the tune by each superperiod should
not exceed the value of 0.5; otherwise, the matched so-
lution with @ — 0 due to T — 0 may not exist. This
requires Qx,Qy < 3.0 for storage rings with six super-
periods, which is satisfied at the normal working point of
CRYRING. At this working point, according to the same
study [17], some heating is expected since the tunes ex-
ceed the safe condition of Qx,Qy < 1.5 for macroheat-
ing due to the envelope instability. However, this upper
limit is not as critical as the preceding condition, since
a variation of up to 20% is allowed. We find no severe
heating effect caused by the envelope instability at the
CRYRING normal working point.

The normal working point of CRYRING is achieved
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FIG. 2. Layout of the CRYRING facility.

with the magnetic settings listed in Table I [43]. The
kx(s) and ky (s) values expressed by Eq. (3) within a su-
perperiod are displayed in Fig. 3. To check whether the
CRYRING lattice is correctly modeled, we compare the
tunes obtained from our MD code with both the mea-
sured values and those provided by the MAD [42] com-
puter program that was used for the CRYRING design.
A single particle orbit was traced in CRYRING with our
MD program, and the tunes Qx, Qy were calculated
from discrete Fourier transforms of the phase space co-
ordinates. The values of the fractional parts of the tunes
obtained from MD are given by the positions of the peaks
in Fig. 4, where the arrows indicate the positions of cor-
responding peaks from MAD. The MD calculation gives
the results Qx = 2.298 and Qy = 2.269, which are in
good agreement with the designated values. The MAD

TABLE I. The magnet settings for the normal working
point of CRYRING, where the locations are measured from
the beginning point of the superperiod to the entrance of the
magnets.

Magnets Location Length Strength
(m) (m) in z plane in y plane

(m~?) (m~?)
1st dipole 1.750 0.628 —0.060 2.331
1st quadrupole 2.978 0.300 1.676 —1.676
2nd quadrupole 4.152 0.300 —2.095 2.095
3rd quadrupole 5.326 0.300 1.676 -1.676
2nd dipole 6.226 0.628 —0.060 2.331
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0 2 4 6 8
Location (m)

FIG. 3. The kx(s) and ky (s) values, at the normal working
point of CRYRING, within a superperiod. All the quadrupole
and dipole magnets are taken into account.

predictions have been confirmed by a series of tune mea-
surements at CRYRING. Our tune results indicate that
the beam optics of CRYRING is correctly treated in our
calculations.

Emittance calculation provides another check of the
MD simulations. The emittances ex and €y for a single
particle are defined by the area covered by the horizontal
and vertical phase space ellipses, respectively. If neither
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heating nor cooling is applied, emittances are invariant
to the variation of location s along the ring, although the
shape of the phase space ellipse varies. The calculations
of the single particle emittance show that the MD sim-
ulation conserves the ex and ey values if heat exchange
with an external source is absent.

IV. 1D ORDERING OF ION BEAMS
IN CRYRING

A. Initial conditions and simulation parameters

With N, ~ 5 x 10%, the simulation of 1D ordering of
N ~ 10° ions in CRYRING is reduced to that of a few
tens of ions in the basic cell (Sec. II B). The basic cell has
a diameter of 2 cm and a length of {=0.6 mm for the case
of Lit and [=1.6 mm for Ar'®+. The initial positions of
N/N_, ions are generated randomly in the basic cell with
a Maxwellian velocity distribution at a specified initial
temperature T'(¢t = 0) in the moving frame (Sec. II). As
a result of the generation of random numbers, the initial
position of the center of mass (c.m.) may not coincide
with the geometrical center of the basic cell, and the
initial velocity of c.m. may differ from: zero. Therefore,
at the beginning of the simulation, the initial position
and velocity of the c.m. are calculated and subtracted
from each ion.

The energy of the sinmlated Lit beams was chosen
to be 13.3 MeV, since laser cooling of Lit beams in
CRYRING is planned at this energy following the scheme
applied at TSR in Heidelberg [44]. Maintaining the same
magnetic rigidity, an energy of 754 MeV is chosen for the
simulations of Ar'®+ beams.

A 1D ordered chain is stable only if the Coulomb re-
pulsion force for a small lateral ion displacement can be
compensated by the lattice restoring force. Assuming the
storage ring is honmiogeneously focusing with the average
restoring force, Hofmann et al. gave a simple estimation
of the minimum ion spacing Ly, in a 1D string [17]:

1
47 Ky ) 3 )

L>Lnin=|—23-2
- (Aﬂz'ysQ%

where R and Qo are machine radius and tune (in the
absence of space charge), 8 = v_o’ vy = (1-p6%)"12
c

e2

(4meo)mpc?
proton radius. With the same model Hasse and Schiffer
[14] gave analytic and MD results of the critical linear
particle density for the transition from 1D ordering to
a zigzag configuration, which yields a similar expression
(within a factor of 1.017). With the parameters at the
normal working point of CRYRING and the ion ener-
gies given above, Eq. (17) gives the minimum spacings of
14 pm for Li* and 25 um for Ar'®+ beams, which yield
maximum ion numbers of 3.7 x 10% and 2.1 x 108, respec-
tively. Our MD simulations showed that the maximum
ion numbers for which linear chains formed in CRYRING

and rp, = ~ 1.535 x 107! m is the classical
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were 1.4 x 108 for Li*t and 5.5 x 10% for Ar'®+ system.
It seems that a factor of ~ 0.3 is needed in expression
(17) when the homogeneous focusing is replaced by al-
ternating gradient focusing. In this work, 1.377 x 10°
and 5.486 x 10% were chosen as the total number of ions
for Lit and Ar!8+ systems, respectively.

The step size §t remains constant throughout the sim-
ulations with §t=52.29 ps for Li* and §t=16.58 ps for
Ar'8*. During the intervals 6t, the basic cell traverses 1.0
mm along CRYRING at the beam velocity. This distance
is small compared to the typical length over which the
external fields vary. When the basic cell passes through
the cooling section, the operation described by Eq. (9)
is applied. The effective cooling length is 1.0 m, which
is equal to the length of the CRYRING electron cooler.
A similar length can be expected for laser cooling. The
time evolutions of the Li* ion beams were simulated for
5.229 ms, while Ar!8+* jon beams were followed for a total
time of 1.658 ms. The positions and velocities of the ions
were sampled at the entrance position of the first super-
period in CRYRING. From this information the longitu-
dinal and transverse temperatures, as well as I, were
calculated.

B. Cooling parameters

In Table II we display the cooling parameters used in
our MD simulations and the values expected from elec-
tron and laser cooling. It is generally desirable to choose
MD cooling parameters to be as close as possible to the
values obtained either from experimental measurements
or theoretical estimates. However, it is not possible to
perform a MD simulation for such a long cooling time
due to limitations of CPU time. The feasible cooling time
in our MD simulation is of the order of 0.1 ms, which is
about 20 times faster than the estimated cooling time for
Ar'®+ and about 100 times faster than the one for Lit.
To confirm that the simulation results are still valid with
the faster cooling, it was carefully checked that the cool-
ing is slow enough to ensure thermal equilibrium in both
the longitudinal and transverse directions during the sim-
ulations. As discussed above, the heating due to envelope
instability was not observed as well. In our MD simula-
tions, 100 uK was chosen to be the temperature limit for
the Lit beam, which is close to the Doppler limit of 89 uK
by laser cooling. For the Ar'®+ beam there is still a large
difference between the estimated temperature limit and
the one used in our MD simulations. The necessary tem-
perature to achieve a well-ordered structure (' ~ 103) is
around 50 mK, while the experimental temperature limit
is 930 mK, which is the lowest electron temperature cur-

TABLE II. Comparison of the cooling parameters in MD
simulations and the expected values.

Cooling Electron cooling Laser cooling
parameter Ariét Lit
Estimated cooling time 2.0 ms 10.5 ms
MD cooling time (uniform) 0.11 ms 0.13 ms
MD cooling time (longit.) 0.12 ms 0.24 ms
Estimated temperature limit 930 mK 89 uK
MD temperature limit 50 mK 100 K
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rently reached in the CRYRING electron cooler. This
limit is continualy being lowered with improvements in
electron cooling technology.

C. 1D ordering of Lit beams

1. Longitudinal cooling

The heat exchange among different degrees of free-
dom in dilute beams, which are in the initial stage cold
longitudinally and warm transversally, has been studied
in idealized storage rings [52,53]. In this section, we in-
vestigate the coupling between longitudinal and trans-
verse ion motions and the ordering effect in a realistic
CRYRING lattice, where longitudinal cooling is applied
to a beam that is initially warm in all degrees of free-
dom. Such a case could be realized by laser cooling
where no direct cooling of the transverse ion motion oc-
curs (Sec. IIC2). The longitudinal cooling parameters
used in the simulation are listed in Table III.

To visualize how the system becomes ordered, the ion
positions of the three-dimensional system are plotted in
two-dimensional (z,r) diagrams, where r; = |/z? + y?
is the displacement of the ith ion from the center of the
beam. Figure 5 provides an overview of the transition
of the system from a random to an ordered phase as the
longitudinal temperature decreases. In Fig. 5(a), the sys-
tem is completely random with a high longitudinal tem-
perature of 182 K. In Fig. 5(b), T} is reduced to 10 K,
the system is still disordered. One can see from Fig. 5(c)
that, at T)j=20 mK, the random motions are reduced and
the ions stop passing each other longitudinally. The ion
motions shown in Fig. 5(d) indicate that the Coulomb po-
tential energy becomes significant compared to the ther-
mal energy of the ions at Tj=1 mK. During this stage,
the ions remain separated longitudinally from each other
while they oscillate around their equilibrium positions
with large transverse amplitudes. At 7)=0.1 mK, a lin-
ear ordered structure can easily be observed [Fig. 5(e)].
The longitudinal ion motions are small compared to the
mean interparticle distance, whereas the transverse ion
excursions are almost unchanged. The stable beam enve-
lope has nodes (i.e., where the ions have small transverse
displacements and large transverse velocities) at the cen-
ter of the straight sections. Notice that all (z,r) plots are
made at the center of one of the straight sections and the

TABLE III. The cooling parameters used in the simula-
tions of the Lit beam.

Cooling parameter Longitudinal Uniform

Initial longitudinal temperature T} 45 kK 45 kK

Initial transverse temperature T, 202 kK 202 kK

Desired longitudinal temperature 7y  0.10 mK  0.10 mK
Desired transverse temperature T 0.10 mK
Longitudinal cooling strength 0.50 us™!  0.50 us~?
Transverse cooling strength vy 0.50 pus™!
Effective longitudinal cooling time 7y  0.24 ms 0.13 ms
Effective transverse cooling time 7 0.16 ms
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FIG. 5. The full dots are the (z,r) positions of the Li* sys-
tem at five different stages during longitudinal cooling. The
open triangles, squares, and circles give the distributions after
1, 2, and 3 circulations around the ring. (a) at ¢ = 1.1 ms,
T,=182 K, T. =214 kK, and I'=1 x10™%; (b) at ¢ = 1.4 ms,
Ty=10 K, T1=214 kK, and I'j=2 x107%; (c) at t = 1.9 ms,
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1mK, T, =214 kK, and I'=50; (e) at ¢t = 2.9 ms, T};=0.1 mK,
T,=214 kK, and T’ =500.

transverse scales are compressed compared to the longi-
tudinal ones.

The values of T}, T,, and I'| as functions of time
are displayed in Fig. 6, from which several observations
can be made. First, both T} and I'| vary smoothly
and almost exponentially from their initial values toward
asymptotic limit. This behavior is governed by the cool-
ing characteristic described in Eq. (9). There is no struc-
ture of an ordering transition visible. Second, the initial
transverse temperature is five times higher than the ini-
tial longitudinal temperature, even though the initial ion
velocities were generated with the same width in all di-
mensions in the moving frame. The reason for this is that
the large lateral spread of the initial position distribu-
tion contributes to the transverse emittance. Third, from
its initial value, the longitudinal temperature slowly ap-
proaches the specified cooling limit, in this case T;;=0.10
mK (Table IIT), while the system remains hot transver-
sally and retains at its initial 7", value. This indicates
that, with the selected ion densities, the coupling of lon-
gitudinal and transverse motions is weak.

The ordering parameter C(T') is displayed in Fig. 7.
The I')| scale on the top of the figure is deduced from
Eq. (13) assuming a constant particle density. By exam-
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FIG. 6. The values of T}, Ty, and I'j of the Lit system
versus time during longitudinal cooling.

ining Figs. 5-7 one finds that it is advantageous to use
C(T) for determining the temperature at which ordering
occurs. C(T') has no temperature dependence and main-
tains a low value around 0.1 (Fig. 7) when the system is in
arandom state [Fig. 5(a)] during the initial stage of cool-
ing, i.e., at 7| >5 K. For a longitudinal temperature close
to Ty=1 K, C(T) starts to increase, indicating that the
ions start to order themselves. Figure 5(b) represents the
system before this initial phase of ordering. C(T') keeps
increasing as the longitudinal temperature is further re-
duced. At Tj=10 mK, C(T') becomes 0.5, and the system
is partially ordered [Fig. 5(c)]. When T}, decreases to 1
mK and T increases to 50, C(T') reaches 0.6, which is
the degree of ordering in the system at the cooling stage
shown in Fig. 5(d). As T, falls below 1 mK, C(T) starts
to approach its asymptotic value of 0.62, indicating that
the ordering is no longer significantly improving, as pre-
sented by Fig. 5(e), which is a measure of the system
ordering in its final state.

The above example suggests that C(T') is a useful

Ordering Parameter C

T, (K)

FIG. 7. The ordering parameter C of the Li* system as a
function of T} and I during longitudinal cooling.
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FIG. 8. The values of T}, T, and I'j of the Lit system
versus time during uniform cooling.

parameter that indicates the temperature range within
which the ordering in the system occurs. The asymp-
totic value of C(T') shows the degree of ordering that
can be achieved, with a cooling rate applied in a specific
system.

2. Uniform cooling

In this section, we determine the degree of ordering
that could be obtained in the same system with trans-
verse cooling as strong as longitudinal cooling. The study
of uniform cooling is also interesting from the viewpoint
of heat dissipation from longitudinal and transverse de-
grees of freedom. Even with the same longitudinal and
transverse cooling forces, the asymptotic ion tempera-
tures can differ. A simulation was done with the uniform
cooling parameters listed in Table III.

The T), T., and T} values of the Lit system during
uniform cooling are displayed in Fig. 8. Some similarities
to the case of longitudinal cooling are seen by comparing
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FIG. 9. The ordering parameter C of the Li* system as a
function of T} and I'j during uniform cooling.
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FIG. 10. The full dots are the (z,7) positions of the Lit
system at five different stages during uniform cooling. The
open triangles, squares, and circles give the distributions after
1, 2, and 3 circulations around the ring. (a) at ¢ = 0.2 ms,
Ty=1 kK, T, =6 kK, and I'j=6 x10~°; (b) at t = 0.4 ms,
Ty=12 K, T, =55 K, and I'j=0.02; (c) at ¢ = 0.8 ms, T);=88
mK, T, =0.7 K, and I'|=5; (d) at t = 0.9 ms, T)=5 mK,
T,=0.1 K, and I'|=90; (e) at t = 1.9 ms, T} = T, =0.1 mK,
and F”=3598.

Fig. 8 with Fig. 6. Due to uniform cooling T'; decreases
simultaneously with 7). However, T} decreases faster
than T, even though equal cooling strengths v = v,
(Table III) are applied. This result indicates that it is
easier to cool a beam longitudinally than transversally in
a storage ring.

In Fig. 9, we display C(T') as a function of T} (and I'}).
Comparing Fig. 9 with Fig. 7, one sees that the order-
ing transition is more pronounced under uniform cooling.
During the first stage of cooling, T}, varies over the wide
range from 45 kK to 1 K, but C(T) does not alter at
all and maintains a low value around 0.1. Figure 10(a)
shows the system at this stage of disorder, where T)=1
kK and C(T)=0.1. As T) reaches 1K, C(T) starts to
increase rapidly, indicating that the ions are starting to
order themselves [Fig. 10(b) at T =12 K]. When C(T)
reaches a value of 0.5 at T{;=88 mkK, the system is par-
tially ordered, as seen from Fig. 10(c). When C(T) be-
comes 0.9, an ordered chain is clearly visible in Fig. 10(d)
(Ty=5 mK). Finally, the system emerges as a well-ordered
one when C(T) is close to 1 [Fig. 10(e)], at 7)j=0.1 mK
and I'|=3598. We conclude that uniform cooling pro-
vides higher values of C(T) and I'jj than in the case of
longitudinal cooling only.
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D. 1D ordering of Ar'®t+ beams

Highly charged ions give a much higher I value than
singly charged ions at the same temperature and density.
However, the intrabeam scattering growth rate increases
with g* [45]. The lowest achievable ion temperature is de-
termined by a balance between the applied cooling rate
and the heating rate. In this section, we choose Ar'®+ to
study the temperature dependence of a highly charged
ion system. Comparing Ar!'®t with the Lit system un-
der similar cooling conditions, we study similarities and
differences in ordering due to the ion charge state.

The only cooling mechanism for highly charged ions
is, at present, electron cooling. The cooling force, cool-
ing time, and the ion temperature limit depend strongly
on the electron temperature. In the CRYRING electron
cooler, the current electron temperatures are kpTj ~0.1
meV and kgT; ~10 meV [29]. A further improvement
to reduce the transverse electron temperature to 1 meV
is planned [46]. Smaller differences between transverse
and longitudinal electron temperatures can thus be ex-
pected with continuous improvement in electron cooling
technology. This may finally allow cooling of both the
longitudinal and transverse ion motions with compara-
ble strengths. The uniform cooling parameters used in
this section are listed in Table IV.

The values of T}, Ty , and I}, as functions of time dur-
ing uniform cooling of the Ar'®t system, are displayed
in Fig. 11. The properties of T} and I'| observed in the
singly charged ion system (Fig. 8) are also seen in this
highly charged ion system. The ordering parameter C(T)
as a function of T} (or T'}) for the Ar'8+ system during
uniform cooling is shown in Fig. 12. When 7|, is reduced
from 11 kK to 200 K, C(T') fluctuates around 0.1 show-
ing no temperature (or I'j) dependence over this wide
range. The system is still disordered, as seen in Fig. 13(a)
(at T)=11 kK). As T approaches 200 K, C(T) starts
to increase indicating that the ions are beginning to or-
der themselves. At this intial stage of ordering, seen in
Fig. 13(b) for T =200 K, the beam size has been reduced.
When C(T) reaches a value of 0.5, as in Fig. 13(c) (T} =15
K), the system is partially ordered. When C(T') becomes
0.9, ordering is clearly visible from Fig. 13(d) (T}=1 K).
The final stage of cooling, with C(T') as high as 0.98, is
shown in Fig. 13(e) (T}=25 mK).

The temperatures for ordering transitions are depen-
dent strongly on the charge state (Figs. 13 and 10). The
ordering transition starts around 200 K and ends around

TABLE IV. The cooling parameters used in the simula-
tions of Ar'®* beams.

Cooling parameter Longitudinal Uniform

Initial longitudinal temperature T, 11 kK 11 kK
Initial transverse temperature 7'y 70 kK 70 kK
Desired longitudinal temperature T}y 50 mK 50 mK
Desired transverse temperature T'¢ 50 mK
Longitudinal cooling strength -y 0.45 us™'  0.45 us™?!
Transverse cooling strength . 0.45 pus™!
Effective longitudinal cooling time 7y  0.12 ms 0.11 ms
Effective transverse cooling time 7, 0.17 ms
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FIG. 11. The values of T}, T, and I’ of the Ar'®* system
versus time during uniform cooling.

1 K in the Ar'®* case, while the Li* system starts order-
ing around 1 K and ends around T)=1 mK. Notice that
the corresponding I'| values are about 0.3 and 50, respec-
tively, in both cases. Comparing the asymptotic value of
C(T) obtained in the Ar'8+ system with the one obtained
in the Li* system, it can be seen that both species would
reach the same degree of ordering [C(T)=0.98] if they
have similar final T'; values [[ = (2 — 4) x 10%].

In order to see to what degree longitudinal and trans-
verse temperatures equilibrate by intrabeam scattering
in highly charged ions, longitudinal cooling of Ar'®+ was
also investigated. Most of the features seen for longitu-
dinal cooling of Li* remain in the highly charged ion
system. The ordering transition occurs again around
T}, ~200 K in the Ar'®* case, while the Li* system starts
to show 1D ordering at 7)j=1 K. The corresponding T
values are about 0.3 in both cases. A linearly ordered
structure was also observed in this longitudinally cold
(T=50 mK), but transversely hot [T, =70 kK], highly
charged ion system.

r
]
107 10 10° 10' 10° 10°
1.0 1 o1 . P P L
& 0.8 =
o
L
3
: i
g 0.6
«
Sy
[
Ay
& 0.4 L
w
O
o
St
© 0.2 =
0.0 +——11— — — — .
10* 10° 10° 10' 10° 107! 107
T, (K)

FIG. 12. The ordering parameter C of the Ar'8* system as
a function of T|| and I'; during uniform cooling.
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FIG. 13. The full dots are the (z,r) positions of the Ar'®* (b)
system at five different stages during uniform cooling. The i5 - L

open triangles, squares, and circles give the distributions after
1, 2, and 3 circulations around the ring. (a) at ¢ = 0.001 ms,
Ty=11 kK, T, =68 kK, and I'j=3 x107%; (b) at ¢t = 0.2 ms,
Ty=200 K, T, =2 kK, and I'j=0.3; (c) at ¢t = 0.4 ms, T)=15
K, T, =360 K, and P||=3; (d) att=0.5 ms, T”=1 K, T, =80
K, and I'j=50; (e) at t = 1.3 ms, T=25 mK, T.=90 mK,
and F||=2069.

V. DETECTION OF 1D ORDERING USING A
SCHOTTKY NOISE DETECTOR

One of the main diagnostic instruments in a storage
ring is the Schottky detector [47], which consists of four
equal-size plates placed symmetrically around the beam
axis. As the ions pass the Schottky detector, they induce
image charges in the plates and generate pulse signals in
the amplifier. One can determine the positions of ions
by taking the proper differences of the signals from the
individual plates, and obtain information related to the
passage of the ions in the time domain by taking the sum
of the signals. To detect 1D ordered beams, we shall be
mainly interested in this timing information.

At a very low temperature, the ions of an ideal 1D
ordered system perform macro oscillations around their
equilibrium positions equally spaced along the central or-
bit. If the longitudinal motion can be separated from
the transverse motion and the oscillation amplitudes are
small compared to the spacing between the ions, the sys-
tem can be treated as a closed chain of N coupled har-
monic oscillators with equal interparticle distance, and
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FIG. 14. An example of a high-frequency Schottky spectra.
(a) There is no peak at 641 GHz since the system is not
ordered or only partially ordered; see Fig. 13(c). (b) The peak
at 641 GHz becomes clearly visible when an ordering structure
becomes apparent, see Fig. 13(d). (c) The peak at 641 GHz
and its harmonics are dominant as the beam is ultracooled
and an ordered structure is well formed; see Fig. 13(e).
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lated signals to obtain the frequency spectra.

Many theoretical studies and experimental observa-
tions of the Schottky spectra are done in the region of
frequencies at which ion beams circulate in the ring (on
the order of 10° Hz) [49]. Unfortunately, the spectra
obtained from our MD data do not contain beam infor-
mation in this frequency region because, as pointed out
in Sec. II B, the basic cell model does not include any os-
cillation modes with wavelengths longer than the length
of the basic cell. The middle-frequency spectral lines oc-
cur typically around 101°Hz at which, in our simulation,
the identical cells pass the detector and create additional
periodic signals. Obviously, this frequency is artificially
introduced into the simulation by periodic boundary con-
ditions (Sec. IIB). The high-frequency region consists of
the main spectral line at 10!! Hz and its higher harmon-
ics, which are caused by the detection of every single
ion in the crystal lattice. If detectable, this lines could
give direct evidence of the 1D crystal formation. How-
ever, the frequency is too high for detection with existing
techniques, although, recently, there have been some in-
vestigations into possible narrow-band pickups beyond
101! Hz [50]. Here, the spectra in this frequency region
are presented for completeness and for simulation diag-
nostics.

As an example of the results from the simulation of lon-
gitudinal Schottky spectra we show, in Fig. 14, the case
of the Ar'®* beam at the three different uniform cooling
stages corresponding to Figs. 13(c—e), respectively. The
frequency of the main spectral line is determined by the
crystal lattice constant and the velocity of the beam. Its
value is 641 GHz in this case. When T} >15 K there is no
peak at 641 GHz [Fig. 14(a)] as the system is not ordered
[see Figs. 13(a,b)] or only partially ordered [Fig. 13(c)].
The peak at 641 GHz becomes discernable, as shown in
Fig. 14(b), when T} ~1 K and the ordering in the system
becomes apparent [Fig. 13(d)]. When T} ~ 50 mK and
an ordered structure is well formed [Fig. 13(e)], the peak
at 641 GHz and its harmonics become clearly visible; see
Fig. 14(c). The amplitude of these lines decreases fol-
lowing a Gaussian shaped envelope that has a standard
deviation 1/0;, where o is the width of the pulses in the
time domain. At this stage, the noise is largely reduced;
the small peak at 37.7 GHz and its higher harmonics are
also shown in the spectrum. These small peaks are the
middle-frequency spectral lines created by the passage of
the basic cells through the detector.

VI. CONCLUSIONS AND DISCUSSIONS

We have presented here a method for realistic simula-
tions of ion beam motions in a cooler storage ring includ-
ing all magnetic elements, fringe fields, shear effect and
dispersion. An ordering parameter that characterizes the
ordering of ions as a function of T' was introduced. We
studied the cases of low particle density where 1D order-
ing could be expected in the Stockholm storage ring—
CRYRING lattice. Four sets of simulation of ordering
processes, including singly and highly charged ions un-
der longitudinal and uniform cooling, were presented.
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Three temperatures could be found at the points where
the ordering transition starts, reaches its peak, and fin-
ishes. The values of these three temperatures vary from
system to system, but they can be easily identified from
the C(T') curve of the system. Ordering parameter C(T')
starts to increase around 1 K for the Lit and 200 K
for the Ar'®+, both for longitudinal and uniform cool-
ing. In most cases, the corresponding I'| are around 0.3.
The temperature at which dC/dT), reaches its maximum,
i.e., the ordering develops in the fastest fashion versus
the temperature change, is ~50 mK for Lit and ~20
K for Ar'®*. The corresponding I' values are around 3
while C(T) = 0.5, which is an indication of a partially
ordered system. Ordering continues with decreasing Tj,
until C(T') is close to its asymptotic value, at which the
ordering transition finishes. In the cases investigated,
this occurs at ~1 mK for Lit and ~1 K for Ar'8+. The
corresponding I values in all the cases are around 100 or
higher. The asymptotic C(T') values are 0.62 for Lit with
longitudinal cooling and above 0.9 for all other cases.

The critical I" values obtained here do not agree ex-
actly with the prediction made for a strongly coupled
one component plasma of ¢y & 170 [39]. This could be
due to the size of the system and the external confine-
ment forces in the storage ring, as I'cy;; was derived for
a 3D infinitely large system immersed in an oppositely
charged uniform background.

Longitudinal cooling may be sufficient to obtain 1D
ordered chains in both singly or highly charged ion sys-
tems if the particle density is small, so that the coupling
of the longitudinal and transverse motions is weak. In
this case, the longitudinal temperature can be reduced
nearly to the cooling limit while the system stays hot
transversally.

The results with uniform cooling show that even with
the same cooling strengths, the longitudinal and trans-
verse temperatures decrease at different rates and the
longitudinal temperature approaches a lower asymptotic
value. This behavior is the same for Ar'8+ and Lit with
differences in the asymptotic values of temperatures and
the cooling rates, i.e., cooling times.

Finally, the Schottky analysis as a tool for observing
1D ordering is studied. The calculated spectra show spec-
tral lines appear at high frequency when 1D ordering
occurs, at a multiple of the circulation frequency with
the number of stored ions, and higher harmonics. If de-
tectable, these lines could give direct evidence of the 1D
crystal formation. However, with practical values of ion
numbers and velocities, this frequency is not accessible
with the current frequency analysis techniques.
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