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Plasma properties near the anode surface of an ion diode determined
by high-resolution laser spectroscopy
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Techniques based on resonant absorption and induced fluorescence for the determination of densities

and velocity distributions of ions and atoms in the vicinity of a surface in contact with a plasma were

developed. Using these techniques, densities and velocity distributions were obtained for various species
at distances down to about 30 pm from the anode surface in an ion diode. Singly charged ions were ob-
served to acquire kinetic energies of about 15 eV within 30 pm from the surface, indicating an average
accelerating electric field of 5 kV/cm in this region. For the relatively fast ionizing particles, the density

gradients due to ionizations at such distances were observed. These data and the observed H absorp-
tion profile are used to estimate the electron density and temperature and the absolute particle fluxes

close to the anode surface. We believe such measurements can be useful in studying various phenomena

near plasma-wall interfaces.

PACS number(s): 52.40.Hf, 52.75.pv, 52.25.Qt, 52.70.Kz

I. INTRODUCTION

Experimental studies of densities and velocity distribu-
tions of ions or atoms and of the charge state distribu-
tions in plasmas in the immediate vicinity of surfaces is
important for investigations of various plasma-wall in-
teractions such as electrode phenomena in electrical
discharges, plasma formation in plasma sources for vari-
ous applications, material ejection from surfaces into
plasmas, plasma-assisted manufacturing, and plasma
sheaths. For such studies, nonintrusive measurements of
high spatial and temporal resolutions should be
developed.

In previous studies [1,2], we determined the velocities
and absolute densities of various species in a 1-mm-wide
anode plasma formed over the dielectric anode surface in
a planar magnetically insulated ion diode. Those mea-
surements utilized spectral profiles and absolute intensi-
ties of spontaneous emission lines that, together with the
electron density observed from Stark broadening and
time-dependent collisional radiative calculations, gave
the densities and velocities of various species in the anode
plasma. These measurements, performed for distances
~ 200 pm from the anode surface, could not be extended
to regions closer to the surface because of the following
reasons. First, with spontaneous emission, it is difficult
to achieve a spatial resolution of tens of micrometers
since it is difficult to avoid light collected from a wider
region of the plasma. Also, the electron density and tem-
perature at such distances from the surface are difFicult to
obtain. This hinders the use of collisional-radiative cal-
culations to determine the ground-state densities from
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the observed excited-level densities, while in such experi-
ments in rapidly ionizing plasrnas most of the particles
(atoms or ions) are in their ground states [3]. Further-
more, collisional-radiative modeling in the immediate vi-

cinity of the surface may be unreliable because of the usu-

ally unknown continuous particle ejection from the sur-
face. This material ejection particularly affects the
excited- to ground-state density ratio because of the lack
of sufficient time for equilibrium within each charge state.
Finally, spontaneous emission measurements near sur-
faces can be strongly affected by limited light collection
efficiency due to the neighboring surface, and by opacity
effects due to the relatively high particle densities there.

In this study, we developed a method based on laser
light resonant absorption to determine the ground-state
densities of atoms and singly charged ions within down to
30 pm from the surface. With this method, uncertainties
due to self-absorption efFects are avoided, and the
ground-state densities are determined directly, without
the use of collisional-radiative calculations. In addition,
absolute calibration of the detection system is not re-
quired since the level densities are determined from rela-
tive absorption measurements. Furthermore, while with
spontaneous emission the measurements integrate along
the line of sight, with the method developed in this study
the densities could be determined at selected regions of
the surface by limiting the interaction region of the laser
light and the absorbing particles.

Using resonant absorption and induced-Auorescence
measurements we determined the densities of HI, Li j.,
and Mg II in the anode plasma as a function of distance
from the anode surface (the presence of Lit and Mg tt in
the plasma was due to adding compounds of lithium and
magnesium to the anode dielectric). For Lit and Mgu,
density gradients much higher than for H I where seen
within 50 pm from the anode surface. This could be ex-
plained by the ionization of Lit and Mg u ejected from
the anode surface during their motion away from the sur-
face. The particle velocities were determined from the
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Doppler broadenings of the absorption lines. These mea-
surements indicated that the ions acquire most of their
kinetic energies seen in the anode plasma (about 15 eV
for singly charged ions) within 30 y,m from the anode sur-
face. This implies efFective electric fields of 5 kV/cm in
this region. It is also consistent with our previous con-
clusion [1,2], based on velocity measurements for various
charge-state ions, that the ions are accelerated in the im-
mediate vicinity of the surface.

Using the observed particle velocities and densities,
particle ionization times within 50 pm from the surface
were estimated. This gave bounds on the electron density
and temperature in this region near the surface [4]. We
also observed the H absorption profile in this region.
From the contribution of the Stark broadening to the H
width, we obtained an upper bound for the electron den-
sity, which is found to be consistent with that obtained
from the particle ionizations. A detailed analysis of the
data for the determination of the electron density and
temperature at this distance from the anode surface will
be given in a subsequent publication. Finally, the abso-
lute particle fluxes into the plasma averaged over =30
pm from the surface were obtained.

II. THE EXPERIMENTAL ARRANGEMENT

The plasma in these experiments was produced via a
flashover of a dielectric-anode surface in a planar mag-
netically insulated gap, the details of which are described
in Ref. [1]. A diagram of the experimental system is
given in Fig. 1(a). The diode was powered by a 270-kV,
90-ns pulse produced by a LC-waterline generator and
the magnetic field used to inhibit the electron flow across
the 8-mm-wide diode gap was 8,=7 ko. The diode-
voltage wave form is given in Fig. 1(b).

The dye laser used in these experiments is pumped by a
Q-switched Nd:YAG (yttrium aluminum garnet) laser
and is equipped with doubling and mixing crystals that
allow for wavelength tuning down to 2160 A. The light
pulse was =6 ns long, and its application time during the
high-voltage pulse was varied in the experiments. The
laser beam could be directed into the anode plasma in
various directions. Cylindrical lenses were used to deter-
mine the beam shape in the observation region.

The laser beam power was measured in each discharge
by reflecting a small fraction of the laser beam onto a
calibrated fast photodiode. In order to obtain an absorp-
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FIG. 1. (a) Schematic illustration of the experimental system. Shown are the anode ( A) and cathode (C) of a planar diode insulat-
ed by an externally applied magnetic field 8, parallel to the electrodes. The diode is powered by an LC-waterline generator. The
Nd: YAG dye laser system is synchronized with the LC-waterline generator by a variable delay circuit. The laser beam can be direct-
ed into the anode plasma in various directions. In the one shown here, the beam is directed via prisms (P& and P2) and a telescope
made of cylindrical lenses (L

&
and L2). The laser light is scattered from a diS'user (D2) mounted on the shank behind the anode stalk,

and then passes through the plasma in the z direction to the spectroscopic detection system. A small fraction of the laser light
reflected by a beam splitter (BS) is recorded by a fast photodiode to give the laser pulse power and time. Attenuation of the laser
beam and rotation of its vector of polarization are made by two gian-laser air-spaced prism polarizers (6& and 62). Light from the
plasma (transmitted laser light, spontaneous emission, or laser induced fluorescence) is focused on the spectrometer entrance slit us-
ing mirrors (M& and M2) and a lens (L3 ). The observation distance from the anode surface is varied in the experiments by displacing
mirror M2. The angle of view of the lens L3 was reduced down to 2.5 mrad in the x direction by using a rectangular aperture ( A~ )
mounted in front of the lens. The light at the spectrometer exit window is optically further dispersed, and the spectral line profile is
then sampled by a set of 11 optical fiber bundles that transmit the light to a set of 11 photomultiplier tubes (PMT's), the signals of
which are recorded by digital oscilloscopes, giving the light spectral profile as a function of time in a single discharge. (b) The diode-
voltage wave form.
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tion spectral profile in a single discharge, as described
below, the spectral width of the laser light was set to be a
little larger than the absorption line.

The spectroscopic detection system is shown in Fig.
1(a), and was described in Ref. [1]. Here, in order to im-
prove the spatial resolution in the x direction, the solid
angle of the light collection system was reduced down to
2.5 mrad in this direction by using a rectangular aper-
ture. In order to observe the line spectral profile in a sin-
gle discharge, the light at the spectrograph exit was fur-
ther optically dispersed and projected onto a rectangular
11-channel optical-fiber array. The light transmitted by
each channel was measured by a photomultiplier tube
and an oscilloscope, giving 11 time-dependent data points
of the spectral profile.

The anode used in our experiments is described in Fig.
2. The length and height of the epoxy-filled grooved
aluminum plate (the active anode) were L, =13 cm and
Ly=6. 5 cm, respectively. The relatively long active
anode (L, =13 cm) allowed for nearly planar geotnetry
for the diode. In order to limit the laser-particle interac-
tion to the central part of the anode, a region with dimen-
sions l, =4 cm and ly 5 cm at the anode center was
elevated by 0.5 mm, and compounds (MgF2, A1NaSi03,
CaF2, LiF, and BaF2}of the elements interacting with the
laser light were mixed with the epoxy only in this region.
It was ascertained that particles ejected during the pulse
from other parts of the anode, as a result of contamina-
tion of the entire anode during the discharges, remained
within &0.5 mm from the anode surface and, therefore,
did not interact with the laser light. The length l, of the
elevated region was so chosen to be within the depth of
focus of the detection system, and to allow for a laser
light absorption that yields the maximum measurement
accuracy (see Sec. III). In order to obtain a uniform plas-

ma in the y direction, which was particularly required for
the absorption measurements, the elevated region was
made of Hat epoxy with no aluminum grooves.

III. MEASURKMKNTS AND RESULTS

(b) '!1!!,i 0p
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A. Densities of atoms and ions
at distances R 50 p,m from the anode surface

In this section we describe the procedure used to deter-
mine the absolute level densities of different species in the
plasma at distances ~ 50 pm from the anode surface, by
the use of laser absorption. Here we use our data to cal-
culate the density ratio of the MgII ground state to the
3p P3/2 level. We also describe the determination of the
density ratio of these Mg II levels using saturated laser in-
duced fluorescence. The absolute level densities of the
different species in the plasma are given in Sec. III 8 1.

The absorption measurements were performed for the
Mg D 3s~3p Pq~2 (2796 A), Mg II 3p P3)q~3d (2798
A), hydrogen n =2~n=3 (6563 A), and I.it 2s~2p
(6708 A} transitions. In these measurements, aimed to
determine the particle densities at distances 50 pm
from the anode surface, the laser light was scattered from
a diffuser mounted on the anode stalk and passed through
the plasma in the z direction, as shown in Fig. 3(a). The
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FIG. 2. The anode geometry. The length and height of the
active anode region are L, and L~, respectively. Most of that
region consists of epoxy-filled aluminum grooves. A central
part of the anode with length and height I, and 1~, respectively,
is elevated by 0.5 mm and is made of a flat epoxy sheet (with no
grooves). The epoxy in the elevated region was mixed with

powders of MgF„A1NaSi03, CaF„LiF, and BaF,. Using this

geometry the laser light was absorbed only by particles over the
elevated region.

FIG. 3. Illustration of the two optical arrangements used for
the laser beam. (a) The laser beam is directed into the diode us-

ing a prism (P2 ) and cylindrical lenses (L l, Lz ), and is scattered
from a diffuser (Dz) mounted on the shank behind the anode
stalk (A). The light then passes through the plasma in the z
direction toward the detection system as shown in Fig. 1(a).
This arrangement was used for absorption measurements at dis-

tances ~ 50 pm from the anode surface (see text). (b) The laser
beam is directed by cylindrical lenses (L4 —L7) and a prism

( P3 ) into the plasma in the —y direction. This arrangement is

used either to induce fluorescence in the anode plasma by
directing the laser beam parallel to the anode, or to make it im-

pinge on a small section of the elevated anode surface. In the
latter case, the light scattered from the diffuse surface and pass-

ing through the plasma in the z direction is collected by the
detection system. The latter arrangement was used for absorp-
tion measurements within =30 pm from the anode surface (see
text).
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spectral profile of the light transmitted through the plas-
ma was observed. An example of such a profile for the
Mg n 3s~3p P3/2 transition is shown in Fig. 4. In or-
der to obtain the net spectral profile of the transmitted
laser light, the spontaneous emission profile had to be
subtracted from the observed profile. The spontaneous
emission intensity during the laser pulse was determined
by interpolation of the intensities before and after the
laser pulse. This procedure introduced no significant er-
ror since the spontaneous emission intensity varied little
during the laser-pulse duration.

The true line spectral profile, deconvolved from the
measured spectral profile of the transmitted laser light us-

ing the spectral instrumental response, was used to obtain
the absorption coefficient a(A, ). Gaussian curves were
found to fit most of the data satisfactorily, giving the to-
tal absorption coefficients a(Ao) at the line centers and
the absorption line full widths (o FwHM) for the different
species.

In order to determine the density N& of the lower level
of the transition, we use the formula

a o +FWHM gl
I u

Pofiu ~o
0 —21 2where oFwHM is in A, po=8. 3X10 ' cm /A for a

Gaussian and 5.65X10 ' cm /A for a Lorentzian, f&„ is
the absorption oscillator strength, A,o is the wavelength in
0
A at the line center, densities are in cm, and a(Ao) is in
cm '. In Eq. (1), the second term on the right-hand side,
which accounts for the stimulated emission, is propor-
tional to the upper level density X„. Therefore, for exam-

ple, for the determination of the Mg u ground-state den-
sity, the Mg I1 3p P3/2 level density, or the density ratio
for this level and the Mgu ground state (3s) have to be
determined independently.

We now describe the determination of the densities of
the Mg u ground state and 3p P3/2 level, and we calcu-
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FIG. 4. A typical spectral profile of the laser light transmit-
ted through the plasma (solid curve) and with no plasma in the
diode (dashed curve). The laser light wave length is A, =2795.5
A, the center of the Mg n 3s~3p P3/2 transition. The curves
indicate the trend. The dip in the solid curve is due to resonant
absorption of the laser light in the plasma (see text).

late the density ratio for these levels. First, the 3p P3/2
level density was determined by performing resonant ab-
sorption measurements for the 3p P3/2~3d transition.
For this determination, knowledge of the density ratio of
the 3d and 3p P3/2 is also required, again in order to ac-
count for the stimulated emission term in Eq. (1). The
latter ratio was determined from the spontaneous-
emission intensity ratio of the 3p P3/2 +3s and the
3d ~3p P3/2 transitions. The stimulated emission term
in Eq. (1) was thus accounted for in determining the den-
sities of both the 3s and 3p P3/2 levels. For our parame-
ters, because of the higher density of the ground state, the
relative contribution of the stimulated emission term for
the various species studied was small and ranged between
7 and 20%. Note that the straightforward determination
of the lower level density, as given in Eq. (1), requires
that the laser light intensity is low enough to negligibly
affect the populations of the levels involved, which was
ascertained in our experiments. The density ratio of the
Mg II ground state to the 3p P3/2 level thus obtained was
found to be 3+1 for x =250 pm.

The Mg II ground-state density was also determined us-

ing saturated laser-induced fluorescence. Here the laser
beam was directed in the —y direction and the induced
fluorescence was collected in the z direction, as shown in
Fig. 3(b). The laser was tuned to induce the MgII
3s~3p P3&2 transition (2795.5 A). In these measure-
ments the laser pulse power per unit area was approxi-
mately 70 kW/cm, experimentally verified to be
sufficient for saturating the excitation. The laser beam
was linearly polarized in the z direction. Using a trap for
the laser light at the bottom of the diode, the scattered
laser light was reduced to 3% of the measured fluores-
cence intensity. In order to ensure uniform excitation of
the Mg II ions, the anode region at which the MgF2 com-
pound was mixed with the epoxy was 0.7 cm long in the z
direction, shorter than the laser beam width ( =2 cm) in
this direction.

The resulting fluorescence of the 3p P3/2~3s transi-
tion is shown in Fig. 5(a). The signal shown was taken
from a measurement at the wavelength corresponding to
half the maximum of the observed line profile, where the
self-absorption effect is small. Still using the
3s —+3p P3/2 excitation, we also observed the fluores-
cence of the 3p P, zz-+3s transition. As seen in Fig. 5(b)
the maximum fluorescence signal observed in this mea-
surement was approximately a factor =1.9 higher than
the spontaneous emission. This means that a significant
fraction of the Mg n ions, excited to the 3p P3/2 level are
deexcited to the 3p P, /2 level during the laser pulse.
Calculations of electron-collision transitions between
these two levels for the electron density and temperature
considered (see Sec. IV) appear to be consistent with this
finding [5].

Thus, under the excitation saturation and the collision
transitions between the 3p levels, we obtain

N3$ Ifl g3$ +1 —1,
g3u

where I„ is the total measured fluorescence intensity cor-
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responding to the 3p ~3s transitions, I, is the spontane-
ous emission corresponding to the same transitions with
no laser application, and g3, and g3p are the degeneracies
of the 3s and 3p levels, respectively. I, is obtained in the
same discharge from interpolation of the emission before
and after the laser pulse.

In Eq. (2) we assumed that the total density of the 3s
and 3p levels remains constant during the laser pulse.

However, our collisional-radiative calculations indicate
that the total density decreases due to ionizations by
= 15%%uo, which was accounted for in the determination of
our error. Also, the response time of our detection sys-
tem, being comparable to the laser-pulse duration, was
found to reduce the apparent rise of the intensity due to
the fluorescence, by a factor of 2.2, which was corrected
for in our data analysis [6].

The ratio of the ground-state density to that of the ex-
cited state, 3p P3/2 obtained from the fluorescence mea-
surements, was found to be =3.5+1, in agreement with
the ratio obtained from the absorption measurements.
The uncertainty in the above ratio mainly results from
uncertainties in the saturation of the excitation, in the
3p P3/2 deexcitation into the 3p P, /2 level during the
laser pulse, and in the time response of our detection sys-
tem.

Our procedure to determine the level density ratios us-
ing the fluorescence measurements was experimentally
examined by using the same procedure to determine the
3p P3/2 and 4s density ratio. %e tuned our laser to in-
duce the 3p P3/2 +4s transition and the density ratio for
these levels was determined using Eq. (2). It was found to
agree with that obtained from the 4s~3p P3/2 and
the 3p P3/2 ~3s spontaneous-emission intensities,
con6rming the fluorescence measurements.
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FIG. 5. (a) Spontaneous emission and induced fluorescence of
the Mg u 3p P3/2 ~3s transition, with a laser excitation of the
3s ~3p P3 jg transition. Here the laser po~er per unit area was
=70 kW/cm, the time was = 120 ns after the start of the high
voltage pulse, and the observation distance from the anode sur-

face, and the spatial resolution were both =100pm. The laser-
induced fluorescence signal shown was corrected for the efFect

of the relatively long response time of the light detection system
in order to obtain the true peak intensity of the fluorescence sig-
nal (see text). (b) Spontaneous emission and induced fluores-
cence of the Mg II 3p P&/2~3s transition, with the same excita-
tion as in (a). Here the laser power per unit area was =800
k%/cm, the time was t =80 ns, and the observation distance
from the anode surface and the spatial resolution were =100
pm.

For these measurements, in which resonant laser ab-
sorption was used, the laser beam was directed nearly in
the —y direction [see Fig. 3(b)], at an angle =15 mrad
with the anode surface, to illuminate a rectangular por-
tion of the elevated anode region that is shown in Fig. 2.
The dimensions of the illuminated region were 5 cm and
1 —4 mm in the y and z directions, respectively. Light
was collected from a region 15-mm high (in the y direc-
tion) at the anode center. Laser light scattered from the
surface and transmitted through the plasma in the z
direction was collected within an angle of =2.5 rnrad in
the x-z plane. The path length in the plasma of the col-
lected laser light was varied in the experiments by mov-

ing the spot of the impinging laser beam along the z axis,
allowing the laser light attenuation as a function of the
path length to be measured.

The optical depth at the line center of the
3s ~3p P3/2 transition, as a function of Az, where Lz is
the distance between the laser spot on the anode and the
edge of the elevated anode region, is given in Fig. 6. As
seen in Fig. 6, the optical depth increases linearly as a
function of hz, as expected for attenuation due to a uni-
forrn distribution of the absorbing MgII ions near the
surface of the anode elevated region. Also seen in Fig. 6
is that the linear dependence crosses the LL axis close to
M =0, con6rming that the absorption occurs due to in-
teraction with Mg II ions mainly in the elevated anode re-
gion, as stated in Sec. II. This observation also shows
that the laser hearn absorption in the beam path in the
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FIG. 6. The measured optical depth as a function of the laser
light path length du in the plasma in the z direction for
A, =2795.5 A, the center of the MgII 3s~3p P3/2 transition.
In the graph, the optical depth is normalized to the average
spectral linewidth, o~HM=0. 2 A, observed. The time is
t = 165 ns. The straight line is a least-square fit to the data.

= —y direction is negligibly small. This results from the
short length of the laser beam path in the —y direction in
the dense plasma close to the anode surface, and from the
saturation of the absorption along the beam path in this
direction caused by the relatively high laser beam intensi-
ty. Therefore, in determining the particle densities we
only accounted for absorption of the scattered light as it
propagates in the z direction from the illuminated portion
of the anode to the edge of the elevated region.

The high spatial resolution of =30 pm achieved in
these measurements resulted mainly from the use of the
anode surface as a secondary light source, and from col-
lecting the light from the surface at a sufficiently small
angle. The maximum distance from the surface at which
the light absorption occurs is given approximately by the
path length of the light along the elevated region, ranging
from 0.9 to 2.5 cm in the different measurements, times
the collection angle of the detection system in these mea-
surements (2.5 mrad). The highest spatial resolution was
therefore obtained using the minimum light path length
along the elevated region (0.9 cm}. Together with the
surface roughness, measured to be =+10 JMm, the highest
spatial resolution thus achieved was =30 pm.

With this method we determined the densities of the
MgII 3s and 3p P3/2 levels within =30 pm from the
anode surface. We employed absorption and emission
measurements and data analysis for all the transitions de-
scribed in Sec. III A.

The measured densities as a function of distance from
the anode surface of the Mg D ground (3s) and excited
(3p P3/2) states are shown in Fig. 7. The data point
closest to the surface is at x =15 pm, since it represents
an average over the 30-pm-wide region near the surface.
It is obtained from the absorption of the laser light scat-
tered on the anode surface, as described in this section.
The data points for x ~ 50 pm were obtained from the ab-
sorption measurements described in Sec. III A.

Using the collisional-radiative calculations for a wide
range of electron temperatures and densities, we found

that most of the Mg u ions lie in the 3s and 3p levels. The
density gradients shown in Fig. 7 reveal, therefore, a
large gradient in the Mg II total density near the anode
surface.

It is instructive to show the limitation of the use of
spontaneous emission for measurements at such small
distances from the surface. In Fig. 7(b) the Mg tt 3p P3&2
level density is shown together with the observed emis-
sion intensity of the 3p P3/2~3s transition as a function
of distance from the surface. It is seen that the emission
intensity observed decreases near the surface, thus failing
to show the density rise there. Using ray-tracing calcula-
tions [4], we verified that this resulted from the effects of
self-absorption, limited spatial resolution, and low light
collection efficiency near the surface that affect the
spontaneous-emission measurements.

The population ratio of the 3s and 3p P3/2 levels
within =30 pm from the anode surface was found to be
2.8+0.5. The uncertainty in the measured ratio results
from the irreproducibility in the discharges, and from the
uncertainty in the density ratio of the Mg n 3p P3/2 and
3d levels, required for the determination of the popula-
tion of the 3p P3/2 level, as discussed in Sec. III A. The
density ratio obtained agrees with that measured farther
from the surface (given in Sec. III A}, within the uncer-
tainty of the measurements.
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FIG. 7. (a) The MgII ground-state density as a function of
the distance x from the anode surface obtained from the laser

O

absorption at 2795.5 A for t =55 ns. The spatial resolution near
the anode surface is =30 pm. The curve indicates the trend.
The data reveal a large density gradient of the Mgn ground
state near the anode surface. (b) Similar to (a) for the density of
the Mg II excited state 3p P3/2 obtained from the laser absorp-
tion at 2798 A (solid curve), and the intensity of the
3p P3/2 +3s emission in arbitrary units (dashed curve). The
curves indicate the trends.
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FIG. 8. The Li I ground-state density as a function of the dis-
tance x from the anode surface obtained from the laser absorp-

0
tion at 6708 A (2s~2p) at t =70 ns. The curve indicates the
trend.

Similar measurements were also performed for the Li I
ground state using the 2s-2p line (6708 A). The measured
density of the Lit ground state as a function of distance
from the anode surface is shown in Fig. 8. A density gra-
dient higher than for Mg II was observed, the Li I density
within 30 pm from the anode surface being &20 times
higher than farther away in the plasma.

Similar measurements were also performed for hydro-
gen, where we determined the n =2 level density using
the absorption of H . The results are shown in Fig. 9.
Here the data point nearest to the surface is at x =50 pm.
Hydrogen is seen to be distributed much farther from the
anode surface than Mg u and Li I.

The advantage of these absorption measurements near
a surface over spontaneous emission measurements can
also be demonstrated in the determination of line profiles,
where line opacities are important. In Fig. 10 we present

FIG. 10. Absorption and emission profiles of H for t =95 ns

obtained within =50 pm from the anode surface. The wave-

length AA, is with respect to the line center. For the absorption,
0

the laser wavelength was with a spectral width =0.6 A, and was
scanned over the line profile in different discharges. The emis-

sion profile was obtained in the same discharges.

the H profile at =50 pm from the anode surface, ob-
tained from the absorption measurements by scanning
the laser wavelength in different discharges, together with
the emission profile obtained in the same discharges. It is
seen that the absorption profile is narrower than the
emission profile, the crFwHM's being =1.1 and 3.2 A, re-
spectively. Using the hydrogen n =2 level density at
=50 pm (given in Fig. 9), the emission light path in the

plasma, and the absorption line spectral width, we esti-
mate the optical depth at the line center to be =8. Ac-
counting for the experimental uncertainties, our results
are found to be consistent with an opacity broadening in
the plasma, as estimated using the treatment given in
Ref. [7]. Thus the absorption profile here obtained yields
the true H profile, from which estimates on Doppler and
Stark broadenings can be made (see Sec. IV).

2. The Mg II velocity distribution
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FIG. 9. The hydrogen n =2 level density for t =95 ns as a
function of the distance x from the anode surface for x ~ 50 pm
obtained from the H absorption. The curve indicates the
trend. The laser wavelength is centered at X=6562.8 A. The
uncertainty in the absolute value is +50%%uo (not given in the
figure), resulting mainly from the uncertainty in the shape of the
spectral profile of the absorption line.

As described in Sec. III A, the observed spectral profile
of the laser light transmitted through the plasma (as that
shown in Fig. 4) was used to obtain the absorption line
profile. The absorption line profile for the Mg II

3p P3/2~3s transition obtained within =30 pm from
the anode surface is given in Fig. 11. This profile, dom-
inated by Doppler broadening due to the relatively small
Stark broadening for the density considered [3], yielded
the Mg II velocity distribution parallel to the anode, giv-

ing a mean kinetic energy = 15 eV within =30 pm from
the anode surface. Similar kinetic energies were observed
farther from the anode surface using the same measure-

0

ments. We note that line shifts of 0—0.03 A in opposite
directions in different experiments were seen, but these
shifts are too small to be important for the present dis-
cussion.

Velocity distributions of various ions in a similar anode
plasma were observed by the use of spontaneous emission
at distances ~200 pm from the anode surface, as de-
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FIG. 11. Absorption and emission Doppler broadened
profiles corresponding to the MgII 3s —3p P3/p transition for
t =55 ns obtained within =30 and = 100 pm, respectively, from
the anode surface. The wavelength hk is with respect to the
line center. The two profiles were measured in the same
discharge. The uncertainty in each data point for the emission
profile (not shown in the figure) is +15%. The two profiles give
a temperature of =15 eV for Mg u. The lines are Gaussian fits
to the data points.

scribed in Ref. [1]. The ion velocities normal to the
anode surface were found to be similar to those parallel
to it, giving a kinetic energy of =20 eV for the singly
charged ions. One may therefore conclude that the ve-
locities perpendicular to the surface within =30 pm from
the surface are similar to those parallel to the surface ob-
served in this region. Thus the similarity between the
kinetic energies observed close to and farther from the
surface means that the ions in the anode plasma acquire
most of their kinetic energy within 30 pm from the anode
surface, and that the average accelerating electric field in
this region is = 5 kV/cm.

3. Discrimination
against laser-light refraction in the plasma

A major problem in resonant absorption measure-
ments, in situations where high spatial resolutions are re-
quired and where high density gradients of the plasma
particles that interact with the laser light occur, is the
need to discriminate against the effect the light deflection
out of the detection system due to refraction effects [8].
Here we show that such effects did not affect our present
measurements. The density gradients here obtained from
absorption by neglecting the refraction effects represent
upper limits. Thus we use such gradients, as in Fig. 7, to
estimate the maximum deflection angle due to resonant
refraction. This was found to be much smaller than the
light collection angle in our detection system (2.5 mrad),
suggesting no significant refraction effects in our mea-
surements. This was also consistent with the insensitivity
to using various light collection angles found in the ex-
periments.

Another support for the insignificance of the refraction
in the present measurements can be found in Fig. 12. In
Fig. 12(a) we give the absorption coefficient and the index

i E
O

0)
9
CD
O
O

0

0
th

Cl

0
0.6

(a)

- 4xl0

-0

4

a) 0.4
0
0)

~ 02-
Vl

0)

0.0

nil
I
I
I
I
I
I
I

0
ai(A)

0.5

FIG. 12. (a) Calculated absorption coeScient (solid curve)
and n —1 (dashed curve, n being the index of refraction) as a
function of wavelength for the Doppler-broadened Mg II
3s ~3p P3/Q transition. For the calculations, the level densities
within =30 pm from the anode surface given in Fig. 7, and the
measured line profile given in Fig. 11,are used. The wavelength
EA, is with respect to the line center. (b) Calculated spectral
profiles of the transmitted laser light tuned to the center of the
transition in (a) relative to the peak laser light intensity only for
resonant absorption (solid curve) and only for deflections due to
refraction (dashed curve). In the calculations, we used a Gauss-

0
ian profile with o ~HM =0.32 A for the incident laser light. The
effects of the light collection angle and of the spectral resolution

0
of the detection system (0.11 A) are accounted for.

of refraction of the Mg n 3s~3p P3/p transition, within
30 pm from the anode surface, obtained from the mea-
surements described in Sec. III B. These parameters are
used to calculate the spectral profile of the transmitted
laser light for the two extreme cases, where the laser light
only undergoes absorption in the MgII layer or is only
affected by refraction under the density gradient given in
Fig. 7. In these calculations, the detection system
geometry was modeled. The respective calculated
profiles, given in Fig. 12(b), show the dip in the transmit-
ted profile for the case of absorption and the two bumps
in the profile for refraction. The latter results from the
maximum and minimum in the refraction index shown in
Fig. 12(a). We note that because of the small effect of the
refraction and for the sake of demonstrating the effect of
refraction on the profile, (n —1) used to calculate the
profile for refraction in Fig. 12(b) was exaggerated three
times relative to that given in Fig. 12(a).

The observed profiles of the transmitted light for all
transitions observed were found to be very similar to the
profile calculated for absorption in Fig. 12(b), as shown in
the example given in Fig. 4 for the Mgu 3s —+3p P3/p
transition. This demonstrates the predominance of ab-
sorption over refraction in our measurements, as assumed
in the present study.
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IV. SUMMARY AND DISCUSSION

Techniques based on laser-light resonant absorption
and induced fluorescence were developed to obtain high-
spatial-resolution measurements of particle densities and
velocities in plasmas near surfaces, and were implement-
ed on the anode plasma in a magnetically insulated diode.
In particular, the absorption measurements, that allow
for direct determination of the ground-state density, were
used to determine these parameters as a function of dis-
tance from the anode surface. With these measurements,
these parameters averaged over a 30-pm-wide region near
the surface were obtained.

Particle velocity distributions were determined from
the Doppler broadened profiles of absorption lines. For
Mg II, a kinetic energy = 15 eV within =30 pm from the
anode surface was observed. This is similar to the Mg II
temperature observed at up to =0.5 mm from the anode
surface. This shows that the Mg II velocities seen in the
anode plasma are acquired by the ions within =30 pm
from the anode surface. Electric fields of 5 kV/cm that
accelerate ions ofF the surface in that region are con-
sistent with the present results. This is a complement to
our previous data [1,2], which suggested that the ion
kinetic energies in the plasma result from the presence of
electric fields at the immediate vicinity of the anode sur-
face. Recently, a model for the ion acceleration near the
anode surface was suggested [9]. It is based on the pres-
ence of nearly isotropic density gradients on a few tens of
micrometers near the anode surface, where the ions are
accelerated collisionlessly due to the density gradient of
the collisional electrons.

The ratio between the MgII ground state and the
3p P3/2 state densities obtained from the absorption and
fluorescence measurements given in Sec. III A were found
to be 3+1 and 3.5+1, respectively. The ratio calculated
using our collisional-radiative code, that uses as input pa-
rameters the measured plasma electron density and tem-
perature [1,10,11], was found to be 3.4. The agreement
between the calculated and experimental ratios confirms
the validity of the code calculations, and provides con-
sistency with the independently determined electron den-
sity and temperature in the previous studies [1,10,11].

Densities of LiI, MgII, and HI as a function of dis-
tance from the anode were obtained. Relatively high
density gradients for L I and Mg II at distances of & 50
pm were observed, with the gradient for Li I being
higher, while a significantly lower gradient was seen for
H I, as given in Figs. 7, 8, and 9. We believe that the den-
sity gradients near the surface are significantly afFected by
the particle ionizations, with the higher gradients occur-
ring for shorter ionization times and lower velocities of
the particles as they move away from the surface. For
example, the ionization times for H I, Mg II, and Li I cal-
culated for n, =1X10' cm and T, =10 eV are =80,
=15, and 3 ns, respectively, and their average axial ve-
locities estimated from measured Doppler line widths are
=4 cm/@sec [1] (8 eV), = 1 cm/ittsec ( = 15 eV), and 1.5
cm/@sec (8 eV), respectively. The propagation distances
are therefore =3, =0.15, and =0.05 mm for HI, MgII,
and Li I, respectively, which is in a qualitative agreement
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FIG. 13. The calculated {solid line) and measured (taken
from Fig. 7) Mg u ground-state density as a function of the dis-
tance x from the anode surface. In the calculations, we assumed
a ballistic ion Bow away from the anode surface, n, =1.3 X 10"
cm, T, =10 eV, and an Mgu source function parabolic in
time [2]. The Mgn velocity distribution in the x direction is
taken as the positive half of the velocity distribution observed in
the z direction.

with the gradients given in the figures.
The data here presented and a modeling of the ion flow

were used to determine the electron density and tempera-
ture near the surface. In this modeling, we Used
collisional-radiative calculations to obtain the particle
ionizations and level excitations as the particles move
away from the anode surface as a function of time and
distance x from the surface. The ion low was assumed to
be ballistic since for ions heavier than protons the Lar-
mour radii are larger, and the collision times are longer
than the distance and time of motion, respectively. Also
in this modeling, we used the particle velocity distribu-
tions presently observed and the particle fluxes from the
surface into the plasma determined in Ref. [2] for the
neutral particles and ions.

The spatial distributions of the particle level-
population densities, dependent on the electron density
and temperature, were calculated for various values of
these parameters. By fitting the calculated ground-state
and excited-level spatial density distributions to the ob-
served ones, this allowed bounds on the electron density
and temperature within 50 pm from the anode surface to
be obtained. An example of such fitting for the MgII
ground state is shown in Fig. 13. In this calculation we
assumed n, =1.3X10' cm and T, =10 eV. The MgII
flux from the surface was assumed to be parabolic in
time, (t/38) —( —t /38 ), where t is in nanoseconds, as
in Ref. [2]. For the velocity distribution in the x direc-
tion we used the positive half of the Mg II velocity distri-
bution in the z direction determined from the Doppler
broadened absorption profile given in Fig. 11.

In order to further limit the bounds on the electron
density and temperature, similar measurements to those
described in the above were performed to determine the
CII 2s2p P3/2 level density as a function of distance
from the surface. These measurements and a complete
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description of the modeling will be given in a later publi-
cation. Preliminary results of this modeling, using the
measurements for HI, Lit, MgII, and CII, give us
bounds of 1X10' to 3X10' cm for the electron densi-

ty and a lower limit of 10 eV for the electron tempera-
ture, for the plasma region within 50 pm from the anode
surface.

An upper bound for the electron density was also in-
ferred from the contribution of the Stark broadening to
the absorption H width given in Fig. 10 for the same lo-
cation. For this inference, the contribution of the
Doppler broadening, due to the few-eV temperature of
HI previously observed [1] and the ion-dynamics effect
on the H Stark profile [12], have been accounted for.
The upper bound for the electron density thus obtained is
found to be consistent with the value given above.

The electron density and temperature in the anode
plasma farther away from the surface, at distances R 200
pm, were observed to be (1—2)X10' cm [1,11] and
=10 eV [10,11]. The results here obtained thus suggest
that the electron density within 50 pm from the anode
surface is similar to, and the electron temperature is at
least, the respective parameters farther away from the
surface.

A discussion of these findings in relation to a model [9]
previously suggested to explain the nearly isotropic ion
acceleration close to the surface will be made in the com-
panion paper.

Our data also allow us to determine the absolute parti-
cle fluxes within 30 pm from the anode surface. Particle
fluxes were also determined in our previous study [2] us-

ing spontaneous emission. However, since the spontane-
ous emission could not be collected eSciently from the
=150-pm-wide region near the surface, those measure-
ments gave the fluxes into the plasma at = 150 pm from
the surface. Thus, in order to compare the fluxes here
obtained to the previous ones (for which data only on H I
and Mg D are available), we flrst obtain from the present
data the fluxes at x =150pm.

Using the measured H I n =2 level density at 150 pm
from the anode surface, and collisional-radiative calcula-

tions with n, =1X10' cm and T, =10 eV, we obtain
the total HI density to be =1.3X10' cm . Together
with the HI velocity in this region (4 cmlps) [1], this
gives =5X10' cm ns ' for the Hr flux, which agrees
to within a factor of 2 with the flux reported in Ref. [2],
i.e., to within the uncertainties stated for the two mea-
surements.

In order to compare the Mg II flux, we first note that
the amount of the MgF2 used in the epoxy anode in the
present experiments was four times larger than in the
previous experiments. Thus the presently obtained Mg II
flux at 150 pm from the surface should be reduced by a
factor of 4 when compared to Ref. [2]. The Mg II flux at
150 pm determined as in the above for hydrogen is
6.5X10 cm ns ', which, after accounting for this fac-
tor, is in agreement to within a factor of 2 with that given
in Ref. [2] (7.8X10 cm ns ').

We now give the fluxes averaged over =30 pm from
the surface, obtained from the densities and velocities
measured here. These fluxes are =5X10', &6X10',
and =3.5X10' cm ns ' for HI, Lit, and MgII, re-
spectively. The H I flux given above is similar to that at
150 pm, since ionization efFects for H I in this region are
negligible. However, the fluxes of the fast-ionizing parti-
cles Lit and Mgu are much higher at 30 pm than at 150
pm. This demonstrates the need to measure the charge-
state distributions as close as possible to the surface in or-
der to improve our knowledge of the processes at the im-
mediate vicinity of the surface.

We believe that measurements similar to those de-
scribed in this paper can be useful in studying various
phenomena near a plasma-wall interface.
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