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We analyze a random walk, in which a walker makes transitions between sites in a lattice with rates
whose values are determined by fluctuating medium variables. The values of these medium variables
fluctuate between zero (blocked jump) and a nonzero value (permitted jump). The dynamics of the walk-
er are determined by the fluctuations of these medium variables, but the medium variables are unaffected
by the motion of the walker. The case in which the medium variables obey conventional rate equations
(a Pauli master equation) has been analyzed by Harrison and Zwanzig [Phys. Rev. A 32, 1072 (1985)] and
by Sahimi [J. Phys. C 19, 1311 (1986)], who developed an effective medium approximation (EMA) solu-
tion for this model. We consider here a generalization of this model, in which the medium variables are
non-Markovian, with dynamics governed by a generalized master equation containing a memory kernel.
A generalized EMA is developed for this case, whose accuracy is tested numerically for a “lattice” of
two sites. Calculations based on this approach are then presented for a lattice of infinite extent.

PACS number(s): 05.40.+j, 02.50.Ey, 05.20.—y

1. INTRODUCTION

A random walk with dynamical disorder is a process in
which an entity makes transitions among states, with
rates whose values fluctuate in time [1-12]. If these tran-
sition rates fluctuate between zero and a nonzero value,
this stochastic process may be visualized as a random
walk in which a walker executes hops on a lattice struc-
ture and encounters gates that randomly open and close
[2-4]. Such models have been applied to electrical con-
ductivity in microemulsions [1] and to charge carrier
motion in polymer electrolytes [9], and have formed the
mathematical basis for a theory of polymer dynamics in
the melt [12]. These models describe the dynamics of two
sets of degrees of freedom: those associated with the
walker and those associated with the random variables
whose values determine the transition rates of the walker.
We refer to these latter variables as medium variables. In
the class of models considered here, the motion of the
walker is affected by the state of the medium variables
that control its transition rates, but the dynamics of the
medium variables are unaffected by the state of the walk-
er [5]. If the dynamics of walker and of medium vari-
ables are governed by Markov processes, then the ran-
dom walk with dynamical disorder falls into the class of
problems denoted composite Markov processes by van
Kampen [13]. These are stochastic processes in which
the fluctuations of one set of variables control the dynam-
ics of another set of variables [14,15]. Related models
that have been studied previously include random walks
in which the walker is characterized by internal states
[16,17], diffusion processes with a fluctuating diffusion
coefficient [13,18-23], and models of chemical reactions
with fluctuating rate coefficients [24,25].
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Druger, Ratner, and Nitzan [2] formulated and ana-
lyzed a model in which a walker takes nearest-neighbor
jumps on a lattice with hopping rates that fluctuate be-
tween zero and a finite value. This model is character-
ized by global dynamical disorder [10] since the entire
collection of random hopping rates is simultaneously
renewed. A model characterized by local dynamical dis-
order [10] was treated by Harrison and Zwanzig [3] and
by Sahimi [4]. The model is similar to that of Druger
et al. [2], except that the hopping rates fluctuate in-
dependently of each other. Harrison and Zwanzig [3]
and Sahimi [4] developed a dynamical mean-field theory,
denoted the effective medium approximation (EMA),
which is a generalization of the previously developed
EMA for random walks on lattices with static disorder
[26,27]. Granek and Nitzan have generalized this model
and its EMA treatment to include the case in which the
medium variables are characterized by more than two
states, which allows consideration of random walks with
correlated dynamical disorder [7]. The EMA strategy
has been applied by Zwanzig [6] to a model of particle
diffusion in a continuous medium, characterized by spa-
tial regions of fluctuating diffusion coefficient. Exactly
soluble random walk models with dynamical disorder
have been treated by Hernandez-Garcia et al. [10].
Treatments of dynamically disordered random walks
with the continuous-time random-walk formalism have
been presented by Budde and co-workers [11].

In the present work, we consider a generalized version
of the model treated by Harrison and Zwanzig [3] and by
Sahimi [4]. In that model, the dynamics of the medium
variables are Markovian, and the probabilities of finding
these variables in a particular state obey a Pauli master
equation with time-independent rate coefficients. The
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medium variables approach equilibrium with exponential
decay. Here we treat the case in which the medium vari-
ables have dynamics that are characterized by more than
one time scale. Our motivation arises from our model of
polymer dynamics, in which the medium variables
represent the obstacles posed to one macromolecule by
another and which therefore should relax with a spec-
trum of time scales corresponding to the range of confor-
mational relaxation times of a polymer molecule [12].
We replace the Pauli master equation governing the
medium dynamics in the model of Harrison and Zwanzig
[3] and of Sahimi [4], by a generalized master equation
[17,28] in which multiplication by a time-independent
rate constant is replaced by convolution with a memory
function. Numerical calculations are performed for the
case in which this memory kernel decays exponentially in
time. In this case, the medium variables approach equi-
librium with dynamics that are either biexponential or a
damped oscillation. We demonstrate that the EMA pro-
cedure of Harrison and Zwanzig [3] and of Sahimi [4] is
inapplicable to this case and propose a generalized EMA
(GEMA), which preserves the form of the EMA, but may
be applied to the case of non-Markovian medium dynam-
ics. In the limit that the decay time of the memory ker-
nel is small compared to the time integral of the kernel,
the EMA is recovered.

Our model is specified in Sec. II, and the GEMA is
developed in Sec. III. We assess the accuracy of the
GEMA in Sec. IV by applying it to a simplified “random
walk” with two sites whose exact numerical solution is
feasible. The GEMA is shown to provide semiquantita-
tive agreement with exact results over a wide range of
time scales and parameter values. The GEMA is applied
to a one-dimensional lattice of infinite extent in Sec. V,
where we present calculations of the time dependence of
the probability of the walker’s remaining at the initial site
and of the walker’s mean-squared displacement. The dy-
namics of the medium variables for the case of an ex-
ponentially decaying memory function are examined in
Appendix A and the origin of a plateau in the time
dependence of the probability that the walker remains at
its initial site is analyzed in Appendix B.

II. POSING THE PROBLEM

We consider the dynamics of a single random walker
that executes transitions among the N sites of a lattice of
arbitrary structure, according to a Pauli master equation

%;lzww)-p. 2.1)
The probability that the walker occupies site j at time ¢ is
denoted p;(z) and the vector of probabilities
(P1sP2>---»>py) is represented by p(t). The N-
dimensional transition matrix W depends on a set of sto-
chastic variables o0 =(0,0,, . . .), one of which is associ-
ated with each pair of sites in the lattice between which
the walker may jump. The rate at which the walker hops
between sites j and k has the form w0 ,,, in which wj
depends on the separation of sites j and &, but not on o.
The variables o, which we denote the medium variables,
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have values that fluctuate in time between 0 and 1. These
stochastic variables are taken to be uncorrelated, so that
the time-dependent distribution of o, ®(0o,1), factors into
a product of distributions ¢(o ;,7) [3,4]:

P(o,t)=[] plo;,1) . (2.2)
J

The distribution of the medium variables is taken to obey
an equation of motion that is nonlocal in time [17,28]:

(2.3)

db(o,)=7 foldrﬂaa:(t—r)d)(a’,r) .
<

The equation of motion of the single-variable distribution
has the form

blo, )= fo’drK(t—T)Aw,q;(a',r) ) (2.4a)
Ap=—A,,=—c, (2.4b)
A =—Ay=—(1—c). (2.4¢)

When the medium variables are in equilibrium, o =1
with probability ¢ and 0 =0 with probability 1—c. The
goal of this problem is the determination of the dynamics
of the random walker, averaged over the fluctuations of
the medium.

A strategy for treating a limiting case of this problem
was developed by Harrison and Zwanzig (HZ) [3] and by
Sahimi [4]. In this limit, the medium variables have a
memory that is infinitely short lived, so that K (#)=7y8(?).
Substitution of this form into Eq. (2.4a) yields conven-
tional rate equations for the dynamics of the medium
variables. In the present work, we develop a generaliza-
tion of this strategy that is valid for K (¢) with a finite de-
cay rate. Since this generalization builds on the work of
HZ, we must briefly review their formalism for the case
K (t)<8(t). HZ define a joint probability distribution for
the random variables p and o, f (p,o,t), which obeys the
following continuity equation

U0l — vy (Wo)pf (po,0)]

+3 6,,f(p,a’,1), (2.5a)
0,,=v34, . I18, , - (2.5b)
J i gy TmOm

The first term on the right-hand side of Eq. (2.5a) de-
scribes changes in f(p,o,t) resulting from dynamics of
the random walker for a fixed state of the medium vari-
ables and the second term reflects dynamics of f(p,o,?)
from fluctuations of the medium variables for a fixed set
of random walker probabilities p.

HZ next define Pj(cr,t) to be the probability that the
walker occupies site j and that the medium variables
have the values o at time z. These probabilities are mo-
ments of the distribution f(p,0o,1):

P(a,t)=fdppf(p,a,t) .

Equations of motion for the P(o,7) are obtained by
differentiating (2.6) with respect to time, substituting the

(2.6)
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right-hand side of Eq. (2.5a) into the right-hand side of
Eq. (2.6), and integrating by parts:

P(o,1)=W(a)-P(o,0)+ 3 6,,P(a’,1) . Q.7

The quantity that is ultimately of interest is IT;(z), the
probability that the walker is located at site j at time ¢,
regardless of the values of the medium variables. This
probability may be obtained by summing P(o,?) over all
states of the medium

()= ¥ P(o,t) . (2.8)

In order to adapt this formalism to the case in which
the medium has a memory, we must generalize the con-
tinuity equation in (2.5a). To do so, we rewrite the equa-
tion of motion for the medium variable distribution in
Eq. (2.3), which is nonlocal in time, in a form that is local
in time [29]:

®(0,t)= 3 L, ()d(a’,1) , (2.9a)

fotd‘r Q. (t —7)P(0’,7)
P(o',1)

L, ()= (2.9b)

The transformation from (2.3) to (2.9) is trivial; we multi-
plied and divided each term in the sum of (2.3) by
®(o0',t). In order to determine the explicit form of the
operator L(z), we must know ®(o,?) and hence must al-
ready know the solution to Eq. (2.3). The significance of
Egs. (2.9) is that there exists an operator L(¢), for which
Eq. (2.92) holds. We may then generalize the continuity
equation in (2.5a) and the equation of motion for P(o,t)
in (2.7) to

M&L’”=—Vp-[ww)'pﬂp’”””

+ 3 L, ()f(p,o’,t), (2.10a)

P(0,t)=W(0)-P(g,t)+ 3 L,,()P(a’,1) . (2.10b)

Equations (2.10) are obtained from Egs. (2.5a) and (2.7)
by replacing the time-independent transition operator for
the medium variables ©,,. by the time-dependent opera-
tor L ,.(¢). The validity of this substitution rests on the
fact that Eq. (2.9a) is local in time. A time-local equation
of motion for the medium variables leads to the continui-
ty equation in Eq. (2.10a), according to the same argu-
ment that led to Eq. (2.5a). In the limit in which the
medium variables have no memory Q,..(t)=6,,5(t),
Eqgs. (2.10a) and (2.10b) reduce to the HZ results in Egs.
(2.5a) and (2.7). In Sec. I1, we treat a special case of this
model, in which the medium variables are assumed to be
in equilibrium at all times: ¢(1,£)=c and ¢(0,z)=1—c.
This condition was also assumed by HZ [3]. In this case,
the operator L, in Eq. (2.9b) takes on a simpler form,
as ®(o,t)=P(0,7):

L, ()= fothQm,r(T) ) 2.11)
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Having recast the general problem in which the medium
variables have memory into a form that is analogous to
that employed by HZ for the case of infinitely short
memory, we proceed to the solution of Eq. (2.10b) within
an effective medium approximation in Sec. III.

III. DEVELOPMENT OF A GENERALIZED EMA

In Sec. II, we analyzed a random walk on a lattice of
arbitrary structure in which hopping rates are controlled
by fluctuating medium variables, whose dynamics are
governed by a memory function of arbitrary form. We
now specialize to a random walk with nearest-neighbor
steps on a one-dimensional lattice of N sites. For this
random walk, the rate at which the walker hops between
sites n and m has the form wo,$5,, ,+,two,_8,, ,_.
The value of the stochastic variable o,, which fluctuates
between 0 and 1 according to Egs. (2.4), determines the
jump rate between sites n and n+1. We also specialize
the discussion to a particular form of the memory func-
tion K (¢) in Eq. (2.4a):

K(t)=yae ™. (3.1

This memory kernel is characterized by two time scales:
the decay time o~ ! and the inverse of the time integral
y~!. The solution of Eq. (2.4a) in this case is presented in
Appendix A. For this choice of memory function, the re-
laxation of the single-variable distribution ¢(o,t) to equi-
librium is biexponential. For 4y <a, the system is over-
damped and the relaxation is biexponential with real time
constants. For 4y >a, the time constants are complex
and the relaxation has the form of a damped oscillation.
As described in Appendix A, Eq. (2.4) with K (¢) given by
(3.1) yields unphysical results for certain ranges of values
of ¢, ¥, and a, in the underdamped regime. We will avoid
these regimes in the numerical calculations presented in
Secs. IV and V. In the limit of infinitely short memory
a— o, Eq. (2.4) takes the form of the Harrison-Zwanzig
model [3].

The object of the present calculation is to determine
IT1;(2), which is defined in (2.8) to be the probability that
the walker occupies site j at time ¢, averaged over the
fluctuations of the medium. The EMA developed by
Harrison and Zwanzig [3] and by Sahimi [4] accom-
plishes this goal for the case in which the medium vari-
ables have an infinitely short memory ¢— «. In this sec-
tion, we begin by attempting to apply the EMA to the
case in which the medium dynamics are determined by a
memory function with a finite decay rate . The EMA in
the form developed by HZ [3] and by Sahimi [4] will be
found to be inapplicable to this case. However, the
manner in which it breaks down will provide motivation
for our generalization of the EMA.

The vector of medium-averaged probabilities II(z) is
defined in Eq. (2.8). Since the EMA is most conveniently
expressed in terms of Laplace transforms, we introduce
the Laplace transform of I1(z) below:

fit)= [ “dt e M(n)=G(s)-M0) , (3.22)

P(0,0)=0,()TI(0) . (3.2b)
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The second equality in Eq. (3.2a) defines the Green’s
function G(s), whose element G,n(s) is the Laplace
transform of the conditional probability, averaged over
the medium fluctuations, that the walker, initially located
at site m, is located at site n at a later time. In Eq. (3.2b),
we specify the same initial conditions for the walker and
the medium as were chosen by HZ [3]. The walker’s ini-
tial state is specified by a vector of probabilities I1(0) and
the medium is assumed to be in equilibrium. Since the
walker’s dynamics do not affect the medium dynamics,
the medium is therefore in equilibrium at all times.

In the EMA, the propagator G(s) for the one-
dimensional random walk with dynamical disorder is as-
sumed to have the form of an effective propagator G (s):

G(5)=G,(s)=[sI—¢(s)W]~
Won =w [Bm,n +1+8m,n—l*28mn] .

(3.3a)
(3.3b)

The N-dimensional unit matrix is denoted I. The effects
of the fluctuating medium variables are contained within
the effective medium function ¥(s), which may be viewed
as the inverse of a frequency-dependent friction
coefficient of the walker. If we set ¥(s)=1 in Eq. (3.3a),
the result is the correct Green’s function for the random
walk in which the medium variables {o,} are set equal to
unity for all times.

The EMA strategy for computing #(s) is based upon
consideration of a system in which a single jump rate
w, ,+; is allowed to fluctuate, but all others have the
effective medium form wiy(s). For an infinite lattice
(N — ), the value of the index n is irrelevant because of
the translational invariance of the lattice. For this sys-
tem, the transition matrix of the random walk depends
on a single fluctuating variable o ,, which for convenience
we call 0. We denote this transition matrix W (o ):

W (g)=y(s)W+[o—1(s)]V (3.4a)
ij =w [Sjnsk,n +l+6j,n +18kn
_ajn'skn“'sj,nﬂsk,nﬂ] . (3.4b)

For this random walk with one fluctuating jump rate, the
vector of probabilities P(o,t), defined in Eq (2.6),
denoted P'"(g,?) and its Laplace transform is represent-
ed by P(”(a s). An equation obeyed by P‘”(cr s) is ob-
tained as follows. The equation of motion for P(o,¢) in
Eq. (2.10b) is specialized to the case of the memory func-
tion in (3.1). The Laplace transform of this equation for
the case of a single fluctuating medium variable has the
form

[sSI-W(a)]-P V(a,s)
—yZA [P D(o’,5)—P D(o’,s +a)]

=P(g,0). (3.5

The elements of the transition matrix 4, for the medi-
um variable are listed in Egs. (2.4b) and (2.4c). P V(o,s)
is related to the initial walker distribution II(0) through a
propagator R (s):
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P V(o,5)=R,(s)-TI(0) . (3.6)

This propagator is an N-dimensional matrix whose ele-
ment [R,(s)],, is the Laplace transform of the joint
probability that the walker is located at site m at time ¢
having begun at site n at time O and that the medium
variable has the value o at time ¢. This probability has
been averaged over the initial state of the medium vari-
able at time 0. The sum of R,(s) over all values of o
yields the fully averaged propagator G(s), defined in Eq.
(3.2a). Since within the EMA this propagator is assumed
to have the form in Eq. (3.3a), we have

Ry(s)+ R (s)=[sI—¢(s)W] ' . (3.7
The substitution of Eq. (3.6) into Eq. (3.5) yields the fol-
lowing pair of coupled equations for Ry(s) and R,(s):

[sI—=Wy—(1—9¢)V]R(s)
+y(1—c)[R(s)—R,(s +a)]
—yc[Ry(s)—Ry(s +a)]=cl,
(3.8a)
[sI—=Wy+yYVIR(s)
+ye[Ry(s)—Ry(s +a)]
—v(1—0)[Ry(s)—R (s +a)]=(1—c)I .  (3.8b)

Equations (3.7), (3.8a), and (3.8b) constitute three in-
dependent relations connecting the matrices Ry and R ;.

In the EMA, we seek a scalar function #(s) with the
property that Egs. (3.7) and (3.8) are satisfied. Since these
are relations among matrices, it is not obvious that such a
function exists. We follow HZ [3] by taking linear com-
binations of these relations, which yield results of a con-
venient form:

YVRy(s)=(1—9¥)VR(s) , (3.9)
[(s +7)I—YW+yV]
X[cRy(s)—(1—¢)R(s)]+(1—c)VR (s)
—v[cRy(s ta)—(1—c)Ry(s +a)]=0. (3.10)

Equation (3.9) follows from the addition of Egs. (3.8a)
and (3.8b), together with the application of Eq. (3.7).
Equation (3.10) was obtained by multiplying Eq. (3.8a) by
1—c, by multiplying Eq. (3.8b) by ¢, and by subtracting
the results. These relations contain the matrix V, which
has the property that for any N-dimensional matrix M,
the product VMY is proportional to V:

(3.11a)
_Mnn —Mn+l,n+1] -
(3.11b)

VMV=mV ,
m=w[M, ,+M,,+

We simplify Eq. (3.10) by left-mulitiplying both sides by
V(s +y)I—y(s)W]~!. After this multiplication and ap-
plication of Eq. (3.9), Eq. (3.10) becomes
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VR, (s) [ SUTF fp)“_ ) (1—e)1—g(1—)]

—¥VG M(s)[cRy(s +a)—(1—c)R,(s +a)]=0,

(3.12a)
G()=[s+PI—P(xW] ™', (3.12b)
VG (s)V=gV . (3.12¢)

The matrix G {")(s) in (3.12b) is obtained from G, (s) by
replacing sI in (3.3a) with (s +y)I. The form of the sca-
lar g, defined in Eq. (3.12¢), may be obtained from Eq.
(3.11).

The case of infinitely short memory, treated by HZ [3],
may be obtained from the present analysis in the limit
a—co. In this limit, the left-hand side of Eq. (3.12a)
simplifies considerably, since Ry(s +a) and R,(s +a)
both vanish for infinite Laplace frequency. In that case,
Eq. (3.12a) can only be satisfied if the scalar in square
brackets in the first term vanishes. Setting the scalar ex-
pression in square brackets in Eq. (3.12a) equal to zero
yields the self-consistent equation derived by HZ. For
finite a, Eq. (3.12a) suggests that no scalar function y¥(s)
can be found such that the equation is satisfied. Thus, if
we wish to preserve the convenient form of the EMA, in
which all effects of the fluctuating medium are represent-
ed by a scalar effective medium function (s), then we
must impose additional approximations.

The breakdown of the EMA approach for finite a
arises from the form of Eq. (3. 5) which is nonlocal in La-
place frequency, as it contains P ("(c,s) evaluated at the
frequencies s and s +a. We therefore make a simplifying
approximation that eliminates this property of Eq. (3.5).
To do so, we return to the time domain and substitute
Eq. (2.11) into Eq. (2.10b) to obtain an equation of motion
for the probability that the walker occupies a certain site
and that the medium variables have certain values:

P(a,t)=W(a)-P(a,t)+ >, fotdfﬂm,:(t —71)P(o’',t) .

(3.13)

We simplify the second term by the following approxima-
tion:

> fotd'r Q. (2

— 3 [[drQ,,(t =™ (o, 7) .

—7)P(o’,1)
(3.14)

Within the time integral in Eq. (3.13), we have assumed
that the time evolution operator for P(o,?) equals
exp [W(o)t], where W(o) is the random walk transition
matrix of Eq. (2.1). This assumption is exactly correct in
the trivial limit in which the random walker is uncoupled
from the medium variables, i.e., W is independent of o.
For the model under consideration in which the transi-
tion matrix does depend on the medium variables, (3.14)
represents a factorization approximation. The approxi-
mation in (3.14) replaces an integral, which does not have
the form of a convolution, by a convolution integral.
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This approximation is motivated by the simplification
that results, if the integral does have the form of a convo-
lution. If the derivation of Eq. (3.5) is repeated within
this approximation, the result is the replacement of the
second term on the left-hand side by a term that depends
on P (q,s) and does not include P V(c,s +a):

2 Aaa’[P(l)(U,yS)—P(1)(0’,5 +a)]
3 A, {al(s+a)I—W (o) ] P V(a,s) .

(3.15)

We then make a second simplifying approximation that is
in the spirit of the original EMA by replacing the transi-
tion matrix with one fluctuating medium variable,
W' (g’), by the effective medium transition matrix
P(s)W:

S 4, {al(s +)I-WD(g)]71}B V(o,s5)

—aG@(s)S 4,,PVo"s), (3.16a)

G Ds)=[(s +a)I—(s)W] ! . (3.16b)

The consequence of these two approximations is to re-
place Eq. (3.5) by

[SI-W N (0)]-P D o,5)—Z(s): S 4,,.P Va’,s)

=PY(g,0), (3.17a)

Z(s)=ayG (s) . (3.17b)

The accuracy of approximating (3.5) by (3.17a) will be as-
sessed in Sec. IV.

We next repeat the analysis that led to the EMA equa-
tions in (3.9) and (3.10) within the approximation of
(3.17a). The form of (3.9) is unchanged, but Eq. (3.10) is
now local in Laplace frequency in that it depends on the
propagators R, and R, evaluated at a single frequency:

[H '+ ¢V][cRy(s)—(1—c)R(s)]

+(1—c)VR(s)=0 (3.18a)

H=[sI—yW+Z(s)]'. (3.18b)
The approximate version of (3.10) is shown in (3.18a),
with the N-dimensional matrix H defined in (3.18b). We
seek the function ¥(s) that satisfies Egs. (3.9) and (3.18a).
An explicit self-consistent equation for this quantity may
be determined by left-multiplying Eq. (3.18a) by VH, by
applying Eq. (3.9), and the property of V given in Eq.
(3.11):

c+gh)1=¢) _ | _

VR, (s)
i\s n

)f{1—h(1—19)}

(3.19a)

h =w[Hn+l,n +Hn,n+1__Hnn ~Hn+l,n+l] . (3.19b)

Equation (3.19a) will be satisfied if the scalar expression
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in square brackets vanishes. Setting this quantity to zero
yields our generalized EMA self-consistent equation

hp(1—9)—¢p+c =0 .

We denote by GEMA the approximation to the Green’s
function that results from solution of this equation and
substitution of the resulting ¥(s) into Eq. (3.3a). We
reserve the term EMA for the strategy developed by Har-
rison and Zwanzig [3] and by Sahimi [4]. The depen-
dence of (3.20) on the decay rate of the medium « is con-
tained within h, which is defined in Eq. (3.19b) in terms of
elements of the matrix H. H depends on a through the
matrix Z(s) in Eq. (3.17b). In the limit of an infinitely
short memory of the medium a— o, Z(s) approaches y1
and the self-consistent equation in (3.20) becomes the
EMA equation of HZ and of Sahimi. The GEMA may
thus be viewed as an extension of the EMA to a medium
characterized by finite memory.

We have developed the GEMA for the particular
memory kernel given in Eq. (3.1). Numerical calculations
are given in Secs. IV and V for this case. We close this
section by noting that the strategy can be generalized to
any kernel K (1) whose Laplace transform exists. Apply-
ing the analysis that led to Egs. (3.17)-(3.20) to the case
of arbitrary K (¢) results in replacing Z(s) in Eq. (3.17b)
by

(3.20)

Z(s)= | [ "dt e K (lexp(W1) (3.21)

w—wils)

To determine Z(s), the Laplace transform in (3.21) is per-
formed and subsequently the jump rate w is replaced by
the effective frequency-dependent rate wi(s). Z(s) may
be written explicitly in terms of the eigenvectors {|g )}
and eigenvalues {)»q% of W and the Laplace transform of
the memory kernel K (s):

Z(s)=3 lg)K[s =1, ()] {ql . (3.22)
q9

For the exponentially decaying memory kernel of (3.1),
(3.22) yields the expression in (3.17b). In principle, the
GEMA may be implemented for an arbitrary memory
kernel by application of Eq. (3.22). In practice, deter-
mination of the explicit form of the matrix H in Eq.
(3.18b) for a matrix Z(s) of arbitrary form may prove
challenging.

IV. THE TWO-SITE PROBLEM

In Sec. III, we developed a generalized effective medi-
um approximation for a random walk on a lattice of
infinite extent, in which the jump rates are controlled by
stochastic medium variables. We assess the accuracy of
this approximation by applying it to a simplified version
of the problem, whose exact numerical solution is tract-
able. We consider a ‘“random walk” with just two sites,
in which the jump rate fluctuates between the values of 0
and w. The equation of motion for P(o,?) is given in Eq.
(2.10b). For the case of two sites with the exponential
memory function in Eq. (3.1), Eq. (2.10b) becomes
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P (0,)=—y(1—e *)[cP(0,t)—(1—c)P;(1,1)] ,
P,(0,1)=—y(1—e " *)[cP,(0,t)—(1—c)P,(1,1)] ,
P(1,t)=—w[P,(1,1)—P,(1,1)]

+y(l—e *)[cP,(0,t)—(1—c)P(1,1)],
Py(1,0)=—w[P,(1,)—P,(1,1)]

oy (1—e ~®)[cP,(0,1)—(1—c)P,(1,1)] .

4.1)

In (4.1), Pj(a,t) is the probability that the walker occu-
pies site j with the medium variable in state 0. Our mod-
el reduces to that treated by HZ in the limit a— oo [3].
Since the HZ method treats exactly the fluctuations of a
single medium variable, and since the two-site problem is
characterized by a single medium variable, the EMA of
HZ is exactly correct for the a— o limit of the two-site
problem. The GEMA is therefore exactly correct for this
model in the limit @— o, but gives an approximate solu-
tion for finite . In the a— « limit, (4.1) becomes a set
of four coupled linear, first-order differential equations
with constant coefficients, whose solution may be found
in closed form. For finite a, these coupled linear equa-
tions have time-dependent coefficients and their solution
may be found by numerical integration. In this section,
we compare the GEMA solution of Egs. (4.1) to the exact
numerical solution.

The GEMA self-consistent equation in (3.20) depends
on the number of sites in the lattice only through the pa-
rameter h, which is expressed in terms of elements of the
matrix H in Eq. (3.19b). The form of H may be seen
from Egs. (3.17b) and (3.18b) to depend on the form of
the effective medium propagator G,(s), defined in Eq.
(3.3a). For the two-site model, G,(s) is the two-
dimensional matrix with elements

~ R +wi(s)
G =[G el
[G.(9)]11=[G.(s) ] ¥+ 2ws(s)

R R (s)
a G ()] = W)
[ E(S)]lz [ s ]21 52+2ws111(5)

The elements of the two-dimensional matrix H may be
obtained by using Eq. (3.16b) to convert the elements of
G,(s) in Eq. (4.2) to elements of G \*'(s), by calculating
the elements of Z(s) from Eq. (3.17b), and by performing
the matrix inversion in Eq. (3.18b). The self-consistent
equation in (3.20) is a quadratic equation in ¢ for the
two-site problem:

2w(s +2(1—c)wly?
+[s24+2(s +a)l1—c)w +as —2wes +ay ¥

—clayts(s+a)]=0. (4.3)

Our goal is the calculation of G;(¢), the probability that
the walker resides at site j at time ¢, given that it was lo-
cated at site j at t=0, averaged over the states of the
medium. This probability may be obtained for the two-
site problem within the GEMA by substituting the physi-
cally reasonable solution of Eq. (4.3) for ¥(s) into the ex-
pression for [G,(s)];; in Eq. (4.2) and then inverting the
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Laplace transform.

Figures 1-6 show the time dependence of Gj;(¢), calcu-
lated as just described, with the Laplace transform in
Egs. (4.2) inverted numerically [30]. The solid curves
show the results of direct numerical solution of Egs. (4.1)
and the GEMA results are shown with open circles. As
discussed in Appendix A, the decay of the medium vari-
ables to equilibrium is biexponential for a >4y and is a
damped oscillation for a <4y. Both the underdamped
and overdamped cases are represented in Figs. 1-6. Cal-
culations for ¢=0.5 and for a variety of values of ¢ and y
are shown in Figs. 1 and 2. In Fig. 1, ¥ /w =10"2% and
the curves from left to right were calculated for
a/w=10% 10711072, 1073, and 10™*. Each plot shows
three regimes: an initial decay, a plateau, and a final de-
cay. These regimes are readily interpreted in terms of an
ensemble of two-site systems. Since ¢=0.5, in half of
these systems, the walker’s jump is initially blocked and
in the other half, the jump is initially unblocked. Since
v /w <<1, the dynamics of the walker are rapid relative
to those of the medium. In those systems with an initial-
ly unblocked jump, the walker will randomize its location
between the two sites before any relaxation of the medi-
um takes place. These dynamics are reflected in the ini-
tial decay, which takes place on the time scale associated
with the jump rate w~!. We show in Appendix B that
for a static medium (y —0), G;(#) would decay to the
value 1—c /2. For a dynamic medium in which either
a<<w or y <<w, G;;(¢) should therefore decay to a pla-
teau at this value, which should persist until the medium
begins to relax. The curves in Fig. 1 decay to a plateau at
0.75, in agreement with this reasoning. The time scale on
which the medium relaxes depends on the relative values
of a and y, as may be seen explicitly from Eqgs. (A4) and
(A6). In the underdamped regime, the medium begins to
relax on the time scale of the inverse of the frequency (,
defined in Eq. (AS), while in the overdamped case, this re-
laxation begins on the time scale of the shorter of the two

0.4 . . . . A . ;
-20 -1.0 0.0 1.0 2.0 3.0 4.0 5.0
log1o(wt)

FIG. 1. The probability of remaining on the initial site G; is
calculated for the two-site problem for ¢ =0.5, y= 102w, and,
from left to right, a/w =10% 107!, 1072, 1073, and 10~ The
solid curves represent the exact solution, obtained by numerical
integration of Egs. (4.1). The open circles were calculated with
the GEMA of Sec. III. The GEMA shows semiquantitative ac-
curacy over a wide range of time scales.
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FIG. 2. The probability of remaining on the initial site G; is
calculated for the two-site problem for ¢=0.5, y =10%w, and,
from left to right, a/w =10% 1072, and 10™*. The solid curves
represent the exact solution, obtained by numerical integration
of Egs. (4.1). The open circles were calculated with the GEMA
of Sec. III. As the decay rate of the medium’s memory kernel is
diminished, a plateau develops in G ;.

time constants in Eq. (A6). The decay that follows the
plateau represents the randomization of probability be-
tween the two sites for those systems in which the jump
was initially blocked. In this third regime, G;; decays to
its asymptotic value of 0.5

Comparison of the GEMA calculations to the exact re-
sults shows that the GEMA provides a semiquantitative
description of the walker’s dynamics over the three time
regimes just described. In the leftmost curve with
a/w=10% the GEMA and exact results are indistin-
guishable. Agreement in this limit is to be expected,
since for a— o, the GEMA is exactly correct for this
model, as discussed following Eq. (4.1). Figure 1 shows
that as a is decreased from an effectively infinite value of
a/w, the GEMA continues to agree well with the numer-
ical results. For very small values of a, the GEMA pre-
diction incorrectly dips below G;;=0.5 and approaches
this asymptotic value from below.

Figure 2 shows G;(#) for the same value of ¢ as in Fig.
1, but for the case ¥ >>w (y/w=10?). From left to
right, the curves were calculated for a/w =10% 1072,
and 107% If a/w>>1 and ¥ /w >>1, the medium dy-
namics are rapid compared to those of the walker and the
plateau described in connection with Fig. 1 does not
occur. For a/w << 1, the medium relaxes slowly relative
to the walker and G;; displays a plateau at 0.75. As in
Fig. 1, the GEMA curves agree well with the numerical
results, except for the final approach to the asymptotic
limit of 0.5.

Calculations for c=0.4 are shown in Figs. 3 and 4 and
for ¢=0.6 in Figs. 5 and 6. In Fig. 3, y /w =1072, and
from left to right the curves were calculated for
a/w=10% 1072, and 1073 The behavior displayed in
Fig. 3 is qualitatively similar to that in Fig. 1, since
¥ /w << 1 in both cases. The GEMA agrees well with ex-
act results in each of the three regimes of decay. In Fig.
4, y /w=1, and from left to right, a/w = 10% 1, and 0.1.
The time dependence displayed in Fig. 4 is qualitatively
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FIG. 3. The probability of remaining on the initial site G; is
calculated for the two-site problem for ¢=0.4, y =10 2w, and,
from left to right, a/w =10% 1072, and 1073. The solid curves
represent the exact solution, obtained by numerical integration
of Egs. (4.1). The open circles were calculated with the GEMA
of Sec. III.

similar to that shown in Fig. 2: a plateau develops as a is
decreased. Figure 5 repeats the calculations shown in
Fig. 3, for c=0.6. In Fig. 5, y /w =1072, and from left to
right, a/w =102, 1072, and 107°. Figure 6 repeats the
calculations of Fig. 4 for c=0.6. For Fig. 6, y /w=1, and
from left to right, a/w=10% 1, and 0.1. The trends
displayed in Figs. 3 and 4 are also evident in Figs. 5 and
6. If ¢c#0.5, the medium variable at equilibrium is more
likely to have one value than the other. The calculations
shown in Figs. 3-6 demonstrate that the GEMA pro-
vides semiquantitative results for ¢0.5 as well as for the
case ¢=0.5, in which blocked and unblocked jumps are
equally likely.

V. ONE-DIMENSIONAL LATTICE

In Sec. IV, we assessed the accuracy of the GEMA by
applying it to a two-site problem whose exact numerical

0.9
0.8

0.7

Gy (B)

0.6

0.5

0.4 . . . .
-2.0 -1.0 0.0 1.0 2.0
logro(wt)

FIG. 4. The probability of remaining on the initial site G;; is
calculated for the two-site problem for ¢c=0.4, ¥y =w, and, from
left to right, a/w = 10%, 1, and 107", The solid curves represent
the exact solution, obtained by numerical integration of Egs.
(4.1). The open circles were calculated with the GEMA of Sec.
II1.
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FIG. 5. The calculation of Fig. 3 is repeated for c=0.6.

solution is tractable. Having established that the GEMA
provides a semiquantitative approximation over many or-
ders of magnitude in time, we next turn to a problem
whose exact solution is not available; a random walk with
dynamical disorder on a one-dimensional lattice of
infinite extent. Within the GEMA, the Laplace trans-
form of the random walk propagator has the effective-
medium form that is defined in Eq. (3.3). For the infinite,
one-dimensional lattice, G,(s) is given by [31]

(G, (5)],,,=az™ ", (5.1a)

a=[s*+4wsy(s)] 12, (5.1b)
OV srayrmmerrae

, =S +2wi(s) s*+4wsy(s) . (5.1¢c)

2w(s)

ae(s) has the form of the propagator for a random walk
with nearest-neighbor steps and without disorder, with
the jump rate w replaced by an effective, frequency-
dependent jump rate wy(s).

The effective medium function ¥(s) is determined by
solving the self-consistent equation, Eq. (3.20). This
GEMA self-consistent equation contains the scalar 4,
which is defined in Eq. (3.19b) as a sum of elements of the
matrix H. The form of the inverse of H is given in Egs.
(3.18b) and (3.17b), in terms of a matrix G '*'(s), which

0.4 J A . ,
-2.0 -1.0 0.0 1.0 2.0
logio(wt)

FIG. 6. The calculation of Fig. 4 is repeated for c=0.6.
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according to Eq. (3.16b) is obtained from ae(s) by replac-
ing s with s +a, except in the argument of #(s). The ele-
ments of this matrix are determined from (5.1) to be

[a (ea)(s)]m” =q (5.2a)
a'=[(s +a)+4w(s +a)(s)] "2, (5.2b)

@5 +a+2wi(s)— V(s +a)’+4w(s +a)¢(s)
2wi(s)

(a)(z(a))lm —n| ,

(5.2¢)

Substitution of Eqgs. (5.2) into Eq. (3.18b) yields the ele-
-ments of the matrix H ™!, whose inverse we seek:

[H'],.,=h'"""m —n|), (5.3a)
RY(0)=s +2wi(s)+aya'® (5.3b)
AN = —wi(s)+aya'¥z@ (5.3¢)
A V(k)=aya @z @)k, k>1. (5.3d)

According to Eq. (5.3a), the elements of H™! depend on
their indices only through the difference of the indices. A
matrix with this property is denoted a Toeplitz matrix
[32] and the inverse of a Toeplitz matrix of infinite di-
mension is also of the Toeplitz form. We therefore define

the coefficient A (k), according to
H,,=h(lm—nl|). (5.4)

It may be verified by multiplication of H and H™! that
h (k) is given by

h(k) —l'ke
= f m (5.5a)
H"Y(0)= ﬁ; B (k)e ™o . (5.5b)

k=—o

The function H'~1(6) may be evaluated by substitut-
ing Egs. (5.3b)-(5.3d) into Eq. (5.5b) and performing the
summation to yield

ay+a,cos(0)+ 4wz “(s)cos*()
1—-2z%cos(0) +(z'*)?
ap=z'"{[s +2w(s)][s +a+2wi(s)]+ay} /[wi(s)],
(5.6b)
(5.6¢)

H'"(9)=

s (5.6a)

a,=—2z'"a+2[s +2wi(s)]} .

The scalar h that enters into the self-consistent equation
in (3.20) may now be written as a one-dimensional in-
tegral

h==f"do-~ H‘—”(e) (5.7)

The GEMA approximation to the time-domain random-
walk propagator is determined as follows. Substitution of
Egs. (5.6) into the integrand of (5.7) and substitution of
this result into Eq. (3.20) yields the GEMA self-consistent
equation for the infinite one-dimensional lattice. The in-
tegration in (5.7) and the solution of (3.20) are accom-
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plished numerically. Solution of (3.20) yields #(s), which
is then substituted into Eq. (5.1) to obtain the Laplace-
space propagator. This Laplace transform is then numer-
ically inverted [30].

Calculations of G (t) the probability that the walker,
initially located at 51te j, can be found at that site after a
time ¢, are shown in Figs. 7 and 8. The solid curves in
Fig. 7 show G;(¢) for c=0.5, y /w =102 a/w=10""
(leftmost curve) and a/w =107° (rightmost curve). The
time dependence shown here is similar to that depicted
for the same quantity in the two-site model in Fig. 1, in
which ¥ /w has the same value. As was the case in Fig. 1,
G;; shows three regimes of behavior for the case
v/w << 1. Under these conditions, the walker’s dynam-
ics are rapid compared to those of the medium. On time
scales short compared to the relaxation times of the
medium, the walker finds itself on a cluster of lattice
sites, connected to one another by unblocked jump rates.
The boundary of the cluster is formed by blocked jump
rates. The initial decay of G;; represents the relaxation of
the walker within such clusters. The second time regime
is a plateau, which we show in Appendix B to occur at
G;;=1—c. This plateau persists until the medium begins
to relax, which dissolves the clusters that had initially
confined the walker. The third time regime represents
the dynamics of the walker in a relaxed medium. The
connection between the medium relaxation and walker
dynamics is illustrated explicitly in Fig. 7. The broken
curves show the probabilities that a bond variable initial-
ly in the state 0 =0 has changed its state to o =1 after a
time ¢ for a/w =107 (dotted curve) and for a/w =10"%
(dashed curve). For a/w =10""!, the medium is over-
damped, and this probability approaches its equilibrium
value of 0.5 as a biexponential. The medium is under-
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FIG. 7. The probability of remaining on the initial site G;; is
calculated for the one-dimensional lattice for ¢=0.5 and
y=10"2w. The solid curves show Gj; calculated with the
GEMA of Sec. III for a/w =10"" (left) and 10~° (right). The
broken curves show I'jy(z), the probability that a jump rate
which is initially forbidden has become permitted after a time ¢,
for a/w=10"" (dotted) and 10~ ¢ (dashed). The medium dy-
namics are underdamped for a/w =107 and are overdamped
for a/w =10"". The dashed curve is terminated after one cycle
for clarity. Comparison of the solid and broken curves shows
that the plateau in the former decays as the medium relaxes.
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FIG. 8. The probability of remaining on the initial site G; is
calculated for the one-dimensional lattice for ¢=0.5, y = 10%w,
and, from left to right, a/w =10?% 1072, 107#, and 10~¢, with
the GEMA of Sec. III. As the decay rate of the medium’s
memory kernel is diminished, a plateau develops in G;.

damped for a/w=10"%, and this probability approaches
0.5 as a damped oscillation. The dashed curve has been
terminated after one cycle for visual clarity. Comparing
the solid and broken curves for a given value of a shows
that the plateau in the walker dynamics ends as the medi-
um begins to relax. Close inspection of G;; for a= 10°°
shows a small plateau following the principal plateau,
which occurs at the time at which the transition probabil-
ity for the medium variables has its first minimum. This
behavior is generally displayed by G; in the under-
damped regime, as may be seen from Fig. 8, which shows
the time dependence of G;; for y/w>>1. In Fig. 8,
¢=0.5, y/w =10?% and, from left to right, a/w =102,
1072, 10" * and 1075 The time dependence in Fig. 8 is
similar to that in Fig. 2 for the two-site problem, in
which ¥ /w has the same value. For a/w >>1, the walker
dynamics are rapid compared to those of the medium and
G; does not display a plateau. As a/w is decreased from
this regime, a plateau develops.

Knowledge of the propagator in (5.1) permits the cal-
culation of the walker’s mean-squared displacement,
whose Laplace transform is given by

(FUs))=b> 3 j*Gy;(s)

j==e

(5.8a)

224z

=2ab? 3
(1—2)

(5.8b)

The lattice constant is denoted b in Eq. (5.8a) and @ and z
are defined in Egs. (5.1b) and (5.1c). Calculations of
(r*X(t)), obtained by numerical inversion of the Laplace
transform in Eq. (5.8b), are shown in Fig. 9 for ¢=0.5,
y/w=10"2, and, from left to right, a/w =10% 107%,
and 1075, The initial time regime represents diffusive
motion within a cluster, the plateau represents the
confinement of the walker within clusters, and the long-
time diffusive regime represents dynamics on time scales
long compared to the relaxation times of the clusters.
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FIG. 9. The walker’s mean-squared displacement, calculated
from Egs. (5.8), is plotted versus log,o(wt) for ¢=0.5, y =10~ 2w,
and, from left to right, a/w =10% 107% and 10~ % The initial
regime represents diffusive motion within clusters of sites con-
nected by finite jump rates, whose boundaries are formed by
jump rates of value zero. The plateau represents times over
which walkers have explored these clusters, but the clusters
have not yet relaxed. A regime of terminal diffusion sets in after
the clusters have relaxed.

VI. CONCLUSION

In this work, we have presented an effective-medium
approach to random walks with non-Markovian dynami-
cal disorder. We conclude by comparing our general
strategy to that underlying the EMA developed by Har-
rison and Zwanzig [3] and by Sahimi [4] for the Markovi-
an case. In the EMA, the Laplace-space propagator for
the disordered system is taken to have the form of the
propagator in the absence of disorder, with the hopping
rate replaced by an effective, frequency-dependent rate.
This effective rate is determined by considering a system
in which one rate fluctuates and the rest are assigned the
mean-field value and by demanding that the averaged
propagator for that system be identical to the effective
propagator. In this approach, the fluctuations of one
hopping rate are treated exactly, so that the EMA is ex-
act for the Markovian limit of the two-site model treated
in Sec. IV. The EMA is successful because the exact
solution for the two-site problem with Markovian
dynamical disorder has the form of the exact solution for
the two-site problem in the absence of disorder, with the
hopping rate replaced by a frequency-dependent scalar.
If the medium variable dynamics are characterized by a
memory function with finite decay time, the solution of
the two-site problem no longer has this form. For this
reason, we have made the additional approximations dis-
cussed in Sec. III, in order to preserve the convenient
form of the effective medium propagator, in which all of
the effects of the disorder are embodied in a scalar
frequency-dependent hopping rate. The model treated by
Harrison and Zwanzig [3] and by Sahimi [4] has proven
to be relevant to a wide range of physical applications
[9,12]. It is our hope that this range may be extended by
the present work.
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APPENDIX A:
DYNAMICS OF THE MEDIUM VARIABLES

In the random walk considered in this work, the values
of the jump rates are determined by stochastic variables
denoted the medium variables. The dynamics of the
probability distribution of these medium variables are
governed by Eq. (2.4). Equation (2.4) contains a memory
function K (¢) of arbitrary form. In Sec. III, we special-
ized to the choice in (3.1), K (t)=aye ~*. In this appen-
dix, we provide the explicit solution of Egs. (2.4) for this
choice of memory function. For this case, Egs. (2.4) take
the form

#1,1)=va fotdre”"“—T)[ccﬁ(O,T)—(1—0)¢(1,T)] ,

(A1)

$0,1)=—¢(1,1) . (A2)

The solution of these equations may be expressed in
terms of a propagator I';,.(¢) that gives the probability
that a medium variable has the value o at time ¢, given
that it had the value o' at time O:

¢lo,t)= 3 T, (t)p(a’,0) . (A3)
p

Since the right-hand side of Eq. (A1) has the form of a

convolution, the Laplace transforms of Eqgs. (A1) and

(A2) are coupled linear equations and may be solved, and

the Laplace transforms then inverted.

The form of the solution depends on the relative mag-
nitudes of a, the decay rate of the memory function, and
7, the time integral of the memory function. For a <4y,
the system is underdamped and the probabilities ap-
proach their equilibrium values with damped oscillations.
For example, I'(#) is given by

Too(t)=1—c +ce ~*/?[cosQt +(a/2Q)sinQt] ,
Q=[ay—a?/4]'? .

(A4)
(A5)

I';; may be obtained from Eq. (A4) by replacing ¢ with
1—c and the off-diagonal terms may be determined from
the requirement that I'yy+T' =T+ Ty =1. If a>4y,
the system is overdamped and the distributions approach
equilibrium with a biexponential decay:

Toolt)=1—c +ce  *"?[coshQ’t +(a/2Q')sinhQ’'t] ,
(A6)
Q'=[a*/4—ay]?. (A7)

The behavior in the critically damped case may be ob-
tained by taking the limit @ —4y in either (A4) or (A6):

Foolt)=1—c+ce " [1—at/2]. (A8)
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In order for Eqgs. (A1) and (A2) to provide an appropri-
ate model for the dynamics of the medium variables, their
solutions for the probabilities ¢(1,¢) and ¢#(0,¢) must have
values that lie between 0 and 1. For arbitrary values of
the initial conditions ¢(1,0) and ¢(0,0), this condition will
be satisfied if each of the propagator elements ', .(2) is
bounded from below by 0 and from above by 1. Inspec-
tion of Eqs. (A6) and (A8) confirms that this condition is
satisfied in the overdamped and critically damped re-
gimes. However, Eq. (A4) reveals that for certain values
of ¢, a, and y in the underdamped regime, ¢(1,¢) and
¢#(0,t) may take on values that are less than zero or
greater than 1. Analysis of Eq. (A4) and the correspond-
ing results for the other propagator elements demon-
strates that these matrix elements have appropriately
bounded values if the following condition is satisfied:

172 172
Yy
2 exp | — [ —
1—y p[ 1—y
172
X |7+tan™! l—y—- <F(c),
(A9a)
y=a/4y, (A9b)
(1—¢)/e, c=1
F(c)= c/(1—¢), c¢<1i. (A9c)

The condition shown in (A9a) depends on a and ¥ only
through the variable y, defined in (A9b). The medium
variable is underdamped if y <1 and overdamped if y > 1.
If the inequality in (A9a) is replaced by an equality, solu-
tion of the resulting equation for ¢ as a function of y is
shown in Fig. 10. This figure may be used to determine
the physically reasonable values of a and y for a given
value of ¢ denoted c*. A horizontal line at ¢ =c* inter-
sects the curve at y =p*. For ¢=c* and y <y*, the
solutions of Egs. (A1) behave unphysically, in that quan-
tities supposed to represent probabilities may have values

1.0 r
0.8
0.6
0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

FIG. 10. The curve shows the solution of (A9a), written as an
equation rather than an inequality, for c as a function of y. For
a given value of ¢, values of y to the left of the curve yield un-
physical solutions of Egs. (A1) and (A2), while values of y on the
right-hand side of the curve yield reasonable solutions of Eqs.
(A1) and (A2). At c=0.5, all values of y give physical solutions.
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that are negative or greater than unity. For ¢ =c* and
y Zy*, the solutions of Egs. (A1) are properly bounded
by 0 and 1. At c*=1, y*=0. When the equilibrium
probabilities for the two states of the medium variable are
equal, Egs. (A1) are physically reasonable for all values
of a and y. As c approaches 0 or 1, y* approaches 1, in-
dicating that in the critically damped and overdamped
regimes, the solutions of (A1) are physically reasonable
for all values of a and y. The preceding analysis demon-
strates that Eqgs. (A1) and (A2) represent valid equations
of motion for the medium variables provided that the re-
quirement in (A9a) is met. In Figs. 1-9, we show calcu-
lations of random walk dynamics that illustrate the
influence on the walker of both underdamped and over-
damped medium dynamics. In all cases, we have chosen
values of ¢, a, and ¥ that satisfy Eq. (A9a).

APPENDIX B: THE PLATEAU IN G;(t)

Calculations of the probability that the walker, initially
located at a given site, resides at that site at a later time,
are presented in Sec. IV for the two-site problem and in
Sec. V for a one-dimensional lattice of infinite extent. In
both cases, the probability displays a plateau if the medi-
um dynamics are slow compared to those of the walker.
This condition is satisfied if the walker’s hopping rate is
large compared to either the decay rate of the medium’s
memory function (w>>a) or to the time-integrated
memory function (w>>y). In this appendix, we derive
expressions for the plateau height in both of these mod-
els.
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The plateau value of G;(t) for a slowly relaxing medi-
um is identical to the infinite-time limit of G;;(¢) for the
case of a static medium a=0 or y =0. We denote this
value G;7. We first calculate G;; for the two-site prob-
lem. The walker’s jump is initially unblocked with prob-
ability c. If the jump is unblocked, the probability that
the walker remains at the initial site decays to 1, while if
the jump is blocked, this probability remains equal to uni-
ty. The value of G;7 is therefore ¢ /2+(1—c)=1—c/2.
The plateau values shown in Figs. 1-6 agree with this
prediction. For the infinite lattice, we may express G;7 in
terms of P (L), the probability that the initial site belongs
to a cluster of L sites connected by unblocked jump rates,
which is terminated at either end by a blocked jump rate:

0 - —1
Gi=3 L 'PW). (B1)

In (B1), the long-time limit of G;(¢) for a cluster of L
sites, L 71, is averaged over the distribution P(L). Since
medium variables associated with different pairs of sites
are uncorrelated, P(L) is given by

P(L)=LctY(1—¢)?. (B2)

The factor ¢X ! is associated with the L —1 unblocked
jump rates and the factor (1—c)? is contributed by the
two blocked jump rates that terminate the cluster. The
factor of L arises because any one of the L sites in the
cluster could serve as the initial site for the random walk.
Substitution of (B2) into (B1) yields the result discussed in
Sec. V: G7=1—c.
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