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The discrete dynamics obtained by a simple second-order map is shown to lead to an exact integration
of harmonic modes with a conserved quantity: a “shadow Hamiltonian.” The exact relations for “veloci-
ty” and energy are used to correct the energy obtained by the second-order algorithm commonly used in
molecular dynamics simulations for complex many-body systems and lead to an improved energy conser-

vation with a factor of 4 to 5.
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Dynamics obtained by discrete standard maps has
achieved great attention in recent years [1,2] since they
exhibit various types of temporal behavior including limit
cycles, quasiperiodic and chaotic behavior. An example
of this dynamics is the simple second-order recursion re-
lation by Binder and Pivman [1]

x(n+1)=ax(n)—x(n—1), (1)

where the (n + 1)th position near a fixed point M is given
by the two previous positions x (n) and x (n —1) and the
“strength” a. They found this second-order dynamics to
be useful for explaining in the collective states of discrete
complex systems. The limit cycles (1) are harmonic
modes, but in the more general case the system can cou-
ple with the surroundings if a depends on x (n). The map
can be rewritten (leap-frog) as two coupled first-order
maps by introducing an auxiliary variable y, and B and v,
e.g., with By=a—2 as

y(n+1)=y(n)+Bx(n),
x(n+1)=x(n)+yy(n+1).

(2)

In molecular dynamics (MD) integrations of the classi-
cal mechanical equations such iterative maps or algo-
rithms are also used instead of more refined algorithms
for integrations of the coupled stiff differential equations
for the analytic dynamics. The most popular MD algo-
rithm is the time-centered difference algorithm

qi(t +h)=2q,(t)—'q,(t—h)+h2ii,(t) (3)

for the particles synchrotonous updated positions q; at
time ¢ with a constant time increment k4 from their posi-
tions at ¢ and ¢ —h, and force or accelerations §;,(¢) (mass
included in the time unit). Equation (3) leads to discrete
dynamics of the same kind as given by (1), but with a
more complex coupling to the surroundings through the
instant force field. The algorithm is widely used in com-
putational physics and chemistry [3,4] and it is the sim-
plest symplectic and time-reversible algorithm for MD
[5]. It appears under different names in the literature,
e.g., the Verlet or Stoermer algorithm, and the first
known published appearance is due to Joseph Delambre
(1791) [6,7]. The algorithm corresponds to Newton’s for-
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mulation of classical dynamics, whereas the leap-frog al-
gorithm corresponds to Hamilton’s formulation

[p:(t +h/2)—p;(t —h /2)]/h =i;(1) ,
[q;(t +h)—q;(t)]/h=p,(t +h/2),

4)

with momentum p as the auxiliary variable and a
timeshift between q and p. By eliminating p in (4) one
obtains (3) and for a normal mode (3)-(4) reduces to (1)-(2)
with a=2—h%w? B= —hw® and y =h.

It has recently been claimed [8] that, provided a map-
ping or algorithm is symplectic, i.e., phase space conserv-
ing, the discrete dynamical evolution generated by an al-
gorithm describes the exact time evolution of a slightly
perturbed Hamiltonian and thus processes this shadow
Hamiltonian as a conserved quantity provided, however,
that the operator expansion converges [8]. In this article
the time evolution and the shadow Hamiltonian are de-
rived for the discrete dynamics of normal modes obtained
by the map, described by Eq. (1). The shadow Hamiltoni-
an is constructed from the second moment x (n)? of the
deviation from the fixed point x =0. This exact relation
for a single harmonic mode is used to correct the energy
obtained by the second-order algorithm Eq. (3) for a
complex many-body system and lead to an improved en-
ergy conservation with a factor of 4 to 5.

For a single decoupled mode with amplitude 4, and
frequency o, (in one dimension) the classical mechanical
dynamical equation is ¥ = —w3x with the Hamiltonian
Hy,=(A¢w,)*/2 for analytic dynamics. The map needs
two consecutive points to start with and it is convenient
(but not necessary [9]) to start the computation from the
points x(0)=0 at t =0 and x(1)=3 at ¢t =h. The itera-
tive map (1) with a=2—ow3h? gives x(2)=as,
x(3)=(a’—1)8, x(4)=(a’—2a)8, x(5)=(a*—3a?
+1)8, x(6)=(a’—4a’+3a)s. In general the (n +1)th
position can be written as

[n/2] An—i
x(n+1)=8U,(a)=5 3 (—1)
i=0

a™ "%, (5)

where the upper summation limit in (5) is for even num-
bers of i smaller or equal to n/2. These polynomials
U, (a) are the Tschebyscheff polynomials of second kind
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[10] with argument /2 and with the recursion relation

sin[(n +1)0]

U, (a/2)=U,(cos®)= -
sin®

(6)

with ®=cos ™ (a/2)=cos (1 —w3h?/2) so the nth posi-
tion generated by the algorithm can be written as

x(n)=x(nh)=8sin(n®)/sin®= 4 sin(wt) (7
with time ¢t =nh and the frequency w and the amplitude
A:

o

P =sin"Nwoh /2)/(h /2)

W=

1 3
1+53—5w(2)h2+;7;m8h4+0(h6)J 8)

and
7 47 4 6
?S—woh +0(h°)

’

) 1
A= ~ —_— 272

9)

so by integration with the algorithm (1) one generates
points on a harmonic trajectory. The frequency w and
amplitude A are shifted from w, and A4, for the corre-
sponding analytic dynamics. (The solution is basically
the same for unstable modes ¥ =wgx. In this case, and
for discrete dynamics, the particle is exponentially re-
pelled from x =0 by the second-order map at discrete
points given by (5) with =2+ h2w? and the solution and
other Tschebyscheff relations are given by (6)—(9) by re-
placing the trigonometric functions by the corresponding
hyperbolic functions.)

The discrete propagator in the q space has no prescrip-
tion for the velocity or higher order derivatives of a cor-
responding analytic trajectory. These derivatives for a
coherent space and time have no impact on the dynamics
which is given solely by the development in the q space as
in quantum dynamics. The generated points contain,
however, a conserved quantity, a shadow Hamiltonian,
which can be obtained directly from the discrete values
without any analytic differentiation or ad hoc definition
of velocity for discrete dynamics. The shadow Hamil-
tonian is constructed from the second moment x (n)? of
the deviation from the fixed point:

8(1—T%(a/2))
x(n?=8U,_(a/2)=—"— (10)
1—(a/2)
using standard formulas for Tschebyscheff polynomials
[10], and where T, is the nth polynomial of first kind,
which is related with the polynomials of second kind by

a _s—1x(n+1)—x(n—1)
Zﬂn_] 8 2 .

T (a/2)=U,—

(n

By inserting (11) in (10), one obtains the following rela-
tion for the identity of the second moment of the discrete
positions, obtained by the second-order map (1):
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x(n+1)—x(n—1)

2
> [1—(a/2)*]7!

x(n)*+

2
-5 .
1—(a/2)?
The identity can be rewritten as a conserved shadow
Hamiltonian H(wg, 4¢), i.e., independent of n. It con-
sists of a sum of potential and ‘“kinetic energy” which de-
viates asymptotically from the Hamiltonian H, as

52
H=lo}x(n) +Llv(n)l=—————
OIS 2h2(1—ih?/4)
Adwdh?®
~H,————+0(h* 13
0 4 (h*) (13)

with a definition of the velocity v (n) for discrete dynam-
ics, where vy(n) is the usual time-centered expression for
the velocity (and used in MD):

v(n)=v(n)(1—wdh?/4)" 12

x(n+1)—x(n—1)
2h

(1—wdn?/4)"'2 . (14)

S

But as pointed out, v(n) is an auxiliary parameter with
no impact on the dynamics, and the classical mechanical
energy conservation here is an identity for the second
moment of the iterative map near a fixed point. [In the
case of unstable modes, where the particle is repelled at a
concave energy surface, the identities (12)-(13) and (14)
are the same; but the corresponding potential energy is
—wix(n)?/2 and the denominator in (13) and (14) is
1+wih?/4.]

The next example is a string of one dimensional parti-
cles with harmonic forces. In the case of a continuous
time one obtains the usual elementary solid state result
for waves in a harmonic lattice. In the present case the
force on particle s is obtained from its displacement from
its equilibrium position as

F,(nh)= —wix,(nh)=k*[x, . (nh)—x,(nh)]
— [ x,(nh)—x,_,(nh)] . (15)

This is just another second-order map x,.,(nh)
=a'x,(nh)—x,_,(nh) with a'=2—(wy/x)*. The map
(15) generates a discrete representation of lattice oscilla-
tions given by

5 .
x,(nh)=———sin(sP) (16)
3 sin®
with the (Brillouin) dispersion relation between «, k, and
o, for a wave with wave vector k and traveling on a lat-
tice with a lattice constant a:

®d=ka=cos a'/2)=cos '{1—[wy/(2K)]*} . a7

Since it is @y which enters into the Brillouin relation (17),
the group velocity of a wave packet on the lattice is not
affected by the discreteness of the dynamics.

The last example is a complex system of many particles
N. In this case it is not possible to directly evaluate the
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conserved shadow Hamiltonian because the potential en-
ergy U(r") is in general strongly anharmonic. Even
though it is possible to associate an instant set of frequen-
cies (the power spectrum) to the dynamics, the individual
particles change their frequency at the collisions. It is,
however, possible to apply the derived expressions for
harmonic modes, and to arrive at the probability that a
shadow Hamiltonian also exists for these systems. This is
done by making harmonic corrections, using the relations
derived for a single mode. The system considered con-
tains N =1024 Lennard-Jones particles in a volume with
periodical boundaries, at a density and temperature,
(po®,kT /€)=(0.8,1) and (1,0.8) which corresponds to a
liquid and solid, respectively (argon) [11]. This system
was one of the first to be simulated [12,13]. The time in-
crement h used in the simulations is A =0.005(~ 10" ;
time unit in units of o(e/m)'/2). From the set of instant
positions r;(¢t —h), r;(¢), r;(¢t +h) for the ith particle and
the corresponding set for the forces f; one can determine
the frequency a particle would have if it moves harmoni-
cally as

3 e FlE A= £ )]
@0 ) —r,(t —h)

(18)

[In (18) we have taken the absolute values of the force
differences; but the unstable modes play no role for the
thermodynamical stable states [14].] The corresponding
amplitude A4 is obtained as

2 2

v;(2)

W, ;

2
i

f:(¢)
2

g, ;

(19)

with v; given by (14). The traditional energy E, is
corrected in two steps using (13) and (14). The kinetic en-
ergy is adjusted using (14) and (18), and the contribution
to the discrete dynamics from the harmonic corrections is
subtracted using (13). The conserved energy for discrete
dynamics is finally obtained as

l',(t +h)—l‘,(t _h)
2h

2
(1—w} h2/4)7!

N
E=U(rN)+%2 [

N
— 3 Alw§ h?/24 . (20)

Figure 1 shows a typical variation of the energy as a
function of time (steps). The energy is for the solid state
(fcc) and the lower curve is the traditional energy E,. It
has a mean deviation of energy 8|E| of 0.000 027 per time
step and an rms deviation from the mean energy of
0.000081. The upper curve is E,(z), when correcting the
velocity from a fifth-order difference fit to the discrete
values of the positions in a traditional way [15]. It
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FIG. 1. Energy per particle as a function of time steps for
1024 Lennard-Jones particles at a solid state. A is the tradition-
al MD energy E; B is the energy obtained after a fifth-order fit
to the discrete positions; C is the energy E by only correcting
the discrete dynamics “velocities” by w, ; in (20); and D is E (n)
given by (20).

reduces 8|E| to the half, but the rms is unchanged. By
only correcting the velocities by the w,; and using ex-
pression (14) instead, one obtains a corrected E (¢) which
is very similar. Hence the correction to the ad hoc cen-
tral difference expression for the velocity by
(1—awf ;h*/4)'? results in a correction to the energy
which is very similar to the correction obtained by fitting
an analytic curve to sets of discrete positions. The mid-
dle curve is the energy E (¢) using (20). The energy varia-
tion 8| E| and the rms deviation from the mean energy is
now reduced by a factor of 5 for the solid state and about
a factor of 4 for the liquid state. The small variation in
E, which remain after the two corrections, is interpreted
as being due to the anharmonic energy in U(r"). The
system was followed by more than 200 000 steps and with
no detectable energy drift, as one should expect for a
symplectic and time-reversible algorithm [5,6].

Conclusion. The discrete dynamics for a harmonic
mode, obtained by the second-order map (1) leads to a
“shadow Hamiltonian” for which the generated points
are the exact solution. For a complex system with strong
anharmonic potentials it is not possible to drive an ex-
pression for a conserved Hamiltonian; but adjustment of
the energy using the expressions for harmonic modes im-
proves the energy conservation with a factor of 4 (liquid)
to 5 (solid).

The author is grateful for helpful discussions with O.
Heilmann. Grant No. 11-0065-1 from the Danish Natu-
ral Science Research Council is gratefully acknowledged.

[1] P.-M. Binder and V. Pivman, Phys. Rev. Lett. 68, 3830
(1992).

[2] C. Grebogi, S. M. Hammel, J. A. Yorke, and T. Saur,
Phys. Rev. Lett. 65, 1527 (1990).

[3]J. M. Dawson, Rev. Mod. Phys. 55, 403 (1983); J. M.
Dawson, V. Decyk, R. Sydora, and P. Liewer, Phys. To-
day 46 (3), 64 (1993).

[4] M. P. Allen and D. J. Tildesley, Computer Simulation of



2274

SOREN TOXVAERD 50

Liquids (Oxford University Pres, Oxford, 1989).
[5] S. Toxvaerd, Phys. Rev. E 47, 343 (1993).
[6] D. Levesque and L. Verlet, J. Stat. Phys. 72, 519 (1993).
[7]13. Delambre, Mem. Acad. Turin 5, 143 (1790-1793).

[8] H. Yoshida, Phys. Lett. 150, 262 (1990); H. Yoshida,

Celest. Mech. Dyn. Astron. 56, 27 (1993).
[9] E.g., consider the recursion relation [from (1)]

Xn+m

Xy em =X 1T X 1) T (Xt 2T Xy 2)

from any point x,, with 8=x, +;—x,_,.
[10] H. Bateman, Higher Transcendental Functions (McGraw-
Hill, New York, 1953), Vol. II, Chap. X.
[11]J. P. Hansen and L. Verlet, Phys. Rev. 184, 151 (1969).
[12] A. Rahman, Phys. Rev. 136, A405 (1964).
[13] L. Verlet, Phys. Rev. 159, 98 (1967).
[14] G. Seeley and T. Keyes, J. Chem. Phys. 91, 5581 (1989).
[15] S. Toxvaerd, J. Comput. Phys. 47, 444 (1982).



