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Continuous approximation of a random walk
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We consider the problem of nucleation affected by pre-existing nuclei which can be treated as a one-
step random process described by a nonlinear master equation (ME). We construct a nontrivial time-
dependent expression for the flux of nucleated particles and demonstrate that in the sense of a specific
criterion—the time lag of transient nucleation—this expression satisfies the ME with asymptotic accu-
racy. A Fokker-Planck approximation to the ME which describes correctly both nucleation and growth

is also constructed.

PACS number(s): 05.40.+j, 64.60.Qb, 02.50.Ga

The approximation of a random-walk master equation
(ME) by a differential equation of a Fokker-Planck (FP)
type is a classical problem [1] which attracts much atten-
tions in modern literature as well [2—-4]. It is impossible
to enumerate even a small part of the related physical sit-
uations (see, e.g., Ref. [2(c)]), but typically they include
mesoscopic objects which can be characterized by a
discrete random variable n representing the number of
molecules in a small droplet [5], number of monomers in
a polymer chain [6], or the number of excess unit charges
in a tunnel-diode circuit [7]. From a physical point of
view the main characteristics of a FP equation are the
equilibrium distribution f;4 and the deterministic growth
rate, 7. Intuitively, for a “‘good” FP approximation these
two properties should correspond to those of the ME.
This imposes very rigid conditions on the choice of the
FP coefficients [3(a)]. Violation of the equilibrium condi-
tion which is encountered, e.g., in the well-known
Kramers-Moyal truncation procedure, can lead to an ex-
ponentially large overestimation of the activation flux for
barrier crossing problems [3(a), 7(b)]. The error produced
by the violation of the growth condition is not so pro-
nounced, but it increases unboundedly if the approxima-
tion is applied for arbitrary large n. Anyway, as the con-
tinuous equation cannot be identical to the ME, one
needs an integral criterion of comparison, preferably one
that can be derived exactly, which would “smooth” the
unimportant differences. In addition, this criterion
should also have a distinct physical meaning, so that an
adequate FP equation can be considered as “‘experimen-
tally indistinguishable”” from the ME. For the standard
random-walk problems, the natural choice for such a cri-
terion is the mean first-passage time (MFPT) [3(a)]; in the
following study we shall use a mathematically similar
quantity, adjusted to the physical situation discussed.

From the above it should be clear that the validity of a
particular FP approximation cannot be evaluated a priori.
Moreover, even after the criterion of comparison is intro-
duced, the approximation problem will remain somewhat
academic until the solution, or at least a clear outline of
the analytical method, is presented. Otherwise, if one
would wish to solve the equations numerically, the ME
could be much more convenient than its FP approxima-
tion. For that reason in the present paper, we stress the
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analytical solution, presenting first the general method
and the results, and then demonstrating that these results
are asymptotically accurate for the ME. Only then do we
construct an adequate FP approximation the validity of
which is thus proven “automatically.” On the basis of
this treatment we are able to point out the adequate ap-
proximation scheme among those reported previously
[3(a)].

As a particular physical example we shall consider the
ME of the nucleation theory in its classical version [5],
which is a “nonlinear” ME in terms of Ref. [2(c)]. The
well-known Zeldovich continuous approximation [5(b)]
correctly accounts for the equilibrium distribution and
for the growth rate in the direct vicinity of the critical
size n,. These properties are sufficient to predict the
steady-state flux of nucleated particles over the barrier.
The time-dependent solutions of the Zeldovich equation,
however, are very sensitive to the values of the growth
rate at all sizes [8]. Thus, the application of this approxi-
mation scheme far from n, can, in principle, lead to un-
boundly large errors [9]. Alternatives to the Zeldovich
approximation were discussed in Ref. [10]. However, a
FP equation which would predict correctly both f;9 and
A, or in more physical terms both nucleation and growth,
has not been obtained up to this date.

In the present paper we obtain the time-dependent ex-
pression for the nucleation rate affected by pre-existing
nuclei. Furthermore, we prove the asymptotic accuracy
of the obtained expression for ME using as a criterion of
comparison the so-called time lag of transient nucleation
which, mathematically, is similar to MFPT. In a deriva-
tion of the time lag from the ME we follow the outline of
Ref. [9], although we also include the effects of the pre-
existing nuclei. Formally, this means more general initial
conditions, and, in view of the available experimental
data for glasses {11], accounting for such nuclei is, prob-
ably, the only possibility of remaining in the borders of
classical nucleation theory [12]. Finally, we are going to
construct a FP equation which correctly accounts for
both nucleation and growth, and demonstrate that the
solution to this equation is the same time-dependent ex-
pression mentioned above.

The time dependence of the distribution function f, is
determined by [5]
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The gain B, is usually taken from some simple kinetic
model of collisions of monomers with the surface of a nu-
cleus; typically, it is a power-law function of n. Alterna-
tively, the loss a, is not implemented in the ME a priori
but is reconstructed from the detailed balance condition
with fa«exp{ —U(n)/kT}. Here, U(n) is the minimal
work to form a nucleus, given by the well-known
difference of surface (~n2’*) and volume (n8u) terms
with 8u being the difference of chemical potentials. For a
metastable system the equilibrium distribution f59 is
non-normalizable and should be considered solely as an
auxiliary construction. Note that this function is defined
accurately to a constant factor which one can specify to
obtain at » =1 the number of monomers.
Due to the smoothness of 8 and U as functions of n the
deterministic growth rate 1 =, —a,, is given by [4(a)]

n=p,{1—exp(U'/kT)} . )

The prime in Eq. (2) denotes a derivative with respect to
n. For the specific form of U(n) considered, one has
Un)=U,[3(n/n,)*=2n/n,)] with U, >kT being
the nucleation barrier and n, denoting the critical nu-
cleus. In this case Eq. (2) leads to n=p,(1
—exp{a[(n, /n)"3—1]}) with a=8u/kT. The above
expression is the generalized Einstein relation, and for
small a it reduces to its conventional form #» =—BU’ /kT.
Thus, the quantity a can be identified as the “discreteness
parameter” [8(a), 9]. More accurately, terms with S’
should also be incorporated in the above expressions for
n. We will show, however, that in the leading approxi-
mation discussed such terms do not contribute to the
solution.

Equation (1) is valid on a semi-infinite interval
1<n < «. Following Ref. [5] we expect the number of
monomers f,; to remain constant during the nucleation
process [13]. In the large-time limit this inhomogeneous
boundary condition leads to a nonequilibrium steady-
state distribution with a nonzero flux j,. In what follows
we attempt to construct a time-dependent solution to Eq.
(1). We shall use the small parameter e>=—2kT/
[niU"(n,)]=3kT /U, and consider the asymptotic lim-
it €—0. Other parameters of the problem, particularly
the discreteness parameter a, can be arbitrary, though
finite. Note that the transition probabilities in Eq. (1)
satisfy van Kampen’s scaling assumptions [2(c)] with
n,~1/(ae?) playing the role of the large parameter Q
(the “size of the system”). However, in the present case
one cannot expand the solution in the vicinity of deter-
ministic trajectory. Rather, at n <n, we will need a
“ghost” of such a trajectory describing an “uphill”
motion of particles against a deterministic force.

We will discuss the approximation in terms of F(n,p),
the Laplace transform of f,(¢), and V(n,p), the Laplace
transform of v,(¢)=f,(¢)/f;9 The main assumption
[4,8(a)] is that for the simplest initial conditions the func-
tion ¥V (n,p) is smooth in the region of uphill motion of
the particles, while in the region of downhill motion the
smooth function is F(n,p). For smooth functions the

=jn—jn+l ’ jnZanlfn—l_anfn . (1)

finite differences can be replaced by derivatives, so that
the ME can be approximated as [4(a)]

d ,dVv v
- ca= @ g@% | 58V < 3
pV—f,(0)/f; dnﬁdn A, nsn, (3)
d ,dF d . >
=2l 2 zn, . 4
pF dnb)dn dn(nF), nxn, 4)

Here, f,(0) is the distribution at ¢t =0 (“pre-existing nu-
clei”). We consider a monodisperse distribution of N sub-
critical nuclei, so that at n>1, f,(0)=N&(n —n,) with
1<<n,;<n,. The number of molecules contained in
these nuclei, Nn,, is expected to be much smaller than
the number of monomers f;, otherwise the validity of the
left-hand boundary condition could be disputed. The re-
sults can be readily extended to an arbitrary f,(0) with n
confined to n<n,. The leading asymptotic solution
which we are going to construct is not affected by terms
containing 3’ [we remind the reader that such terms have
been already neglected in Eq. (2)]. Thus, another form of
the second-order term, say (BF)" in Eq. (4), will lead to
the same result—in what follows we show this more ex-
plicitly. The particular forms of Egs. (3) and (4) have
been chosen in such a way that they become equivalent to
each other in the “true continuous limit” with
n=—pU'/kT. For higher approximations in & these
equations require corrections.

We solve Egs. (3) and (4) using matched asymptotic ex-
pansions [14]. At n,<n <n, we neglect the second-
order term in Eq. (3) and obtain the outer solution. Near
n, in a standard manner [14, 8(a)] we match it with the
inner solution i "erfc(z) (the repeated error function [15])
with m=pr, 7 '=da/dn at n=n,, and
z=(n—n,)/en,. Despite small values of ¢ the solution
is still smooth in terms of n as the inner region contains a
large number of integer points: en, ~(ae) !>>1. One
could argue that due to small values of 7 in the inner re-
gion the neglected corrections with ' may become im-
portant. However, although the input of such correc-
tions really increases upon approach to the inner region
(from ~ae® to ~ae [8(a), 9)), it still remains small and
can be disregarded in the leading approximation dis-
cussed. To the other side of the barrier, the right-hand
asymptote of the inner solution as z— -+ o can be
matched with the outer solution of Eq. (4) which de-
scribes deterministic growth. Thus, for J =rF, being the
Laplace transform of the flux in growth region, one ob-
tains

J(n>n,,p)=r1j T(m)exp{ —pt;(n)}

N,
X 1_ pe exp[ptdec(nl )] ’ . (5)
n q
1Jn,
Here, the deterministic decay time is defined as
tgec(ny)=— f;ldn /h and t;(n) is the “incubation time”
[8(b)],
V2 " 1 1 ndn
ti(n)=27In——2 —_—— +fJ —
x(n) Tin € Tf() dn h n—n, fo 7

(6)
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(the principal value of the integral is indicated).

So far the derivation was straightforward as ordinary
differential equations were considered. Before using the
obtained Laplace transform to extract the time depen-
dence of the solution, one should note that due to the
asymptotic nature of the above derivation, Eq. (5) is valid
for finite, nonasymptotic values of p. Thus, one should
not expect an accurate time dependence for very small
times. If, however, one is interested in larger time scales,
one still can invert (5) through summation over the resi-
dues of J (n,plexp(pt) located only in the finite part of the
left half-plane. Summation over the residues of the y
function is elementary and yields

N 9

j(n,t)=j%n,t) 1feq o (n,t+1gec(n)] (7
with
jo%n,t)=j exp(—exp{[t;(n)—t]/7})

describing the flux in the absence of the pre-existing nu-
clei [8(a), 8(b)]. Note that the expected accuracy of the
Laplace transform [Eq. (5)], from which we derived the
last expression, is of the order of max{ 082,82}; this can be
verified by estimation of the neglected terms. The accu-
racy of the inverse Laplace transformation is less con-
trolled, but nevertheless one can expect that in a certain
sense Eq. (7) is an accurate approximation to the solution
of the ME for not too small times. To make this state-
ment somewhat more rigorous we introduce a criterion of
comparison, the “time lag” which is defined as

:fowdt{l—-j(n,t)/jst} . (8)

In other words, we are going to compare the areas under
the transient curves j(n,t). Integration of Eq. (7) gives

tL(n)zti(n)+yT+N/(f,f?ﬁ,), 9)

where y is Euler’s constant. If one is able to show that
the ME predicts (asymptotically) the same value of ¢; (n)
for arbitrary values of parameters n;, N, and n, one can
conclude that Eq. (7) is “asymptotically close” (in the
sense of the mentioned criterion, of course) to the solu-
tion of the ME.

The formal reason for choosing the time lag as a cri-
terion of comparison is that it can be deduced directly
from the ME both exactly and asymptotically—see Ref.
[9] and the forthcoming discussion. At the same time,
when making this choice we were also keeping in mind
the experimental studies of Ref. [11]. In such studies a
large number of nucleated particles is detected simultane-
ously and the time lag is the most adequate (and often the
only observable) indicator of transient effects. In case,
however, a single nucleus can be detected, the situation is
more close to the first-passage time problem. Particular-
ly, the flux j(n,¢) may not manage to achieve a noticeable
fraction of the steady-state value before the first nucleus
is detected. In this case an accurate description of relaxa-
tion to jg (which is indicated by the time lag) becomes
less pertinent. Here, alternative criteria and (for small
passage times [16]) alternative methods of solution may
be more adequate.

From the definition of the time lag [Eq. (8)] and the

ME one has
a,t;n+1)—(a,+B, it (n)+B, t,(n—1)
:‘—1+./n(0)/.lst ?

where j,(0) is the flux at t=0. In the absence of pre-
existing nuclei, j,(0)=0, this equation, up to the form of
boundary conditions and the shifted index of S3,, just
coincides with the equation for the MFPT [see 2(c), 3(b)
and references therein]. Thus, the time lag can be evalu-
ated exactly, which is also true in the case of pre-existing
nuclei. The possibility of exact evaluation of 7, (n) was
first indicated by Frisch [17] and was examined in more
detail in subsequent papers [9,18]. For the initial distri-
bution considered the result reads as

"y -1

-N 2 BifiH

tyn>n)=t)(n

where 1) (n) is the time lag in the absence of pre-existing
nuclei (N =0). In the above expression the sum is dom-
inated by terms with k close to n,. Due to the smooth-
ness of 8 and U as function of », this sum can thus be re-
duced to a geometric series which, together with (2)
yields —1/( feqﬁl Using this approximation, and the

asymptotic approximation for ¢ (n) which was obtained
from the ME in a similar manner in Ref. [9], one recovers
Eq. (9) for every n in the growth region.

Physically, the approximation of the ME by two
differential equations can be explained in the following
manner. When describing particles moving “downhill”
(in the deterministic direction) we apply the standard
continuity equation, i.e., df /9t = —9j/dn with j=nf,
which corresponds to the outer solution of Eq. (4). On
the other hand, if one wishes to describe the buildup of
equilibrium —the “uphill” motion of particles—and at
the same time satisfy the principle of microscopic reversi-
bility, one has to consider the equation dv /3t =rndv /0dn,
which corresponds to the outer solution of Eq. (3). An
asymptotic approximation to the Green’s function of the
ME can be constructed from the “‘smooth” solutions of
the homogeneous part of Egs. (3) and (4), similarly to the
“true continuous limit” [8(c)] when these two equations
are identical to each other.

We now construct a single FP equation for the entire
region of sizes. To ensure the correct equilibrium distri-
bution, the flux should be proportional to dv/dn [5(b)].
The coefficient, however, should be taken not as —[3f°9,
but should be adjusted to give the correct drift term.
This leads to j = —Bfi(n /h,)dv /dn with the continuous
growth rate 7, defined as n.=—pBU’'/kT. Thus, the re-
quired Fokker-Planck equation has the form

8 1 (10)

U gt R

or 7,

This equation is equivalent to the one that arises within
the general approximation scheme proposed by Hanggi
and co-workers [3(a)]. The Laplace transform of Eq. (10)
is also asymptotically equivalent, however, to each of the
differential equations (3) and (4) in the corresponding re-
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gions. Thus, the time-dependent solution constructed
above will “automatically” satisfy the FP equation (10),
and asymptotic correctness of the latter follows from the
correct prediction for the time lag. Note that unlike Egs.
(3) and (4), which allow a certain flexibility in the choice
of the second-order terms, within Eq. (10) this term is
fixed. In this sense this equation provides a unique
(leading-order) FP approximation for the entire region of
sizes for not too small times. On the other hand, when
applying to the Laplace transform of Eq. (10) the tech-
nique described above, one should recall that this equa-
tion contains nonsmooth functions. Hence, one has to be
able to predict regions with f smooth and regions with
S /£ smooth, and one has to consider these regions sep-
arately thus recovering Egs. (3) and (4).

We have considered the leading-order asymptotic ap-
proximation to the MF for not too small times. We have
shown the asymptotic equivalence in this situation of the
approximations by a single FP equation (10) and by a pair
of simpler Egs. (3) and (4). A nontrivial time-dependent
solution to the differential equations [Eq. (7)] was con-
structed using the singular perturbation technique. This
solution predicts asymptotically accurate values of the
time lag for every size in the growth region, proving in
this sense the validity of the proposed approximations.
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