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Fluctuations in radioactive decays. II. Experimental results
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We experimentally investigate the decay statistics of a p source of 50Sn. We Snd that, for
counting periods of the order of 10 h, the variance is higher than the Poissonian value by more than
one order of magnitude. A careful study of the relative Allan variance and the measurement of
the generalized Allan variance demonstrates that the observed anomaly is uot caused by 1/f noise.
Rather, even if counting periods are much shorter than the nucleus lifetime, the variance excess is
a consequence of the nonequilibrium nature of the decay process. This conclusion is supported by
the quantitative agreement between our experimental data and the theoretical formulas derived in
the preceding paper [Boscaino et al. , Phys. Rev. E 49, 333 (1994)).

PACS uumber(s): 05.40.+j, 23.20.—g, 02.50.—r, 29.90.+r

I. INTRODUCTION

The decay of nuclei through the emission of particles
or radiation is often cited as an archetype of the sim-
ple Poisson process, since the unit-time probability of
the decay events is time independent and the events are
uncorrelated Rom each other. Nevertheless, in the past
decade, it has been conjectured that the statistics of the
particle counting in a nuclear decay experiment could
deviate from the pure Poisson behavior because of the
existence of additional sources of fiuctuations superim-
posed onto the intrinsic shot noise: essential 1/f noise
of the emission rate, Lorentzian noise, originating from
cooperative eEects, and other detector-related nontrivial
noise sources, e.g. , solid angle Buctuations and spatial
1/f noise in track detectors [1—7].

In the past ten years, many authors have studied ex-
perimentally the counting statistics of emitted particles
or photons and compared their results to the standard
Poisson theory. Results have been confhcting even for
the same type of source. Experiments on n sources

( 49sAm [8—10] and zs~40Po [11]) and on a P source of
ssCs [12] have confirmed the Poissonian nature of these

decay processes. Conversely, a counting variance in ex-
cess of the Poisson value had been measured, for long
counting periods, in experiments on the o. decay of
2ssAm, s4Pu, and 49sCm [7,13—15] and on the P decay
of sfT1 and suY [16,17].

In the preceding paper [18], hereafter referred to as
I, we have shown theoretically that the statistics of the
decay, as measured by counting the particles emitted by
a system of N decaying centers in a given period T, re-
veal an additional contribution to the variance due to
the exponential decrease of N in time. The relevant

feature of this contribution is that it manifests itself
even for counting periods T much shorter than the nu-
clear lifetime. As shown in I, this aspect has been over-
looked [8,9,11—14,16,17] or underestimated [10,15] in pre-
vious investigations.

The present paper is intended as the experimental
counterpart to I. We report experimental results on the
statistics of the 5pSn nuclear decay. We 6nd that the
relative Allan variance of the emitted p-photon counts,
for periods longer than a few hours, is higher than the
Poisson value, and the excess ratio amounts to more than
one order of magnitude for periods of the order of 10 h.
The agreement between our experimental results and the
theory derived in I is quantitative, thus strongly support-
ing our explanation of the phenomenon [19]:the nonequi-
librium nature of the decay process is responsible for the
excess of variance.

In Sec. II we describe the source and the experimental
apparatus. The experimental results and their statistical
analysis are reported in Sec. III, where the comparison
with the theoretical predictions is also carried out. Fi-
nally, Sec. IV is reserved for our conclusions.

II. EXPERIMENTAL SETUP

A. The source

ln our experiments we use a crystal of CaSn03 contain-
ing 5pSn nuclei. These nuclei are in a metastable state
with an energy of 89.5 keV above the ground state and
a lifetime r = 422.7 days [20,21]. The decay scheme of
the nucleus &om the excited to the ground state is shown
in the inset of Fig. 1 [20]. The first step is an isomeric
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FIG. 1. Block diagram of the experimental apparatus. The
decay scheme of SOSn and the energy spectrum of the de-
tected radiation are shown in the inset.

B. Experimental apparatus and procedure

A schematic of the experimental apparatus is shown
in Fig. 1. The radioactive source (activity approximately
1.3 MBq) is shaped as a thin disk, 16 mm in diameter.
A thin foil of Pd is inserted between the source and the
detector to filter away x photons. The p photons are
detected by a NaI(T1) crystal, shaped as a disk with a
50 mm diameter and 2 mm thick; the crystal is protected
by a 0.12 mm thick Be window. The detector is integrally
mounted on a photomultiplier tube (PMT). The source
and the detector are coaxially mounted and mechanically
fixed at a distance of a few centimeters.

The output signal from the PMT, after preamplifica-
tion in the PMT base, is amplified by a spectroscopy
amplifier and shaped to unipolar Gaussian pulse, with a
shaping time constant of Q.5 ps. Finally, it is processed

transition to an intermediate state with energy 23.9 keV
and lifetime 26 ns. This magnetic octupole transition
occurs mainly through the emission of electrons, with a
ratio between number of emitted electrons and number
of emitted p photons (coefficient of internal conversion)
o, = 4999. The emission of atomic electrons causes a
secondary production of x photons, especially Kni (en-
ergy 25.0 keV, probability 8%), Xn2 (energy 25.3 keV,
probability 15%) and KPi (energy 28.5 keV, probability
4%) [21]. The second step of the decay is a magnetic
dipole transition from the intermediate to the ground
state with a coefBcient of conversion a = 5.21, corre-
sponding to a 16% probability of emission of 23.9 keV p
photons per decay.

In our experiments we are interested in the counting
statistics of the 23.9 keV photons emitted during the sec-
ond step of the decay. The lifetime of this intermediate
state (26 ns) is much shorter than both the lifetime of the
initial metastable state (7 = 422.7 days) and the short-
est counting period we consider (1 ms); therefore, we can
safely assume that the measured statistics coincide, for
all practical purposes, with those of the decay from the
initial metastable state.

by a single-channel analyzer (SCA), which selects those
pulses whose amplitude corresponds to a preselected en-

ergy window. The SCA outputs transistor-transistor
logic pulses with a width of 0.5 p,s; the resolving time
for successive pulses is 0.6 ps. Counting is performed by
a programmable multi-channel sealer board installed on
an IBM personal computer (PC). The dead time of the
whole system is (2.5+0.6) ps, as determined by the stan-
dard two-source method [22]. This value is low enough
to ensure that the system works far from saturation at
5500 counts per second, the highest counting rate in our
experiments.

We prepared the experiments by measuring the photon
energy spectrum with a multichannel analyzer (MCA)
board mounted on the PC. The MCA performs pulse-
height analysis of the output signal of the shaping ampli-
6er, using the stretched output of the SCA as gate sig-
nal. We then selected the energy window &om 10 keV to
38 keV; the resulting photon energy spectrum is shown
in the inset of Fig. 1. Given the length of our experi-
ments, the 6rst run lasted about 40 days and the second
one twice as long, it is important to verify the stability
of the energy window. Therefore, we measured the en-

ergy spectrum also at the end of each run and found no
detectable drift of the energy window. Since our appa-
ratus is not thermalized, temperature variations might
bring correlated variations of the PMT efficiency which
in turn could induce spurious Quctuations in the number
of counts. However, we examined the time sequence of
the counting data and their time correlations and we Gnd
no measurable effect due to the daily temperature varia-
tions. The only source of drift of the detection apparatus
that we were able to measure on the time scale of the ex-
periment is the slow aging of the PMT. The effect of this
slow drift will be examined at the end of Sec. III. There
we shall also present the data analysis that can be used
to correct this instrumental effect. However, we apply
this correction only to the data shown in the following
Fig. 5. All the statistics shown in the other 6gures and
discussed in the text use the raw uncorrected count data.

The system is fully programmable. The PC provides
for automatic control of the whole experiment and data
storage, thus allowing continuous unattended data collec-
tion. We describe here two experiments carried out with
the same source but at two different counting rates. For
each experiment, a set of six values of the basic count-
ing period Tg is pre6xed in the control program: 1 ms,
10 ms, 100 ms, 1 s, 10 s, and 100 s. For each value of Tg,
starting &om the shortest one, the system performs 4032
counting measures and group them as follows: the first
64 are taken as 64 measures at T = Tg, the successive
128 are taken as 64 measures at T = 2', and so on up
to T = 32'. The same procedure is repeated for all the
values of Tg from 1 ms to 10 s. For Tg ——100 s, 32 704 me&-

sures are performed and the same grouping procedure is
extended up to T = 256'. Counting data are period-
ically saved on hard disk. At the end of the erst run,
which lasted nearly 40 days, results were available as 39
sequences of n = 64 counts taken at various values of the
counting period T, ranging from 1 ms up to 2.56 x 1Q s.
In the latter of our two runs, which lasted about 80 days,
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we performed 65 472 measures at Tg ——100 s, in order to
extend the range of T up to 5.12 x 104 s.

We emphasize that in our procedure no use is made
of add-up methods, &equently used in previously re-
ported experiments [8,10,11,13—17], to save data acqui-
sition time. Therefore, our count data are truly statis-
tically independent: each one originates &om a different
measure.
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III. RESULTS AND DISCUSSION

where M„(T) is the average count over n consecutive
intervals

n —1

M„(T) = —) Mx, (T)n k=o

and A2 (T) is the corresponding Allan variance

(2)

n —2

g2 (7') = ) [Mx, (T) —Mx, +x(T)]
k=0

(3)

A pure Poisson process would have an Allan variance
A2 (T) = M„(T) and, therefore, the reduced Allan vari-
ance would depend linearly on &. R(T) =-
We find it convenient to define the average counting rate

r„= & . Contrary to this expectation, the theory
presented in I gives the following dependence of the re-
duced variance B on T:

(4)

where ~ is the lifetime of the nucleus. In I, the corre-
sponding formulas contained the expected values of the
average count, average rate and variance. Here we use
the measured ones: the difFerence is of higher order in
T/r and then negligible.

Results of our first experixnent (r = 5500 counts per
seconds) are reported in Fig. 2, where the measured val-
ues of R are plotted versus 1/T on a logarithmic scale.
We emphasize that all data points reported in Fig. 2
originate froxn the same uninterrupted run and each one

We report results &om two experiments carried out
using the same p source but difFerent counting rates. For
the first experiment, we located the source at 35 mm
from the detector and measured a counting rate r = 5500
counts per second; for the second experiment we located
the source at 75 mm from the detector reducing the rate
to r = 1300 counts per seconds.

The output of each experiment consists of sequences
Ml, (T) of n (k = 0, . . . , n 1) counts, —at various values of
the counting period T; we consistently used n = 64. Fol-
lowing the usual procedure, we characterize the counting
statistics by evaluating, at each value of T, the relative
Allan variance R [4,23—25], which is defined as
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FIG. 2. Relative Allan variance R versus 1/T, as obtained

in our Srst experiment, which had a rate of 5500 counts per
second. Dots are the experimental values. The dashed line
plots the Poisson behavior. The full curve plots the theoretical
dependence given by Eq. (4).

(5)

Substituting in the above formulas the experimental rate
r = 5500 s and the lifetixne r = 423 days [20,21) we
fjnd Qtheor g 4 x 10—8 and Ttheor 6 3 x 103 s'

min min
these values are consistent with the ones estimated &om
the experimental points: R'",.~ = (5 + 2.5) x 10 s and

was determined from independent count data. Moreover,
variances at every value of T were obtained using the
same number n = 64 of count data, so that they have
the same percentage statistical uncertainty. For the sake
of comparison, we also plot in Fig. 2 the dependence
of R on 1/T expected for a stationary Poisson process
(dashed line). The experimental points follow the Pois-
son curve for T ( 3000 s, whereas for longer values of T
the measured variance is higher than naively expected.
R takes its minimum value R'",~ = (5 + 2.5) x 10 s at
T'", = (5 6 2) x 10 s and then increases with T. At the
longest counting period we explored, T = 2.56 x 10 s,
the experimental value of B is higher than the Poisson
expected value by a factor of 70, well above experimen-
tal and statistical uncertainties. Statistical uncertainties
have been estimated by Monte Carlo simulation in I and
confirmed by the actual spread of the data points around
the curve.

The experimental dependence of R on T is in reason-
able agreement with the theoretical formula derived in
(I). Figure 2 clearly shows how well the experimental
data agree with Eq. (4) plotted as a full line. In Eq. (4)
we used the experimental rate r„=5500 s and the known
lifetime of the metastable state r = 423 days [20,21]. The
theory correctly predicts also the position of the mini-
mum and the relative rate. In fact, the coordinates of
the minimum predicted by Eq. (4) are
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T'",~ = (4+2) x 10 s. In spite of the overall agreement
between the experimental data shown in Fig. 2, we wish
to point out that the systematic discrepancy between the
experimental points and the theoretical curve (full line)
for for T ) T;„cannot be explained by the statistical
uncertainties. In fact, according to Monte Carlo sirnula-
tions of the experiment, whose results have been reported
in Fig. 1 of I, the standard deviation of 8 is expected to
be rather low in this range of T. The underlying phys-
ical reason is that the variance becomes more and more
dominated by the exponential decay rather than by the
statistical fluctuations. We shall address this discrepancy
at the end of this section.

A further test of the theory reported in I is the depen-
dence of R;„and T; on the counting rate r. To check
this dependence, we performed a second experiment: this
time we located the same source farther away from the
detector resulting in the lower rate r = 1300 counts per
second. The values of R measured in the second experi-
ment are plotted versus 1/T in Fig. 3(a). To compare this
last set of data with the corresponding data obtained in
the first experiment, in Fig. 3(b) we report the data from
the first experiment on the same scale of the data from
the second experiment. These same data had already
been plotted in Fig. 2, but on a diferent scale. In agree-
ment with Eq. (5) the lower counting rate r results in a
higher minimum, R'";~ = (1.5 + 0.7) x 10 r, shifted to-
wards longer counting periods, T'",~ = (1.3+0.6) x 104 s;
the corresponding values obtained from Eq. (5) R~",'„' =

1.1 )& 10 and T~ . = 1.0 x 10 s are again well wjthjn
the experimental uncertainties.

Further statistical analysis of the counting data was
carried out using the generalized relative Allan variance

Q2
R~(T,j ) = —" ', ; the generalized Allan G2 (T,j ) vari

ance was first introduced in I:

n —i —2

G„(T,j) = — ) [Mg —My+, ]
k=o

(6)

The analysis involves the j dependence of A~ at a fixed
value of the counting period and, since we only show re-
sults for T = 100 s, from now on we shall simply write

RG(j). We recall that for stationary process RG. is ex-
pected to be independent of j. Contrary to this expecta-
tion, we predicted in I that the effect of the decay would
yield the following dependence of R~ on T:

R~(&) = + —(T/&)'r T 2
(7)

In Fig. 4 we report R~ as a function of j . %e used
data from 30000 consecutive 100 s measures taken from
the first experiment. As predicted by Eq. (7), RG(j)
depends linearly on j2, but the slope is different &om
the predicted one. Best fitting of R~(j) = a+ bj to the
data points shown in Fig. 4 yields 6'"i" = 7.1 x 10
against the predicted value b "' ' = 3.7 x 10 Since
b "' ' =, , this discrepancy can be reformulated by
saying that the experimental data of Fig. 4 are consistent
with a decay time 7. = 307 days, to be contrasted to the
nuclear lifetime 7 = 423 days [20,21].

To understand this discrepancy, we reexamined the
count data obtained in the first experiment at T = 100 s
as a function of time, over a time interval of nearly 40
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FIG. 3. Relative Allan variance B versus 1/T, as obtained

in (a) the second experiment with a rate of 1300 counts per
second and (b) in the first experiment with a rate of 5500
counts per second. Dots are the experimental values. The
dashed lines plot the Poisson behavior.

FIG. 4. Genera1ized relative Allan variance Ao(j) versus
2j, as determined from the count data obtained in the first

experiment. Data points are well fitted by a straight line (not
shown) of equation R = a+ bj with a = (—0.4 + 1.5) x 10
and b = (7.09 + 0.01) x 10
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days. We found that this time series is consistent with
an effective decay time r,g = (3156 15) days: This value
is 20% smaller than the known decay time. This discrep-
ancy can be modeled by composing the nuclear decay
with an additional decay with a lifetime 7' = 1235 days,
if we use the central value &,8 ——315 days; a possible
source of this additional decay is the aging of the PMT.
This additional decay due to the experimental apparatus
also explains the minor deviation of data points in Fig. 1
from the full line; we stress that this line is not fitted
to the data but calculated from independently measured
parameters. As shown below, this exponential loss of effi-

ciency of our experimental apparatus does not undermine
the conclusions drawn above.

We can simulate an external feedback loop in the ex-
perimental setup that compensates the progressive re-
duction of efnciency of the PMT by scaling the origi-
nal count data by the factor exp(t/r'), where t is the
time elapsed &om the beginning of the experiment and
r' = 1235 days; note that in this exercise we use the
central value r,g = 315 days. This is a sensible correc-
tion because the aging of the PMT is well described by
an exponential; moreover, we are interested only in the
fluctuations of the decay and can afford to renormalize
parameters to their best experimental values. By repeat-
ing the statistical analysis on the renormalized data, we
obtained the results shown in Fig. 5. The agreement be-
tween the theoretical prediction (full line) for R versus

1/T and the corresponding data after renormalization
[Fig. 5(a)] is striking. The renormalization of the data
has clearly improved the already good result shown in
Fig. 2. In Fig. 5(b) we plot the renormalized values of
R~ as a function ofj and compare them to the theoreti-
cal straight line resulting from Eq. (7). There is still some
discrepancy due to the high sensitivity of the slope of the
curve to the exact value of 7: a change 6r in the mean
life yields a percentage change in the slope +&~ ———
Figure 5(b) shows a 8%%uo discrepancy in the slope which
corresponds to 4'%%uo error in the effective mean life.

As a matter of fact, there is no statistically significant
discrepancy between the slope of the corrected data and
the theoretical slope, once we take into account the un-
certainty on the measure of 7;g. It is a simple exercise
to show that an error A,g in the value of v,g yields the
following change in the slope 5:

- 2
gtheor

'Teff + DefF TefF

The 5%%uo uncertainty on the measured value of r,p im-
plies a 13'%%uo uncertainty on the value of the slope. Given
the high sensitivity of this slope to the exact value of
7 ~, we could have taken the opposite point of view. We
could have found v ~ as the value that best brings the
corrected data in agreement with the theoretical curve.
This procedure for measuring w 8 would have produced
a much smaller error on 7;g. Moreover, the already very
good agreement of the corrected data with the theoretical
curve in Fig. 5(a) would have become practically perfect.
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FIG. 5. Statistical analysis of the count data obtained in
the first experiment after the correction discussed in the text:
(a) R versus 1/T and (b) Rz versus j . The straight line in

(b) plots the theoretical dependence given by Eq. (7)

IV. CONCLUSIONS

We have reported experimental results on the decay
statistics of a p source; careful measurements of these
statistics require several months of data acquisition. At
long counting periods, we have found values of the count-
ing variance much higher than the ones expected for a
stationary Poisson process. This departure is closely sim-
ilar to the superstatistical emission noise measured in ear-
lier work [7,13—17] aimed at detecting fiicker noise in nu-
clear decays. However, we have shown that the observed
non-Poissonian behavior of the Allan variance, at least in
our measures, is not indicative of 1/f noise. Rather it is
related to the circumstance that the number of emitters
is decreasing and, therefore, the decay is not a stationary
process. This conclusion is supported by the statistical
analysis carried out in terms of the relative Allan variance
and by the quantitative agreement with the theoretical
formulas obtained in I.
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Moreover, we used for the first time, to the best of
our knowledge, the generalized Allan variance, which we

introduced in I [18]. We have verified that its dependence
on j is very sensitive to physical and instrumental drifts.
We believe that this correlation deserves to be considered
as an experimental tool for monitoring spurious drifts or,
perhaps, for measuring physical ones.
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