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Kinetic description of plasmas produced in multiphoton-ionization processes
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A kinetic description of inhomogeneous plasmas produced by irradiating an atomic gas by a well-
focused ultrashort high-intensity laser pulse is presented. The Vlasov-Maxwell equation is integrated
by representing the distribution function f(r,v;t) in the form fo(Dr — Bv, —Cr + Av), with fo the
initial distribution and the A, B,C, D functions depending on r, v, and t. On the basis of this
representation the evolution of some charge distributions is examined, by focusing the attention on
the transport of ion packets, the effect of the ponderomotive potential, and the capture of electrons

by the ion potential well.

PACS number(s): 52.25.Dg, 52.25.Wz, 32.80.Wr

I. INTRODUCTION

Focusing ultrashort light pulses on a gas jet emerg-
ing from a needle injector inside an evacuated scattering
chamber, the atoms ionize thus producing a plasma of
small dimension and low density. In nonresonant multi-
photon ionization (MPI) processes a plasma is created in
a very short time (100 fsec—100 psec) in a region of 10-40
pm, while energetic electrons blast off, heading through
the scattering chamber [1]. When very intense ultrashort
laser pulses are used in nonresonant MPI processes, the
electron energy spectrum consists of some peaks approx-
imately spaced by the photon energy [Above-Threshold
Ionization (ATI)]. The ions are separated from the elec-
trons by means of an extraction field and reach their end
by hitting a detector placed beside the ionization cham-
ber, after being accelerated by a uniform electric field.
The ion detector signal is the result of a very complex
process beginning in a small region where the laser pulse
interacts with the gas and ending at the detector after
a flight through acceleration and drift regions. Figure 1
illustrates schematically the situation showing a typical
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FIG.1. Typical MPI setup. The electric field in proximity
of the laser focus is used for separating the ions from the
electrons.
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experimental setup.

In most MPI experiments the gas pressure and the time
of observation are so small to allow a perturbative ac-
count of the electron-electron and electron-ion collisions.
An important exception to these conditions occurs in the
harmonic generation, where the pressure is so high that
collision effects cannot be ignored [2].

Two levels of theoretical description are available
[3, 4] for a collisionless nonneutral plasma: (a) macro-
scopic fluid description based on the moment-Maxwell
equations, (b) kinetic description based either on parti-
cle simulation or on the integration of Vlasov-Maxwell
equation.

In the macroscopic fluid description the time develop-
ment of the macroscopic properties of the plasma, such
as number density, mean velocity, and pressure tensor
are examined. These quantities evolve in terms of the
electric field determined from Poisson’s equation. If the
plasma is cold, variations in the pressure can be ignored
and this approximation results in a closed description of
the time development of the number density, mean veloc-
ity, and electric field. The fluid description was adopted
in Ref. [5] for analyzing the evolution of packets in pres-
ence of electric fields varying linearly in space. The anal-
ysis was restricted to Gaussian space distributions of the
plasma constituents and depended heavily on numerical
solutions.

The particle-simulation approach [6, 7] has been used
in various forms for analyzing the evolution of inhomo-
geneous and non-Maxwellian plasmas in presence of in-
homogeneous electric field.

An alternative to simulations using particles is the inte-
gration of the collisionless kinetic equation, which treats
phase space as a continuum. The direct integration of
the Vlasov-Maxwell equation is generally less frequently
adopted due to mathematical difficulties [7]. Fortunately,
these difficulties reduce notably for MPI plasmas, as it
will be shown in the following.

Due to the negligible values of the electron-electron
and electron-ion collision frequencies for the charge den-
sities typical of these experiments (P < 10~* Torr), dis-
crete particle interactions may be omitted from the anal-
ysis, and collective processes can be assumed to dominate
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on the time and length scales of interest. Accordingly,
the particle distribution evolutions may be described by
means of Vlasov equation, with electric fields consistent
with the space-charge densities and static fields present
in time-of-flight (TOF) spectrometers. In addition, it
happens that the plasma evolves under the dominant
action of its space-charge field for a time interval rela-
tively short. This circumstance legitimatizes some im-
portant mathematical simplifications in the integration
of the Vlasov equation, which will be documented in this
paper.

The kinetic equations have been integrated by using
the initial distribution functions fy of the electrons and
ions. The distribution function f(r,v;t) has been repre-
sented in the form fo(Dr—Bv,—Cr+ Av) where A, B,C,
and D are functions of r,v, and time ¢, whose equa-
tions of motion have been derived from the Vlasov equa-
tion. These equations contain the parameter w?(r,t) o
gE(r,t)/mr, E being the electric field acting on the
plasma, g and m the charge and mass, respectively. For
analyzing the expansion of a charged packet we found
convenient to expand A, B,C, and D in power series in
the velocity v. We found that the number of terms of
the series depends on the value of the phase ¢ = fof wdt,
T being the characteristic expansion time. Using the pa-
rameters w and 7 of typical MPI experiments we found
that the series reduces to the zeroth order term for ¢ < 1.
Typical ion densities are about 10'2 cm~3, and in exper-
iments on Xe, w is about 108 sec™! for the ions, while T
is of the order of 10 nsec, so that ¢ =~ 1 and the series
expansion can be truncated to the zeroth order.

In our analysis we found it useful to express t as a
fraction of the characteristic time 7 needed by a test par-
ticle for spanning the charge packet when moving with
the effective velocity of the distribution. Analogously,
we found it convenient to discuss the influence of space-
charge effects by introducing the ratio U of the electric
and thermal energies of the packet.

We have illustrated the above method of integration by
addressing two problems encountered in MPI ionization.
The first subject to be discussed, already analyzed by sev-
eral authors (see for example Ref. [8]) is the dependence
of the ion yield on laser properties. The total ion yield has
been obtained from an integration over space and time
that involves the laser intensity. In particular, the finite
acceptance of the particle detector has been accounted
by introducing a limit on the volume of integration [8].
In order to represent the experimental conditions more
accurately, we have followed the charged cloud during
the flight toward the detector. Integrating a differential
system using as input the initial distribution and the po-
tential profile along the axis of the TOF spectrometer,
the detector signal has been calculated. The accuracy of
this simulation has been tested against some signals mea-
sured in well-controlled experimental conditions, typical
of nonresonant MPI experiments. The calculation has
been carried out by disregarding the interaction between
the ion and electron packets. This is a reasonable approx-
imation in nonresonant MPI, where most of the electrons
(in fact almost 100%) are produced as energetic ATI elec-
trons and, thus, able to leave immediately the interac-
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tion volume, where the thermal ions can be considered
as frozen.

The second problem discussed is connected with the in-
teraction of the electrons with the ponderomotive poten-
tial [9] and the trapping of some of them by the potential
well created by the ions.

The paper is organized in ten sections. Section II is
dedicated to the discussion of the Vlasov equation for the
electrons and ions interacting with a static external elec-
tric field. For getting rid of the accelerations introduced
by the axial component of the external field, two moving
reference frames traveling, respectively, with the centers
O., O; of the electron and ion distributions, have been in-
troduced. The integration of the Vlasov equations is car-
ried out in Sec. III by introducing the functions A, B, C,
and D. The expansion of A, B,C, and D with respect to
the velocity is discussed in Sec. IV and applied to Gaus-
sian and uniform distributions in Sec. V. In Sec. VI the
error deriving from the field linear profile approximation
is minimized by using a variational approach. Section
VII is dedicated to the expansion of some typical distri-
butions. In particular, the charge transport through an
electrostatic spectrometer is examined in Sec. VIII and
compared with the signals measured in well-controlled
conditions. Section IX is dedicated to the expansion of
the electron packet and to the effects of the ponderomo-
tive potential. Finally, the trapping of the electrons by
the ion potential well is discussed in Sec. X. The effects
of the collisions on the plasma oscillations are discussed
in the framework of Hubbard-Thompson random field
approximation.

II. MEAN FIELD THEORY

Let us consider two packets of electrons and ions with
centers in R, (t) and R;(t), produced by multiphoton ion-
ization in the waist of a laser beam focused to a spot of
some microns. We analyze the evolution of the system
by introducing the distribution functions f.(r,v,t) and
fi(r,v,t) for electrons and ions, respectively, measuring
the number densities of particles in the respective phase
spaces. The evolution of these distributions is described
by the Vlasov equation [3]

b%fz(gu)ho, (1)

where

Le =V V - i‘(E(sc) + E(eXt) + E(pon)) . Vv’ (23.)

Me

Li=v-V+—(E*) + E=) .V, (2b)

with e >0. E(®**) represents the external field used for
extracting, focusing, and directing the electrons and ions
toward the end of a TOF spectrometer. For an electro-
static TOF, E(®x*) corresponds to an electric potential
rotationally symmetric around the flight direction. E(5¢)
represents the coarse-grained electric field generated by
the ion and electron clouds, while —eE(Por) = —yV/ (pon)
stands for the force associated to the ponderomotive po-
tential [9]
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eZE(las)Z (l', t)

V(pon)(r,t) = pre L

: (3)

E(2) and w(12%) being, respectively, the electric field and
the frequency of the laser beam. Accordingly, expressing
E(12s) by means of the intensity 1(2%)(r,¢),

2me

E®on) (£, ) = VI(r,t), (4)

c mew(las)Z

where Gaussian units have been used.

As pointed out by Jonsson [9] the expression (3) of the
ponderomotive potential rests on a classical description
of the electron in the laser field, which becomes more
reliable with increasing intensity.

We have neglected in (2) the Lorentz force term, having
limited our analysis to systems not using magnetic fields
for increasing the aperture of the electron spectrometer,
as done, for example, in the magnetic bottle developed
by Kruit and Read [10].

The penalty paid for this representation of the
Coulomb interactions among the single particles is the
loss of information about the particle correlation. On
the other hand, for plasmas produced in MPI processes
occurring at low pressures (P < 10—* Torr) the electron-
electron and electron-ion collision frequencies are much
smaller than the typical inverse duration of the detection
process. Consequently, the plasma evolution is well de-
scribed by a Vlasov equation with a self-consistent mean
field, which satisfies the Poisson equation relative to the
space-charge distribution. In Sec. X we will remove this
assumption by including in Eq. (2a) a weak random field
representing collision effects.

During their evolutions we can distinguish in each
cloud a core clustered about a center of gravity (O, O;).
The external field tries to extract particles from these
clouds; as a result, the clouds appear to lose particles
during their lifetime. Consequently, we can imagine the
whole MPI process as the flight of two clusters which
change size, shape, and number of particles while flying
toward the opposite ends of the detection apparatus. In
turn, we can separate the motion of the center of gravity
of each cluster from the variation of its shape and par-
ticle number. For example, it is important to imagine
what remains of the ion cloud after the interaction with
the electrons in the region of formation of the plasma,
traveling with accelerated motion down the time-of-flight
pipe while undergoing some expansion about its center of
gravity due to the thermal fluctuations and the Coulomb
repulsion. The separation in two centers of gravity sug-
gested by this example proves particularly useful for get-
ting rid of, in a very simple way, the effects due to the
external field.

As a preliminary point, we notice that the dis-
tribution functions and the relative number densities
are the same in the laboratory frame and in the
frames with centers in O. and O;, respectively, namely
f(r,v,t) = f'(r',v',t), p(r,t) = p'(r',t), where primed
and umprimed quantities refer to the two systems, re-
spectively.

Next, let us introduce two transformations connect-
ing the laboratory frame to the frames O. and O;,

with origins in R.(t) and R;(t), respectively, and trans-
lating with instantaneous velocities V.= dR./dt and

ro=r. — Re(t), Vv.,=v.—V,.(),

r; — Ri(t), vi=v;—Vi(t), (5)
where r’ and v’ are the position vectors and the velocities
in O, and O;, respectively.

The distribution function f.(rl,v.,t) of the electrons
in O, satisfies the Vlasov-Maxwell equation (1) with £,
replaced by

1., d
°v.) v,. 6
meFE+dt ) e (6)

E'EEV’E-V'—<

F! representing the Lorentz force [11] in O,

1 -7 e
i: =€ (72 + "‘/eT’yveve) 'EE—C%V;X(VEXEE),

(7)

where v, = (1 — R2/c?)~'/2. For electrons with energies
less than 1 keV, Eq. (7) shows that F_/e coincides with
E. to within an accuracy of 1073. Similar conclusions
hold true for the ions. Hence, in the following we will
assume F_ ;/e coincident with the electric field in the
laboratory frame, so that

L=v,.V' - ZE,.V,,
Me N

LI '—V’ . v, + "_E: V-v'a (8)
m;

where
E,(r.,t) = E®Y(r] + R.) + E®*V(r, + R.)
+EO(, — A1) + EO(r,t) + °A.,
e
Ei(r},t) = E©Y(r] + R;)
FE©(rl + A, t) + ED(rl 1) — LA, (9)
e
being A = R; — R., while A .=dV,./dt and A;= dV;/dt
are the accelerations. E(*) and E(©) represent the mean
fields generated by the ion and electron clouds, respec-
tively. The arguments of E(¢) and E® are the radius
vectors with origins in O, and O;, respectively.
The centers R.=Z.2 and R;=Z;% of O, and O; move

along the z axis (TOF axis), with accelerations, respec-
tively, equal to

A.=-—[ECI(R.) +EO(-A,1)),
A= %[Eﬁxﬂ(ni) +E©(A,¢)]. (10)

Since the ion cloud is small on the scale of variation of
E(**t) we can expand the latter one in the form

' /
ECY(rl4R;) = E<ext>(R,~)—vg'(zi)(z;z - %m - %;,) .
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Vo being the external electric potential along the z axis.
Combining (11) with (10) and substituting into (9) finally
yields,

E, = EP(R, +1),t) + EO(r, — A,t) + EC)(rl,¢)
—-E@(-A,1), (12a)
E! = —V§'(Z) (4% - §=i¢ — }vid)
+EO (), t) + EO(r} + A,t) — E©(A,t). (12b)

Notice that we have omitted the term proportional to Vg
from (12a) since in MPI experiments no focusing electro-
static field is generally used for the electrons. Analo-
gously, we have omitted the ponderomotive force from
the ion field due to its small incidence on the ion dynam-
ics.

As already mentioned in the Introduction, we shall in-
vestigate in the next six sections the problem of the ex-
pansion of single charged packets (in particular ions), in
the hypothesis of a linear space-charge field profile and
neglecting the interaction between electron and ion pack-
ets. This kind of approach to the problem is justified
since our analysis is aimed to investigate the conditions
typical of nonresonant MPI processes, where the use of
high intensity laser radiation (I > 102 W/cm?) leads
essentially to the production of energetic ATI electrons
(with kinetic energies in excess of 1 eV) that can leave
the plasma during the process of ionization or immedi-
ately after it, while the thermal ions can be considered
as frozen in the interaction volume.

The problem of the interaction between ion and elec-
tron packets will be analyzed briefly and in a simplified
way in Sec. X with reference to resonance MPI experi-
ments where use is made of low intensity laser sources
(I € 10° W/cm?) and a higher number of thermal elec-
trons is normally produced.

III. INTEGRATION OF THE VLASOV
EQUATION

Let us consider a one-dimensional plasma and write
the total derivative D/Dt of the Vlasov equation as

D 7] 0 2 0
Dt~ 5t +UE)E +w (§1t)§%a
where w?(¢,t) = gE(&,t)/mé with ¢ = e and —e for ions
and electrons, respectively. A negative w? corresponds to
a force directed toward the center £ = 0.
Having considered a collisionless plasma, we can rep-
resent the distribution function at time ¢ in the form

F(&,v;t) = fo(€o,v0) (14)

with fo the distribution function at ¢t = 0 and

(13)

t
Yo = vo(£,v,8) = v - / £ E(H), E)dt

€o=60(&v,t) =€ —vt + L dt’ /0 E(t)W2E("),t)dt".
(15)
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According to (14) and (15), for calculating f(¢,v;t) we
must integrate the equation of motion for a representative
set of particles present in the plasma.

Here we want to discuss a procedure based on the rep-
resentation of & and vg in the form

60 = D({,v,t){ - B(&vvvt)va
Vo = _C(gvv’t)g + A(Ea v, t)v
with A, B,C, and D functions of &,v, and ¢t. Plugging

(16) into (14) we immediately see that Eq. (1) is satisfied
by imposing

(16a)
(16b)

%A =C, (17a)
%B =D, (17b)
EDiC — w24, (17¢)
bD—tD — 2B, (17d)

together with the initial conditions A(§,v;0) =
D(¢,v;0) =1, B(§,v;0) = C(&,v;0) = 0.

The quantities A, B,C, and D can be considered as
the elements of a matrix

T= (éﬁ) (18)

representing a transformation in the £ — v phase plane of
the initial vector Xo into X = T - Xo. Then, Eq. (14)
can be recast as

f(X,t) = fo(T™"X) = fo(Xo).- (19)

Equation (17) implies (D/Dt) det(T) = 0. Then, in
view of the initial conditions, det(T)=1 along the orbit
of a test particle, a relation reminiscent of the property of
the Boltzmann equation of preserving the total number
of particles.

The system (17) can be recast as

D 01 _

where L is a matrix depending on the coordinate of the
test particle.
Further, differentiating (20) with respect to time yields

D? 2 Dw? (00

paT-w'T="5r (10) T 1)
In particular,

D2

ZoA-wiA=

Dz w“A=0,

DZ

—_B-w?B=0.

HaB-w'B=0 (22)

Combining (16a) with (17b) and (16b) with (17a)
yiel(}z (D/[;t)(B/E) = £o/¢* and (D/Dt)(A/) =
—vg /€2, so that
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¢ dt'
B(£7v’t):££0/ )
0 62(607 Vo, t,)

v
B0, + o (23
&o &o

These relations explain the link between the particle
trajectories £(t) = £(&o,v0,t) and the T matrix. The
choice between a description based either on trajectories
or on T is just a matter of mathematical convenience. It
will become clear in the following that T helps notably
in finding approximate solutions for MPI plasmas.

When the space-charge field is created by the 1D
charge distribution f, then

e2 14 oo
w?(&,t) = 2€0m% [/_ o(z,t)dz —/ﬁ p(a:,t)d:c}

A&, v,t) =—

oo
(24)
with p the particle number density

p(f,t) = [_m fO[D(é‘a'U»t)f - B(£7v’t)vv -—C(E,’U,t)ﬁ
+A(&, v, t)v]dv. (25)

For a charge distribution symmetric with respect to
the origin £ = 0, w? reduces to

£ T
W2(E,8) =92(t)§[) ’;ongdx (26)
with
Q%(t) = 62:;0(3;9. (27)

For typical MPI plasmas w is almost constant in the re-
gion occupied by the particles and decays smoothly out-
side.

For integrating the differential system (17) it will be
necessary to calculate at each step the matrix T and the
function w. In general, the integration of (17) is a quite
difficult task, which can be accomplished by making some
suitable approximations. In particular, when w is inde-
pendent of £ the matrix T is independent of £ and v and
(17) reduces to an ordinary differential system in ¢. Sim-
ilarly, when w is approximated by a piecewise function of
&, T can be expressed as a suitable combination of ma-
trices, each of them containing elements depending only
on time. In other cases it will be necessary to expand the
elements of T in power series in the velocity and truncate
the series at some order. All these approximations will
be discussed in the following.

A. 3D distributions

The above solutions can be extended to 3D plasmas
by introducing three matrices T, Ty, T, one for each
coordinate, all depending on the three spatial coordinates
and using the total derivative D /Dt in 3D spaces,

D 0 N N 5
Di = a—kv . V+[mwi(r,t)m+yw§(r, t)j+2w3(r,t)2]-Vy

(28)

where w;(i = z,y, z) depends on all three spatial coordi-
nates.
Accordingly, Eq. (19) generalizes into

f(x:m Xy1 xzvt) = fO(T;I‘x-ma Ty_l'xyy T;_I'Xzyt)
= fo(T;7 X)) (29)

while Eq. (20) is replaced by three equations, one for
each coordinate i = z,y, z

D 01
5;Ti = <w§0) ‘T (30)

In addition, Egs. (22) hold true separately for each co-
ordinate.

B. 2D distributions

When the field entering the 2D Vlasov equation is di-
rected radially and depends only on the radial coordinate
r, the distribution function at time ¢ can be represented
as

f(r,v;t) = fo(Dr — Bv,Av — Cr) (31)

where A, B,C, and D are scalar functions of r and the
components of the velocity parallel (v) and perpendicular
(7'0) to r and ¢t. These four quantities form a matrix T.
In addition, D/Dt reduces to

b_o, o2 4 62 rlw?(r,t) + 9‘2]2 (32)

Dt ot or 00 Ov
where
2 [T p(r',t)
2 - 2 = ! g1 33
wi(r,t) =Q (t)r2/0 ——p((],t)rdr (33)
with
2
2 e?p(0,1)
=AY 34
2(n) = 2 (34)

The matrix T satisfies the equation of motion

D 0 1\ . _
5;T= (w2+920> T=L-T. (35)

The introduction of the matrix T amounts to replac-
ing the Vlasov equation by the partial differential system
(17) or, equivalently, (20). In general, the integration of
the latter system is not an easy matter and some ap-
proximate methods must be adopted, by taking into ac-
count the characteristics of MPI plasmas. To this end
it is worth separating the analysis of the expansion of
single charged packets under the action of some external
field and its own space-charge field, from the evolution of
the electron-ion plasma present in the laser focal region,
which undergoes some oscillations while expanding. The
first case occurs in the study of the ion cloud which leaves
the laser focal region, almost free of electrons, and flies
toward a detector placed at the end of a TOF spectrom-
eter. A similar situation occurs for the most energetic
electrons blasting off the laser focal region, under the ac-
tion of the ponderomotive potential and the attractive
potential of the ions left behind. Conversely, the less
energetic electrons captured by the ion potential well un-
dergo plasma oscillations which must be discussed in a
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quite different framework.

The first group of situations is characterized by an
expansion which occurs for a finite time under the ac-
tion either of the self-generated space-charge field (ion
packet case) or of a well-behaved ponderomotive poten-
tial and a weak ion space-charge potential. For the ions
the space-charge field lasts for a time interval of the order
of the time needed by a single ion with thermal velocity
to span the cloud. This means that the cloud can be
adequately described by restricting the velocities to the
thermal range. As a consequence, we can reduce the com-
plexity of the differential system (17) by expanding the
matrix elements in power series with respect to v.

For studying the closely coupled system formed by
the electrons trapped by the ion potential well, we must
abandon the velocity series expansion in favor of a sim-
ple representation of the space-charge fields. Since the
ion evolution is much slower than the electron oscilla-
tions, it is hard to handle the problem numerically. In

A=A0 4 AWy 4 A@p2 4 .. -,
D
Dt

doing the same for B,C, and D and plugging these ex-
pansions into the system (17) we obtain

, 3
™ — o _ 9 4n-1) _ 2¢ 4(n+1)
AR =t - A (n+ 1)w2 A,

. 0]
B™ = pm _ 9 g1 _ 2 g(n+1)
D BﬁB (n+1)w“éB ,

2
23
D™ =,2B™ _ H%D("—l) — (n+ 1)w2DYD | (37)

C™ =u2AM — — =1 _ (n 4 1)w2eCHD),

A(r,v,6,8) = > A (r,t)0m6%™,

mn

this case it is important to obtain analytic formulas for
the electron dynamics, which can be used for time av-
eraging the interaction force between elecrons and ions.
Then, the ion evolution can be studied by integrating the
system (20) with the help of the time averaged electron
contributions to the frequencies w.

IV. VELOCITY EXPANSION

For studying the evolution of a single charged packet
under the action of its own space-charge field, it proves
convenient to expand A, B,C, and D in power series in
the velocity. In fact, this series converges rapidly for
velocities not much greater than the plasma size divided
by the expansion time. This condition is usually met by
the thermal velocities, so that T is represented by a few
terms. This method will be illustrated in the following
for the 1D case.

Expanding A and DA/Dt with respect to v,

9

D, joy (A<1) + %A(m + 2&,2,4(2)) T (A(m + 2 A 4 (4 l)fsz(nm) P (36)

with the initial conditions A(™(¢,0) = B(™(¢,0) =
C™(£,0) = D™ (£,0) = 0 for n # 0 and A®)(¢,0) =
DO(£,0) = 1 and BO(£,0) = CO(£,0) = 0.

The convergence of these series will depend in general
on the function w and t. We will see that these series
converge quite rapidly for v < 6/t, § being the effective
interval in which w is different from zero.

In an axial symetric 2D case A, B,C, and D are func-
tions of r,v,0, and ¢t. Then, expanding A and DA/Dt
with respect to v and 6,

D , , :
BA= A0+ (A(“’) - %A(O*") +2r(w? + 02)A(2'°)) vt

: 3}
(n,0)
+ (A + 3

3
and doing the same for B,C, and D yields

9
or
0

™

Almn) — olmn) _

Blmmn) _ plmn) _
9
-
3

ar

Glmm) = 2 glmim) _

D(m,n) — wZB(m,n) _

A(n—l,O) + (,n + l)r(wz + o'Z)A(n+1,0)) v 4 A(O,l)o'z + ,’,(wz + 0'2)A(1,1)0'2 +--, (38)

A(m,n—l) _ (n + l)wer(m,n+1) _ (n + l)TA(m_l’"+1),
Bmn-1) _ (n + 1)w?r B+l _ (4 1)p B(m—1n+1)
C(m,n-—l) _ (n + l)szC(m’"+1) _ (n + 1)7,C(m—1,n+1)’

D(mn—1) _ (n+ l)wz'rD('"’"+1) —(n+ l)wzrD(m—l’"'*’l). (39)
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V. EXPANSION OF SINGLE CHARGED
PACKETS

For testing the method of integration based on the
velocity expansion we have considered a 1D symmetric
packet, initially described by the factorable distribution

'U2
o(€) = o rn(€)exo (57 ) (40)

with either a Gaussian density

N 2
Varnoe P <‘2€7) (1)

or a spatially uniform density

le) = 2R () (42)

with N the total number of particles and R(z) = 1 for
|z| < 1/2, 0 otherwise. In both cases it is worthwhile in-
troducing the characteristic time 7 = o¢/0, of a particle
crossing the packet with the thermal velocity o,. Obvi-
ously, the characteristic time 7 depends on the particle
mass through the thermal velocity o,.

In accordance with the procedure illustrated above, the
system (37) has been integrated by using for w? the in-
tegral (26) calculated with the density function

po(§) =

p(€,t) =

éa / po(DE — Bv)

X exp (—M) dv.  (43)

2
202

The system (37) relative to a Gaussian distribution
has been integrated for a time interval 7 and a Gaussian
density distribution with a number N of particles corre-
sponding to the ratio U(!) between the initial electric and
kinetic energies,

2
_ Ne 0o
V2megmo?

equal to one.

Truncating the series expansion to n = 3 we
have obtained the demsity p(¢,7) and the functions
A© BO c© DO and AM, BO M) DM plotted,
respectively, in Figs. 2, 3(a), and 3(b). In particular, we
have used a velocity scale of 30, for the plots of Fig. 3(b).
We notice that among the first-order terms, CW is the
largest one and for it CcWg, < 0.1. It is, then, evident
that the terms of order greater than 0 can be neglected
for particles having velocities not much greater than o,.
This conclusion refers to an expansion time of ¢ = 7 and
to an initial space-charge energy equal to the kinetic one.
Although the quantity 7 is much smaller for electrons
than for ions, one must keep in mind that the expansion
lasts for a time interval equal to the detection time 7p; in
particular, for a TOF spectrometer the ratio between 7p
and the characteristic time 7 is independent of the par-
ticle mass, thus allowing the use of the condition ¢ = 7
for ions as well as for electrons.

We have reiterated this procedure for a uniform dis-

U = Q%(0)72 (44)

1T . T — . . : T
b ‘\ t=0 ‘:]
8 |- A\ ]
6 ; \ —
< T\
= L Y ]
4
2 AN Ster ]
. j
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c 20 40 60 80 100
¢ (au)
FIG. 2. Density of a 1D packet with Gaussian initial den-

sity and velocity standard deviations oo and o, at t = 0 and
t =T = 00/0,. The initial packet density at £ = 0 was chosen
in accordance with the condition Q(0)7 = 1.

tribution with a number of particles such that U1 =
02(0)72 = 3 and an integration interval of t = 7/V/3.
The relative plots are collected in Figs. 4 and 5. Also for
Fig. 5(b) a velocity scale of 30, has been adopted. Also
for this case we found [see Fig. 5(b)] negligible the terms
of order greater than zero.
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FIG. 3. Functions A®, B® C©® and D® [part (a)],
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assumed in the definition of the functions A(l), etc.
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FIG. 4. Density of a 1D packet with initially uniform den-

sity in a region oo and Gaussian velocity distribution with
standard deviation o,, at t = 0 and t = 7/3 = 00/30,. The
initial packet density was chosen in accordance with the con-
dition ©(0)7 = 3.

From the above two cases we draw the conclusion that
T can be considered as velocity independent under the
condition 2(0)t < 1. It is reasonable to expect that
this conclusion holds true for other well-behaved distri-
butions.

When we neglect the terms of the series of order greater
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FIG. 5. Functions A(®, B®, ¢c® and D©® [part (a)],
and AV, BM ¢ and D™ [part (b)] for the uniform packet

of Fig. 4att =7 = 09/30,. A velocity scale of 30, is assumed
in the definitions of the functions A, etc.

than zero, T reduces to
A©) B()
T= (c(O) D(O)) (45)
whose equation of motion is obtained from (20) with
D/Dt replaced by the partial time derivative 8/0t.

Next, calculating the integral (43) for the Gaussian
distribution gives

N 2
pEt) = o exp (—2—%) , (46)
where
a?(&,t) = BO%(g,t)0? + A2 (¢, t)al. (47)

Accordingly, the number density is represented by a
Gaussian function with a standard deviation o depending
on .

It is immediate to extend Eq. (46) to 2D and 3D sym-
metric distributions by replacing 1/2m¢ by 1/(270)? and
1/(2m0)3, respectively, and substituting £ by r.

VI. LINEAR SPACE-CHARGE FIELD PROFILE
APPROXIMATION

We have noticed above that in some cases T is ap-
proximately independent of velocity and space coordi-
nates. Accordingly we are led to approximate Eq. (20)
with an ordinary differential system in t containing an

effective frequency Qgr) (t) independent of €. As a conse-
quence of this approximate representation of T, the func-
tion fo(T~!-X) satisfies only approximately the Vlasov
equation with the space dependent w, thus giving rise to
an error function €

G(E’U,t) = %fO(T_lx)
=E[w?(¢,t) — Q%]
X %fg(DE — Bv,—C¢ + Av) (48)

whose quadratic integral

I, = /ez(E,v,t)dfd'u (49)

can be used as a measure of the deviation from the exact
solution. In fact, it is worthy approximating w(§,t) by

the function ng) which minimizes I., namely

qz _ J €@ 1)[0fo(DE — Bv, —C¢ + Av)/0uv]’d€ dv
o T T [£2(9f,(DE — Bu,—CE& + Av)/0v]2dE dv
_ J € (£, 1){8Sol(€ — Bw)/A, w]/6w}?dE dw
J €{8fo[(¢ — Bw)/A,w]/dw}?d¢ dw
=0()%(4, B). (50)

The same considerations hold true for 2D and 3D dis-
tributions with Eq. (50) replaced, respectively, by



3324 C. ALTUCCI, R. BRUZZESE, C. de LISIO, AND S. SOLIMENO 49

Q@2 _ Jrw?(r,t)[r - Vy fo(Dr — Bv,—Cr + Av)|?dr dv
off Jrlr-Vyfo(Dr — Bv,—Cr + Av))%dr dv

Q@2 _ [ r?w?(r,t)[r - Vy fo(Dr — Bv,—Cr + Av)]2drdv
eff T .

Evaluating the integrals on the right-hand sides of Eqgs.

(50) and (51) for the 1D, 2D, and 3D Gaussian distribu-

tions and assuming that the effective frequencies Qg{,z,s)

are proportional to the frequency 2 at the packet center
[see Egs. (27) and (34)],

QG (1) = 29023 (1) (52)

the coefficients al, o, and a® are, respectively, equal to

aV =084 , o® = \/g =081 , a® =0.74.

(53)

Once replaced the space-charge field with that relative
to an effective uniform density the equation of motion of
T reduces to a simple differential system in ¢, which can
be integrated by replacing w with Qeg(t).

It goes without saying that the above discussion is valid
within the limits of the packet characterization in terms
of its standard deviation.

VII. EXPANSION OF CHARGED PACKETS

In this section we will discuss the expansion of some
typical distributions in the approximation of a linear
field profile. In particular, for a 2D distribution Q.g
is a function of A(t) and B(t) [see Eq. (50)]. In view
of this it is worth introducing the complex quantity
Me¥ = A+ iB/7, where 7 is a parameter having the
dimension of a time [see Sec. V]. For a Gaussian packet
T = 09/, and, according to (47), M coincides with the
ratio o(t)/oo between the packet size at time ¢ and the
initial one, that is M stands for the expansion (“magni-
fication”) of the packet.

With the help of M the system (22) can be recast as

Jr?[r-Vyfo(Dr — Bv,—Cr + Av)|%drdv

(51)

f

Since M and ¢ take the initial values M(0) = 1 and
1(0) = 0, as a consequence of the condition A(0) =
0, dM/dt|¢=0 = 0, after some algebra we obtain

T‘fi—f =M?, (55a)
d2
T2EM — M3 - Q% (M,y)m*M = 0. (55b)

A. Gaussian distributions

As a first example we will consider the evolution of a
Gaussian packet with Maxwellian energy distribution. In
this case, T = g9/, and the density will be described by
a Gaussian distribution having standard deviation [see
Eq. (47)]

2
o?(t) = ol (Az(t) + Bz(t)a—'z’> = g2 M?(t). (56)
%0

In particular, for a 3D spherically symmetric Gaussian
distribution

u®s)
Q7% = P22 (1) = a2, (57)
where
2Ne?
U = 58
3(2m)3/2¢goomo? (58)

represents the ratio between the electric and thermal
energies. U(®) measures the deviation of the plasma
from an ideal gas. The smaller /(®) the more the ion
cloud behaves as a rarefied gas. For typical situations
oo ~ 10 pm, T =~ 300 K, 7 is of the order of 1 nsec and
U® ~107* N.

- ; Now, introducing the ab ion of Q%72 int
287 ar i 2 2p00% — (. 54 ow, introducing the above expression of Qg 72 into
T ar Me Slegr Me 0 (54) (55) yields

_J

_ cos P — cos Yoo

Ml=—""—"=
1 — cos o

t ¥ siny €08 Yoo sin|(Yoo + ¥)/2]

=t T \M 1 - 59

7T [ SinYPoe 1+ COSYeo n(51n[(1/;°°—1/;)/2] (59)
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with cos oo = a32UB) /(1 + o®2U®)),

For 2D and 1D distributions Q272 is, respectively,
equal to a@2YP M2 and aM2UM M1, Then, inte-
grating Eq. (55) we have obtained the plots (see Fig. 6)
of M vs t/7 for different values of (123 for 1D, 2D,
and 3D distributions. For ¢ > 7 the expansion factor
varies linearly with ¢, while in absence of space charge
M? =1+ (t/7)2.

Finally, with the help of (55a) and (57) we can show
that the quantity [;° 198)|(')dt’ is less than 1.3. This
J

result is consistent with the approximation of using func-
tions A, B,C, and D independent of v, as remarked in
Sec. V.

B. Elongated ion packets

When the ionization is produced by a fundamental
mode Gaussian beam, and the process depends on a
power of order p of the laser intensity, fo can be put
in most cases in a form similar to (40) with (see Ref. [8])

p(y2 + zz)

) =3 {1 o0 |-z e (- aft s ) o

wp being the waist spot size and zg the Rayleigh length,
as illustrated schematically in Fig. 1. The saturation
parameter s represents the probability of ionization at
the focus of the laser beam. It can easily exceed 1 by
orders of magnitude in experimental situations. A is the
gas number density. In particular, for the ionization of
Xe atoms by means of Nd:YAG laser pulses, 11 photons
are needed (p = 11). For analyzing experiments carried
out with femtosecond laser pulses, one should probably
account for a more complicated spatial dependence of the
ionization probability arising from resonant multiphoton
ionization [12].

Due to the large value of p the factor at exponent
(1 + 22/2%)~? is different from zero only for |z|/2r < 1,
and, consequently, we can drop the term z2?/2z% from the
factor multiplying w2 in Eq. (60). Then, expanding the
exponential in power series in s, we obtain

oo (—S)q _ y2+22
po(r)=N;—q! (1+2%/2%) Pexp | —q 207 )

(61)
where o2 = w2 /2p.

When s is greater than unity the ion distribution looks
like a cigar with an almost uniform charge distribution
on the cross section and a space-charge field directed ra-
dially and orthogonally to the cigar axis. In this case the
hypothesis of linear space-charge profile is well satisfied
in the directions y and z while the cloud expands freely
in the z direction. Accordingly, the distribution function
reads,

f(r;v;t) = pol(z — tvy)& + Dr — Bv]

z_

1
X —— p—
(2m)3/253 P ( 202 202

v (Av-— Cr)z) .

(62)
|

R R -
Vo(2) = Vi + Vo + —2(Bo — Ey) + 2By + (Eo — E1) 2 =2 tan
s ™ ™

z—
2

zl(Eo—-E1)—z_22

E17

l
In addition, averaging (62) with respect to the velocity
yields

N & (=) r?
p(r,t) = (2m)1/26, q; q'M? exp (_W)

x /oo dXe~(X—=/2r)/267(1 4 x?)-ap, (63)

— 00

where 0, = to,/zp,M? = A? 4+ ¢qB?/7%, and r =

VIII. TRANSPORT OF THE ION PACKET
THROUGH A TIME-OF-FLIGHT
SPECTROMETER

When the ion packet enters a TOF spectrometer the
electric field is well described by the linear profile approx-
imation of Eq. (12).

Since the packet moves through the 2z axis of the
spectrometer it is worth replacing the time deriva-
tive with the derivative with respect to z [d/dt =

2e(€ — Vp)/md/dz, € being the total particle energy
in the z direction] thus writing the equation of motion of
T in the form

d f m 0 1

ET: - 26(8— Vo) (ﬁ_vollo) ‘Ta:)

d f m 0 1

E;Ty— 26(5—V0) (_Q§+ ﬁVO” 0) 'Ty,

d i m 0 1

ETZ - 26(8 _ VO) <_Q§ _ %VO” 0) : Tz~ (64)

In general the above system must be integrated nu-
merically. For an electrostatic spectrometer, consisting
of two diaphragms, acting as lenses, followed by a drift
region, the potential V; along the axis is described with
sufficient accuracy by the equation [13,14]

z1 12— 21

(65)
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FIG. 6. Expansion factor M vs the normalized time t/7
for 1D (a), 2D (b), and 3D (c) Gaussian distributions. M was
obtained by integrating Eq. (57) in the interval 0 < ¢t < 57
(Q(:;)ZTz — o®2 ) pr-3 : o(2)214(2) pr-2 , a2y M pr-1
for 1D, 2D, and 3D distributions, respectively). In each case
the five curves refer, respectively, to o’U= 2, 1.5, 1, 0.5, 0
(bottom to top). The curve U=0 corresponds to the purely
thermal expansion.

where R, ; and V; ; are, respectively, the radius and the
potential of the apertures located at z = 21, 25. Fg and
E, are the electric fields in the extraction region and in
the first gap, respectively.

The ion number density relative to the MPI process
produced by a Gaussian beam is described by a function
similar to Eq. (63),

!
(=)
T

Ton signal (mV)

v
n
B B e e et

|
P
—

Computed signal (arb. units)

Time of flight (us)

FIG. 7. Experimental ion signal (a) for a 2.3 mJ laser
pulse energy and a gas pressure of 6.65 Pa, and calculated ion
signal (b) for the corresponding case of N=10° ions.

NO, X (—s)? 1
Z( )

p(r,t) = (2m)1/2 q! MyM,,

q9=0

y2 2,'2
X ex - —
P ( 202M2, 2U§M3Z)

x / dXe (X—=/2r)"/262(1 4 x%)=ap (66)
where M2 = Az + ¢BZ/7? and quz = A? + ¢B?/7?,
while 0, = B,o,/AzzR.

For integrating the system (64) we have put Q2 = Q2 =
e?p(0;t)/eom.

We have tested the accuracy of the linear approxima-
tion by performing an experiment (described in Ref. [15])
using 30 psec 1.06 um pulses produced in a Nd:YAG laser
system. The beam was focused into a target chamber to
a measured beam waist of 20 ym full width at half max-
imum. This corresponds to Zr ~ 1 mm. The estimated
laser intensity is of the order of 10'3-10* W/cm?, and
is typical of most nonresonant MPI experiments. The
beam was focused between parallel electrodes that could
be biased so as to extract ions which were measured by
an electron multiplier placed at the end of a TOF spec-
trometer.

The waveform so obtained, was compared with the
waveform obtained by integrating numerically the set of
differential equations (64) and using the expansion (66).
The analysis was complicated by the presence of six iso-
topes of xenon gas used in the experiments. The com-
puter program circumvented this difficulty by ignoring
the isotopic composition of the ion cloud when the centers
of the relative distributions were separated by a distance
smaller than the size of the ion cloud. Successively, dif-
ferent isotopes were treated separately as forming nonin-
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FIG. 8. Experimental ion signal (a) for a 3.2 mJ laser

pulse energy and a gas pressure of 6.65 Pa, and calculated ion
signal (b) for the corresponding case of N=10° ions.
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teracting clouds. Using this procedure waveforms fitting
quite well the experimental ion signals for a wide range
of laser energies and number of ions were obtained. It is
evident in Figs. 7(a) and 7(b), corresponding to N = 103
ions, the good agreement between the two signals for
what concerns the widths of the different isotopic peaks
and the height ratios which reflect the isotope natural
abundancies. Figures 8(a) and 8(b) refer to the produc-
tion of ~ 10° ions; it is clear that isotopic packets begin
to overlap (see the two higher peaks). Figures 9(a) and
9(b) show, respectively, the experimental and theoretical
waveforms in the case N = 107 ions. The isotopic struc-
ture of the ion signal has now completely disappeared
due to the spreading and consequent overlapping of two
isotopic packets. In order to elucidate how the temporal
broadening of each isotopic peak varies as a function of
the number of produced ions (namely, of the laser pulse
intensity at fixed gas pressure), in Fig. 10 we show the
ratio of the calculated full width at half maximum 7 of
the 132Xe isotope peak to the temporal separation At be-
tween the centers of the 3'Xe and '32Xe isotope packets
as a function of the produced ion number N. Points be-
low the horizontal line correspond to situations in which
different isotope packets can be resolved according to
the Rayleigh criterion. Thus, according to our model,
a number of ions of the order of 10° seem to represent
the critical value at which the transition between a pure
ballistic regime (with independent ion packets acceler-
ated by the extraction field) and a regime where space-
charge effects cannot be neglected takes place. In terms

Ion signal (mV)
8

Computed signal (arb. units)

6.3 6.6 6.9 7.2
Time of flight (us)

FIG.9. Experimental ion signal (a) for a 11 mJ laser pulse
energy and a gas pressure of 6.65 Pa, and calculated ion signal
(b) for the corresponding case of N=107 ions.
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FIG. 10. Calculated ratio of the full width at half maxi-
mum 7 of the 32Xe isotope peak to the temporal separation
At between the centers of the '3'Xe and **?Xe isotope pack-
ets as a function of the produced ion number N. The value
At/T =1 (horizontal line) corresponds to the resolution limit,
according to the Rayleigh criterion.

of charged particle density, the value N = 10° corre-
sponds to p = N/V = 102 cm~3, the interaction volume
V having been determined from the laser beam param-
eters. The absolute number of ions produced by a sin-
gle laser pulse has been estimated (within one order of
magnitude) by measuring the area A of the experimental
waveform and dividing it by the quantity eRG, where e
is the electron charge, R the input resistance of the oscil-
loscope, and G the electron multiplier gain. These values
have also been checked by exploiting measured ion yields
versus laser pulse energy plots to determine the satura-
tion condition for MPI in our experiment. More details
about the experimental method can be found in Ref. [15].

IX. ELECTRON PACKET EXPANSION

In ATI experiments the velocity distribution function
of the electrons is often multipeaked. These energetic
particles escape rapidly from the laser focal region by
leaving a partially unneutralized plasma formed preva-
lently of ions. In particular conditions, these unneutral-
ized systems exhibit some very interesting plasma oscil-
lations [5], which end up with the separation of the ions
from the electrons due to the action of a generally present
extraction field.

In contrast with the ions, the electron clouds are char-
acterized by anisotropic energy distributions which devi-
ate notably from the Maxwellian distributions assumed
for the ions (see Corkum et al. [16]). In addition, the
space-charge field depends on both ions and electrons.

When the laser pulsewidth 7; of a Gaussian beam is
much longer than b/c, with b the confocal parameter,
the ponderomotive potential can be approximately rep-
resented as [see Eq. (3)]

2me? w2

c mew(las)Z Lo w? (:B)

X exp (—w;—(zz_)) I(t—z/c) (67)

veen)(r z t) =
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being I, the peak intensity and Z(t — z/c) a function
describing the pulse temporal profile.

Once an electron is ejected from the atom, it moves
for some period in the laser pulse, by absorbing photons.
A fraction of the absorbed photons goes to the kinetic
energy of the average motion. The part that is needed
for the quivering is exactly the ponderomotive potential.
Many multiphoton experiments involve laser intensities
in which the ponderomotive potential is comparable with
the photon energy. For example at a wavelength of 1.06
pm this demands an intensity of 10!* W/cm?. As a con-
sequence of the interaction with the ponderomotive po-
tential the energy of the electrons hitting the detector
is different from the initial energy at the time in which
they leave the atom. This fact may produce a shift and
a broadening of the energy spectra.

In conclusion, the model we have in mind is the fol-
lowing: an electron distribution is produced at t = t,
by multiphoton ionization inside the laser pulse. These
electrons escape from the region in which they have been
generated by heading through the scattering chamber.
For an initial period they move in the laser pulse, while
later on they proceed freely or under the influence of the
space-charge field.

When the focal depth of the laser beam is much longer
than the spot size, we can assume a space-charge field
directed perpendicularly to the laser beam direction. In
this case, with good approximation we can describe the
electrons with a two-dimensional axial symmetric distri-
bution. This holds true since in typical ATI experiments
no use is made of static extraction fields.

In case we consider laser pulses sufficiently long, the
electron distribution evolves under the action of a pon-
deromotive force directed radially. In fact, for c7 > wq,
we can approximate E(P°?) by

2
4re wy

(pom) o, _
E ~ c mew(las)2 Io ’UJZ(:E)

X exp (-ZU—;;;)) I(t — z/c)r. (68)

Then, the distribution function relative to the electrons
produced at t = to is in general given by

f(r,vit, to) = fo( D(t,to)r — B(t,to)v, A(t, o)V
—C(t,to)r, to), (69)

where A, B,C, and D are described by the differential
system (35) with

w?(r, t) = wle? (r,t) — w(i)z(r, 0) + w(Pon)2 (r,t) (70)

during the laser pulse. The ions can be considered to be
at rest during the observation period due to their large
mass, so that w(?)(t) has been approximated with the
initial value. On the other hand, w(P°™? is given by

1o} T2
wipon)2 _ Qgp n)2 exp <—E§> Z(t), (71)
0

where Qgpon)z = 47rezI0/(cmgw(laS)2). For I, = 10
W/cm?, A = 1.06 pym and we = 10 pm, Qg"“"

0.575 psec™!. Typically, Qf)pon)v' ranges between 0.1 and
10.

A. Finite range linear profile approximation

As a first approximation we can represent w(P°®? as a
constant different from zero in a region of radius equal
to the laser spot size,

wPom2 = QPoR2R (1 150V (2). (72)

For this piecewise constant function w, T can be repre-
sented as

T(t,to) = TE) (¢, ¢') . TP (¢, 1), (73)

where T(Po) (¢ ;) is an integral of the ordinary differ-
ential system

d
T T (¢ 20) = (

0 1

o Pon) (¢ 4
QfF )2I(t)0) (tst0)

(74)

which reduces to the unit matrix for ¢ = to, while ¢’ is
defined by the equation,

v — (t =t )v] = wo (75)

with the additional condition ¢ty < ¢’ < t. On the other
hand,

T(pon)(tl,to) — T(pon)—l(t’ tl) . T(Pon)(t’ to)_ (76)

Finally, summing the contributions relative to the time
interval (0,7;) we obtain the total distribution function f
at the end of the laser pulse

f(r,vim) = [) dto fo(TPo™ (7, t0) - Xsto). (77)

B. Electron energy spectrum

In most experiments the energy spectrum F(r',v) is
measured at large distance from the ionization region.
The function F can be expressed as an integral over the
distribution function at t = 7,

F(r',v) = / - dtfo(TCI71(t, 7)-X) (78)

where fo(r',v) = f(r',v;7) while T()(t,7;) describes
the space-charge effect.

When the space-charge field is very weak, the matrix
T (<) can be put in the form T(s¢) = T(free) 4 FT () with
8T () obtained by integrating perturbatively Eq. (20) at

first order in w?,

d 0 0 01
ZsT(se) = . T(free) . (sc)
dtéT (wz[r(t)]ﬂ) T * (00) oI,

(79)

where r(t) refers to the straight electron trajectory in
absence of space-charge field.
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X. PARTIALLY NEUTRALIZED ION CLOUD

The plasma produced in MPI processes (ATI and RIS)
is made of ions and a fraction of electrons, the more en-
ergetic electrons having left the plasma during the pro-
cess of ionization or immediately after it. The remaining
electrons are captured by the potential well created by
the ions into a region of finite motion. Consequently, a
nonneutral plasma is formed, which is characterized by
intense self-electric fields.

It is known that nonneutral plasmas exhibit collective
properties that are qualitativly similar to those of neutral
plasmas. It has been argued in Ref. [5] that in some
conditions the electron cloud remains confined for some
time inside the ion potential well by undergoing some
oscillations.

In Ref. [5] a fluid dynamic approach was used for study-
ing numerically the evolution of a Gaussian distribution
for both species. The large difference in the electron and
ion time scales posed serious limitations to the integra-
tion algorithm used. In the following we will illustrate an
analytic approach which simplifies notably the analysis
of the role of the main parameters involved. In particu-
lar, we will discuss the critical dependence of the plasma
dynamics on the spatial distribution and on the fraction
of captured electrons.

In particular, we will see that the electron cloud un-
dergoes breathing oscillations around its center O, while
the distance A between the centers O, and O; oscillates
at the plasma frequency around a slowly increasing dis-
tance A. As long as A is sufficiently small, the restoring
force exerted by the electron cloud on the ions is able to
counterbalance the force of the external extraction field.
While this mechanism is active the electron packet turns
out to be captured by the ion potential well. Assoon as A
exceeds some threshold value the coupled system O.-O;
breaks up, thus leaving the whole ion cloud free to move
toward the end of the spectrometer. In conclusion, in the
early phase of the plasma evolution, the electron cloud
is confined inside the ion packet and exhibits high fre-
quency breathing oscillations around its center O., which
in turn tends to separate from O; in virtue of the action
of the extraction field, while undergoing the usual plasma
oscillations. During the breathing oscillations the most
energetic electrons escape from the potential well thus
producing a reduction of the capture time 7. This com-
plex dynamics marks the difference with the collisionless
capture of electrons investigated by other authors in the
contest of the propagation of solitary waves in plasmas
[4,17].

The partial neutralization of the ion cloud can mod-
ify to some extent the evolution studied in the previous
section. The initial conditions are not known precisely
and we are therefore restricted to making rather crude
assumptions about the ion and electron distributions. In
order to restrain the mathematics from getting unwieldy,
we will consider Gaussian distributions for both species.
These approximations should cause no concern as the
most typical features of the plasma dynamics do not de-
pend critically on the spatial distribution.

When the laser intensity is so high to produce a wealth

of very energetic above-threshold ionization (ATI) elec-
trons, most of these escape almost immediately from the
potential well created by the space charge and only a
small electron fraction is captured. In this situation, the
plasma is unneutralized by an excess of ions and it can
evolve in a way different from that observed in experi-
ments at low intensity.

It is in fact the ion number to set the role of space-
charge fields in the separation of electrons from ions un-
der the influence of an extraction field and the expansion
of the ion cloud during the flight toward the detector.
Experimental evidence for this mechanism has been pro-
vided by examining resonant ionization of sodium [5c].
Due to the resonant character of the interaction, rela-
tively low laser intensity and pulses of some nanoseconds
were used.

A. Capture of the electron packet by a 2D ion
potential well

Let us consider two 2D Gaussian electron and ion pack-
ets initially overlapped. We analyze the electron evo-
lution in the linear profile approximation, as done in

Ref. [5], with Qg:;:ﬂ given by

Q®2 (M., M;) = Q2 (”— - —1—) 80
(e)eﬂ'( ey 1.) 0 Mez M,z ( )
where n. represents the fraction of electrons captured by
the potential well, which depends on the gas and laser
intensity, while 22 (> 0) is a constant depending on the
ion density. Then, Eq. (55) specializes into

d? o2 1 1
TezE)f—zMe+mMe_aneE——M§=0 (81)

with &, = Q7.

Due to the large mass difference, M; changes in time
much more slowly than M., so that M; can be treated as
a constant in the integration of the above equation.

For M3 + Q272M. < 0 the integral of Eq. (81) is
a periodic function of time, defined by the integral of
motion,

1, (dMe

2
57 \ ) + V (M., M;) = E(M;), (82)

where E(M;) is an energy depending on time through
the slowly varying quantity M;, and V (M., M;) is the
potential
M2 11
- —. 83

M2 oz 89
In particular, at t = 0, M; = M. = 1 and dM./dt = 0,
so that, E(1) = 1 + ®2.

Physically, Eq. (82) indicates that the size of the elec-
tron packet undergoes anaharmonic “breathing” oscilla-
tions around the value M, for which the potential is min-

imum,
1 \/ ®in2 + 492M72 — ®2n,
= . (84)

V(M.,M;) = %«tﬁ ( — 7, lnMj)

M.? 2
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Since M; varies slowly in time, the action integral rel-
ative to Eq. (81) is a constant of motion,
Mmax
VE(M;) — V(M,, M;)dM, = const,  (85)
Mmin
Mmax and Mm;, being two roots of the equation E(M;) =
V (M., M;). B
For small oscillations of M, around M., Eq. (81) re-
duces to

d? (2)2
T3 OMe + Q70 M, =0, (86)
where 6M, = M, — M, and
(2)2
2)2 _ 2Q57 " n, 4
Q7" = Mez + Me‘*rz‘ (87)
In particular, for ®.n.M; > 1
M, ~ /n.M;, (88a)
Q22 1
(e)eﬂ(Me, M)~ ~ A (88b)
(2)
Q
QP ~ V2 ML (88¢)

According to (88a) the initial amplitude AM, of these
oscillations is equal to AM, = |1 — ,/n.|. Later on, since
M; varies in time much more slowly than M., the ampli-
tude of these oscillations satisfies the adiabatic law

AM.(t) = AM.(0) NG 7?
AM.(t) |, 1
M) e ,-(t> (59

so that the oscillations remain small during the ion ex-
pansion.

In conclusion, when the number of captured electrons
does not differ notably from the ion number, as in reso-
nant ionization processes (RIS), where the electrons have
relatively small energies, the size of the electron packet
oscillates slightly around that of the ion packet [see (88a)]
at a frequency given by (88c).

The expansion of the ion cloud can be derived by using

for le))eff the expression

(2)2 __  Me ,~(2)2
Q(z)eff _—:<Q(e)eﬂ'>
_me (2)2 1 1
= o (5 =< (322)) (%0)
where

<L> _ e dM./(MEVE = V)
M Sy dM/VE =V

In the limit of small oscillations,

(2)2 1 3 &2 )2
Q(l)eff W (1 - 5n8¢8(1 - ne) M,(t))
1

~ (92)

Accordingly, when n. ~ 1 the expansion rate of the
ion cloud is independent of the ion density. In particular,
initially the ion packet expands very slowly because the
product ng))eﬁn is very close to 1 (M; ~ 1). The presence
of the electrons inside the ion packet neutralizes the re-
pulsive forces between the ions and the nonhomogeneous
plasma is temporarily stabilized.

In nonresonant ionization processes (ATI) the fraction
of the captured electrons is quite small, that isn. < 1. In
this case we can neglect in (80) the electron contribution

Qg;:ﬂ (<0).

In both cases, RIS (n. =~ 1) and ATI (n. < 1) exper-
iments, |Q§z§eﬁ| is a slowly varying function of time, so
that we can integrate the equation of motion of T, by
using the WKB approximation, thus obtaining

sin @,

T o® ®
V120 09 4 ®)
Ce = /190,402 4(t)|sin .,

(2)
Q(e)eﬂ'(t)

D, = cos e, (93)
Uoren(0)
with ¢ = [3 Q) ¢ (t')|dt'.

Plugging the above expression of T into fo, we obtain
for the distribution function

2
2 v

.
Q2% ()

2
2 _ Uz

1
-1, -1, S S
fO(T;.; xz,Ty xy) (27()2030‘2
S .
X exp ‘I)(e)eﬂ t1 Q( ))eﬂ'(t
2
\- 400 (e)eﬂ‘(o
[ @)
X exp | — 1 %ger Veren(t
2 (2)
L 400 Q(e)eﬂ'(o
[ 2 @)
x exp | — 1= ¥o)er Q(e)eff( )
2
L 40-0 Qgi;eﬂ'(o)

o cos(2¢;)
e)eff( )
2 Y
y? — e cos(2¢y) (94)
(e)eff
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with @ (e)esr = IQEzgeﬂ,(O)ITe and ¢, , = arctan(¢.—26,,),

. 2
being 0, 4 = vz 4/(z, ylﬂge;effl)'

According to (94) a Gaussian electron packet under-
goes “breathing” oscillations of steadily increasing am-
plitude, which vanish only for <I>E:;eﬂ = 1. This means
that the dynamics of the packet depends critically on the

value of & _. In RIS experiments according to Eq.
(e)eff

(88b) <I>(3 & ~ 1, while in ATI processes @Ee;eﬂ > 1.

The oscillatory behavior of f rests on the assumption
of Gaussian distribution and linear space-charge profile.
In Sec. VII we have seen that Eq. (55) admits the in-
tegral of motion (82) only when Q.g depends only on
M. In general, Qg will depend on both M and 9, as
for example for a squarish distribution [see Eq. (42)].
In these cases the dynamics of the packet becomes much
more complex.

B. Collision effects

In the above discussion we have neglected the collision
effects. Although they are almost negligible, the breath-
ing oscillations of the electron distribution cannot last
for long. A way to include the effects of these collisions
on the asymptotic behavior of f is suggested by the ran-
dom field approach initially introduced by Hubbard and
Thompson [17-19]. In fact, we can assimilate the colli-
sions to the presence of a random field superimposed to
the coarse grained space-charge field considered till now
[see Eq. (2)]. In our case this amounts to considering an
equation of motion for T of the form

|
1 Q%e)eﬂ' +1 Qg;eﬂ'(t)
frot) = sz exp |- —— 2)
(27)%0d03 403 Qge)eﬂ,(O)
oo -1 2
(ef)ei’f 2_ U
X E €mlm ———2— T Q(z)z
m=0 (e)eff
=) @2 -1 ’U2
(e)eff 2
X E enly |[——— |y
(2)2
n=0 400 Q(e)eﬂ'

with €, = 2 for n # 0 and ¢y = 1. Accordingly, after a
time of order 7., only the zeroth order terms survive and
the oscillating part of f disappears. Physically, this cor-
responds to the dissipation of the breathing oscillations
into thermal energy.

C. Plasma oscillations in presence
of an extraction field

In accordance with the above discussion the plasma
produced in resonant MPI processes has lifetime rela-

dz
__t_z_Tz + [_9(2)2 (t) +w:(:an)2]Tx — 0,

d (e)eff
d? (2)2 (ran)2
FTy + [—Q(e)eﬁ'(t) + wy ]Ty = 0, (95)
where w{™" and w,(,“n) are small random quantities, mu-

tually uncorrelated. Accordingly, the evolution of the
electron packet is described by a two-dimensional ran-
domly modulated oscillator [20].

In particular, the distribution function will read

f(xzvxy’t) = (fO(T::l'XE’Ty_l'xy?)) (96)
where (---) represents an ensemble average over
(ran) (ran)
z y ¥y

In case Qﬁe;eﬁ.(t) is a slowly varying function of time,

the distribution function will be given by Eq. (94) with
phases

Bo = 8elt) + (1/2) / [Wl2(E) /10l ()]t —

_¢e + ¢(ran) ey

The electron trajectories are almost periodic while
(ran)

=y~ changes very little during one period. Accord-
ingly, $¥2 can be treated as a Gaussian process with

zero average values and variances increasing linearly in
time,(¢2G*™) = t/(27,), 7, being a relaxation time. 7,
will depend on the average number of collisions under-
gone by an electron along its trajectory, and, conse-
quently, it will be a function of r and v.

Now, expanding (94) in Fourier series with the help of

the Jacobi identity and averaging with respect to ¢("m)
yields

1'2 + __1_)2__
Qg;:ﬁ(t)
e~™/™ cos[2m(de — 02)]
e ™/ cos[2n(¢e — 6,)] (97)

tively long due to the partial neutralization of the space-
charge fields. In this case we can use with some confi-
dence the model discussed in Sec. II. In particular, we
can imagine the plasma as formed by two clouds having
centers in O, and O;. When a constant extraction field
E(ext) is applied along the z axis we derive from Eqgs.
(10) in the limit of the linear profile approximation,

02 e
A=—— (ext)
M2 Me E ’

i

Ze —

(98a)
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me Q2 2% 0

Z; + M2

- E‘ext), (98b)
with Qg defined by Eq. (80). Next, subtracting (98a)
from (98b) yields,

A+ erA = miE(ext)’ (99)
where
1 Me Te Q2
Q2 = QF <M2+_—~W) M (100)

On the other hand plugging the expression (92) of
Qg)):ﬁ. into (55b) we immediately see that the ion cloud
evolves approximately as in a thermal expansion with a

characteristic time 7;/ V2,

V142

where £ = \/Et/Ti.

This model can be improved by accounting for the de-
crease of the restoring force at large distance by intro-
ducing in Eq. (99) the function F[r/o;(t)] = w?(r,t)/Q3
equal to one for r = 0,

2 2
d ® F(AJooV1+12)A =

M;(t) ~ (101)

2er?
—A _ 2773 pext)
dt? + 1+4t2 Me ’

(102)

where ® = Q¢7;1/2.

For integrating the above equation we split the dis-
tance into the sum of a slowly varying part A and a
rapidly varying one §;, namely A = A + §;, with A de-
fined by

2
%F(A/UO\/1 +i2)A =0 27! pylext),

1+t Me

(103)

Next, assuming 8, (t) be so small to allow us to approxi-
mate F(A/o) with F(A/o), Eq. (102) is replaced by

2
d F(A JooV/1 +12)8, =

dt2

(104)

Since d?A/dt? < (2e?E*™%) /m.)®"2 and ® > 1, we
can neglect the right side of the above equation. Conse-
quently, within the limits of small oscillations, §; satisfies
the equation of motion of a slowly modulated harmonic
oscillator,

(1 4 £2)1/4

FU4(A /o1 + 2)

81(t) = 6:(0)

cos(t)]  (105)

{ pi/2
with ¢ = @ f mdt.
For 2D Gaussian distributions the function F reads,

F(r)_l—e""2/2"2~ 1
T 72202 T 1+472/202

(106)

Consequently,
~ 202 22
A=Apax |1— I_Kz;(l+t) , (107)
where
Amax meoo22 _aolpi(0) 108 N
oo eElext) T gegElext) 2mlogEext’
(108)

Here p;(0) represents the volume number density of the
ions on the axis of the 2D distribution, I stands for the
effective dimension of the plasma along the axis while
N is the total number of ions. For typical conditions
(00 = 10 pm, ! =1 mm),

A N

Tmax ~5x 1073

p Flext) (109)

for a field measured in V/cm.
The system electron-ion will be bound for a time of the
order of

AZ

tmax = \/Er,-‘/L;x —1.
(o4
0

In addition, it follows from (107)

(110)

_ 22 2
81(0) < A(0) = Amax (1— 1 - 20 )zZ‘_’O_

(111)
while combining (105) with (107) yields, for Amax/00 >
1:

51()] }( %0

1/2 1
o(t) 2 Amx) (1+t2)1/2

1/4
202
—‘/1— 0 (14142 .
x(l Amax( + ))

Consequently, the amplitude of the oscillation of

81(t)/o(t) decreases from the initial value oo/Amax to
(00/Amax) 3/2 Then, the initial assumption of small os-
cillation is well satisfied for Aax > 0p.

(112)

XI. CONCLUSIONS

In this paper we have analyzed the plasma produced in
MPI processes (ATI and RIS) by dwelling on the dynam-
ics of the ions and the electrons. We have shown that in
most experimental conditions the integral of the Vlasov-
Maxwell equation is represented by the initial distribu-
tion function with arguments transformed by a time-
dependent matrix T. In other words, the plasma evo-
lution is represented by a transformation T acting upon
the coordinates r-v of the particle phase space. Hence,
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the integration of the Vlasov-Maxwell equation reduces
to the integration of the equation of motion of the ma-
trix T, which depends on the external field present in
the scattering chamber and in the spectrometer, and on
the densities of the ion and electron packets. Combining
the equation of motion of T with the electron and ion
densities, a closed system of equations is obtained.

In most cases the collision effects are so small that they
can be accounted for by introducing a random field, so
that the distribution function is given by an ensemble
average over such a random field. In practice such a
random field correponds to a random phase contribution
to the matrix T, which can be treated as a Gaussian
process.

In concluding this paper, it is worth pointing out some
approximations and limits of the analysis we have devel-
oped in order to put our approach in perspective in the
more general field of numerical models put forward to
analyze the plasma behavior in different physical condi-
tions.

In particular, the main aim of our model was to inves-
tigate the dynamics of charged packets produced in MPI
experiments, with special attention paid to the case of
nonresonance MPI where most of the electrons are pro-
duced as energetic ATI electrons, thus readily leaving the
interaction volume, while the thermal ions evolve under
the action of their own space-charge field and of an ex-
traction static field. In the hypothesis of a linear space-
charge field profile and disregarding the interaction be-
tween ion and electron clouds, our analysis has been used
for interpreting the temporal broadening of ion peaks ob-
served at the output of a TOF spectrometer, as well as
the change in their relative temporal positions observed
in actual well-controlled experimental conditions.

This evolution of ion packets during the passage
through an electrostatic time of flight can be studied
by integrating a differential system, thus simplifying the
evaluation of experimental results and assisting in plan-
ning experiments.

We have carried out our calculation only in the case of
two-dimensional plasmas, and the extension of the model
to more general and complete three-dimensional situa-
tions is not straightforward, although we are presently
making an effort in this direction. Moreover, we have
made rather crude assumptions about ion and electron
distributions, in order to restrain the mathematics from
getting unwieldy. We have, thus, been restricted to use
well-behaved (Gaussian) distributions for both charged
species. This, obviously, prevents the analysis of plasma
oscillations in a more general context. For instance, the
effect of Landau damping on the evolution of plasma os-
cillations cannot be handled by the simple expansion in
powers of v used by us [see Eq. (36) and following]. This
limit of our model in its present form represents a serious
warrant to future studies of more general situations.

In spite of the above limits, the analysis based on distri-
bution functions appears more flexible and complete than
that based on the fluid model. The kinetic theory can
accommodate deviations of the space-charge field profile
from the linear one. Finally, analytic solutions can be
worked out in several significant cases. On the opposite,
the fluid model developed in Ref. [5] can be used only for
Gaussian packets with Maxwellian energy distributions
and in absence of collisions.

The advantages of the kinetic approach become more
evident in the study of the interaction of electrons and
ions, where the limits of some fluidynamic models based
on Gaussian spatial distributions become more severe.
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