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We examine the propagation of weakly nonlinear waves on the surface of a shallow viscous
conducting liquid layer stressed by a normal electric field. A Korteweg—de Vries-Burgers equation
is obtained using multiple-scale analysis and a systematic treatment. We discuss the possibility
of sustaining solitons of permanent amplitude with the aid of electric fields to compensate viscous

losses.

PACS number(s): 47.65.4a, 47.35.+i

I. INTRODUCTION

The existence of solitary waves in dissipative media
has recently been investigated, e.g. for thin layers where
viscous friction cannot be disregarded. It is known
that these nonlinear waves can be excited by mechanical
forces, e.g., gravitational forces for inclined liquid layers
[1,2], or Marangoni forces in horizontal layers [3]. Re-
cently, Weidman, Linde, and Velarde [4] have reviewed
experiments performed long ago by Linde and collabora-
tors and have proven the existence of solitary waves in
a shallow liquid layer, driven by Marangoni forces. The
properties of these waves resemble those of solitons in
inviscid liquids.

Contrary to the case of solitons, these dissipative waves
are not dependent on initial conditions, but rather on the
balance of injection of energy, dissipation, nonlinearity,
and dispersion. There is no theory to quantitatively pre-
dict the nature of these waves. Nevertheless, some fea-
tures have been predicted by numerical and theoretical
analysis based on simplified models [1-3].

The electric field could be a suitable physical agent to
generate solitary waves in horizontal layers. Electrical
energy may be pumped into liquids with finite conduc-
tivity. However, as shown by Melcher [5], a finite conduc-
tivity unavoidably implies the consideration of viscosity
to compensate tangential electrical stresses on the free
surface.

Recently, Easwaran [6] considered the behavior of
weakly nonlinear long waves on a shallow perfectly con-
ducting liquid layer. He deduced a Korteweg—deVries
(KdV) equation for the surface deviation, with coeffi-
cients modified by the electric field.

Here we consider two effects: viscosity in the bulk
and finite electrical conductivity. A systematic approach
based on the Fredholm alternative is used to derive the
equation satisfied by the deflection of the interface. The
aim is to show the possibility of sustaining solitary waves,
compensating the viscous losses by injecting electrical
energy into the system. When viscosity effects are of
the same order as nonlinearity and dispersion, we obtain
a Korteweg—de Vries—-Burgers (KdVB) equation. This
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equation admits kink type solutions of permanent form.
However, solitons of finite length would be either damped
or amplified, depending on the ratio of electrical energy
input to viscous losses, and consequently show the exis-
tence of a threshold value of the electric field, similar to
the case of Marangoni convection [7]. Above this value,
the theory presented here cannot follow the further evo-
lution of the unstable waves. Higher order terms should
then be considered to describe this case. The existence
of this threshold might be indicative of the existence of
solitary waves excited by electric fields in viscous liquids.

II. SYSTEM DESCRIPTION

Let us consider a liquid layer of thickness d resting on
a grounded conducting electrode at z = —d. Another
electrode, with fixed potential Vp, is placed at a distance
z = h above the surface. The liquid is assumed to be in-
compressible and to have density p, kinematic viscosity
v, large, but finite, electrical conductivity o, and electri-
cal permittivity . The system is subjected to a vertical
gravitational acceleration g.

The system extends infinitely in the horizontal direc-
tions but only disturbances depending on the z coordi-
nate are considered. The surface elevation can then be
described by a function 7(z,t). The amplitude of these
disturbances is of order a, a length usually much smaller
than the depth.

Let u and w denote the horizontal and vertical velocity
components; p the excess over the hydrostatic pressure;
and ¢ and v the excess over the static electric potential
in the liquid and in the air, respectively.

The evolution of these magnitudes is governed by a set
of equations that we present in nondimensional form.

The units used to make the variables dimensionless are
as follows. The scales for the mechanical magnitudes are
well known, and can be obtained from dimensional linear
analysis,

=), z=d, n=a, t=T, (1a)
al a
u=mo W=, P=pge (1b)
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where T is a typical mechanical time. The simplest choice
is given by the ratio between the wavelength of the dis-
turbances and their linear velocity, i.e., the period of the
linear waves T = A/(gd)'/2.

Appropriate scales for the potential ¢ and v are simi-
larly derived from the linearized equations for the conti-
nuity of the potential and the charge conservation equa-
tion

¢ = Y + VOQ’
L (2)
o] (o] [3Vo]
) 3% ¢ 0 Vo _
_Eom + 655 + 0’52- ~ 92 (Eozu) =0.
(3)
€oto £¢o oo €oaVp
Th Td d Tdh |~

The order of magnitude of each quantity is indicated in
brackets. Multiplying the second one by d/o, and tak-
ing into account that the conductivity is large enough to
make €9/0T < 1 (the charge relaxation time is assumed
to be much smaller than the mechanical one), we arrive
at the relation

€o d €0
¢o ~ U—T“E'lﬁo aTd]O' (4)

The following scales are finally obtained from the conti-
nuity of the potential:

a € Q@

Yo = 7Vo, $o = aThVO' (5)
These orders of magnitudes imply that, at least to the
first order, the liquid appears, from the air, to be a per-
fect conductor. They also imply that the field inside the
liquid is generated by changes in the surface charge.
The system of dimensionless equations (the parameters
will be explained later) is given by
(1) Continuity and Navier-Stokes equations:

Uz +w, =0, (6a)

us + a(uuz + wuz) = —p: + V(uzz + 62“’31:) ) (6b)

52[wt + a(uws + ww,)] = —pz + sz(wzz + ‘szwzz) )

(6¢)

(2) Laplace equations for the electric potentials:
b2z + 672z =0, (6d)
Yz + 6%hge = 0. (7)

Equations (6) apply to the liquid layer (-1 < z < an)
and (7) to the air layer (an < z < D).

We must add the following boundary conditions to this
set of equations.

(1) At the lower plate (2 = —1) we have
6=0. (8)

Note that the second condition implies that the sliding
resistance between two portions of the liquid is much
greater than that between the liquid and the lower
plate. With this assumption, the boundary condition
is a “stress-free” condition and the viscous effects mainly
take place in the bulk. The more realistic condition v = 0
(“no-slip” condition) makes the problem much more dif-
ficult. Because of this, the stress-free condition has often
been used [3].
(2) The sole condition at the upper plate (z = D) is

% =0. (9)

At the liquid surface (z = an) we have five conditions.
(1) Kinematical condition

w=0, u,=0,

w =1 + oun, . (10a)
(2) Continuity of the potential
Ryp=9+n. (10b)
(3) Charge conservation equation
1 1 u + ad’n,w
(-ma+e)+ [ (- en) (55) |
1 Nzt
2 —
+2a5 (-ﬁ — aq) N3 + ¢n - 07 (]'OC)

where q is the excess over the static surface charge

q=- (1/) - 61'RE¢)1|,

and 8/8s and 8/9n (which appear as subscripts) denote
the tangential and the normal derivative, respectively.

o9 _1(6 0\ 0 _1(0 |5 O
9s N \oz "5z ) an~ N\ &z =5z )

(10e)

(10d)

with

N=(1+ a262n§)1/2 . (10f)
Note that the term describing the divergence of the sur-
face currents has two parts: one corresponding to the
divergence of the currents, as they are seen from the sur-
face itself, and another associated with the change in the
surface curvature.

(4) Continuity of the tangential stresses:

V{(un — abd®ngu,) + 62 (w, + anzwy)]

+DWR, (%f - aq) ¢, =0. (10g)

(5) Jump in the normal stresses:



49 KORTEWEG-de VRIES-BURGERS EQUATION FOR SURFACE. ..

2 2 2p2
a 1 srREa 2 aa RE 2
af > kL G
WD[z(aN+¢n) 5 ¢n — (1 —er)——¢,
WD 27N
+2V(wn —amettn) +p—n— 5 =—p3 -
(10h)

The dimensionless parameters are the following:

(1) relative depth 6 = d/},

(2) relative thickness D = h/d,

(3) relative amplitude o = a/d,

(4) viscous parameter V = vT/d?,

(5) electric parameter W = eoVZ/pgh®,

(6) electric Reynolds number R, = ¢€o/0T,

(7) relative permittivity e, = £/eo,

(8) Bond number B = pgA?/y.

The number of parameters is so large that many differ-
ent analyses can be performed. In this paper, we restrict
ourselves to a particular balance that we find appropriate
to the case of viscous liquids subjected to achievable elec-
tric fields. A more general analysis, based on a multiple-
parameter expansion, is left for further research.

The first three parameters are purely geometrical. The
relative thickness will be a number of order unity. How-
ever, the relative depth will be assumed to be much
smaller than one (shallow layer limit). The relative am-
plitude will also be much smaller than the unity, since
the behavior is weakly nonlinear. In fact, we restrict
ourselves to the case where a ~ §2. This is the limit for
which nonlinearity and dispersion are of the same order
and the KdV equation appears. We introduce the Ursell
number U = /62 as an auxiliary parameter.

The viscous parameter V measures the ratio between
viscous and inertial terms. We will assume that it is of
order one. Since our boundary conditions do not induce
vorticity in the liquid, the basic viscous solution will be
the same as the inviscid one. Therefore, viscous effects
will be of second order, despite the fact that V' ~ 1.

The electric parameter measures the ratio between the
variation caused by the disturbances in the electrical en-
ergy density [of order gEsE' ~ £9(Vo/h)(aVo/h?)] and
the gravitational energy density (of order pga). It is a
number of order unity.

The electric Reynolds number R, compares the charge
relaxation time to the mechanical time and is much
smaller than one, as previously stated. Since we want
the pumping of electrical energy to be of the same order
as the viscous losses, we assume that R, ~ &°.

Finally, as we deal with long waves, the Bond number
B will be assumed to be of order 62.

Summarizing, our assumptions regarding the orders of
magnitude are

D~W~Vn~e ~1,
a~R, ~B'~8 k1. (11)

III. TREATMENT OF THE PROBLEM: THE
LINEAR REGIME

We will proceed by repeated steps. First, we expand
all the magnitudes and equations in powers of §2. We
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also expand the boundary conditions, evaluating them
at z = 0 through a Taylor series. The expansions of the
magnitudes have the form

A=) ADgH, (12)

We use the multiple-scale method to avoid possible secu-
larities, following Nayfeh [8]. Thus we introduce a series
of time scales tg,t;,t2,... so that

At = Ato + 62At1 + 64Ag, + .- (13)

We obtain a hierarchy of equations that gives the suc-
cesive corrections in the magnitudes. The derivatives
with respect to the slow time scales are obtained from
the solvability conditions that the variables and bound-
ary conditions must satisfy. The Fredholm alternative is
the method used to impose the solvability conditions.

The equations at the lower order are the well-known
linear equations, which can be written as Lu(® = 0,
where u(® = (u(® w(® p© $0©) ) and £ is a
piecewise-defined linear operator, given by

8 8,0 0]0
By —VB:, 0 8, 0|0

L= 0 08, 0[O0 (14)
0 0 0 8,.|0
0 0 0 0 0.

where the upper block and the corresponding four com-
ponents of u(®) are defined in the region —1 < z < 0 and
the lower block in the region 0 < z < D. More generally,
each hierarchy level has the form Lu(® = b(™, where
b(™ a function of the lower orders.

The boundary conditions to first order are given by

w® =0, u®=0 ¢@=0, (z=-1), (15)
@ =0, (z=D), (16)

w® =p,, ¢@=-9, (z=0), (17)
¢ —ul® —y@ =0, (2=0), (18)

u® =0, WDy 4+pD =y, (z=0). (19)

Note that the interface elongation 7 is not expanded in
powers of §2. Thus, 7 must satisfy a series of conditions
that determines the evolution of the surface.

To determine the solvability condition we use the ex-
pression

(uf, a™) — (ctuf,u™) = J(ut,u™), (20)

where LT denotes the adjoint operator of £ under the

scalar product
L T 0 4 D
dm/ dto[/ dzZvIu:f +/ dzv;u5]
-L J-T -1 0

i=1
(21)

(v!,u) = lim
T — oo
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and ut = (pt,ut, wt, ¢t ¥1) is a vector of the dual space.
The equations for the adjoint problem are obtained inte-
grating by parts (uf, Cu(™). In addition, J(uf,u) in
(20) denotes an integral of the exact differential of the
left-hand side. It contains only terms evaluated at the
boundaries. It can be used to choose appropriate bound-
ary conditions for the adjoint problem. These must be
those that make J vanish, assuming that the conditions
of the direct problem are homogeneous.

The adjoint problem is easily solved and the solution
is proportional to an arbitrary function A of z and t,.

Substituting and integrating by parts in (20) results
in an expression multiplied by A. Since this function is
arbitrary, its coefficient must vanish, therefore leading to
the solvability condition.

For n = 0, the solvability condition reduces to

1
Nex — Wntoto =0 ) (22)

therefore showing that a liquid in the shallow layer limit
subjected to a normal electric field obeys a nondispersive
wave equation. The main effect of the electric field is to
change the phase speed, to ¢ = (1 — W)/2 instead of
¢ = 1, as would be found in the non-electrical problem.
For W = 1, the speed vanishes and the system becomes
unstable. The critical value of the electric field is identi-
cal to that previously determined by Taylor and McEwan
[9] in the limit of long waves. We assume we are below
this limit in the following.

Assuming that Eq. (22) is satisfied, we can obtain the
explicit solution for the first-order direct problem. This
is

u® =Q,, w®=—-Q.(z+1), p®=-0,, (23)
— 1
¢(0):sz (Z+1)! w(O):Qtol_W(z—D)u
(24)

where  is a function related to n through n = Q,, /(1 —
It is of interest to note that this solution is the same
as in the inviscid case. This is a convenient consequence
of the stress-free condition at the lower electrode.
Since the zero-order solvability condition is a linear
nondispersive wave equation, it results that the surface
elongation can be written as

n(z,to,t1,...) = 07 (z — cto, t1,...) + 0~ (z + cto, t1,...),
(25)

and the following relations hold:

Qe =c(n” —n"), =" +n). (26)

IV. THE WEAKLY NONLINEAR REGIME

Expanding the complete system up to the first power
of 62, we obtain a new system of equations of the form
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Lu®) = b where bV is a vector dependent only on
the known functions of order zero. This system need not
be solved. Applying the Fredholm alternative is sufficient
to obtain the equation for the evolution on the slow scale
for the surface elevation.

We obtain the solvability condition making use of (20)
for n = 1. This condition can be integrated once. The
resulting equation is

2Qq¢, +2U (22 Q22)

U 3w
w1 wp) @t

R ,W(D? - 1)
~lav 42— "]
( * D§? ) T
1 W D? 2
15 (1 =0.
[3( +1—W>+B<52(1—W)]Q””° 0

(27)

This is a Boussinesqg-type equation with a dissipative
term. It contains terms associated to the nonlinearity
(second and third), dissipation (fourth), and dispersion
(fifth). In terms of the functions n*™ and 5, this equation
admits the form

(77:1 + Aﬂf")gL - Azngg + A3772€E)
- (mj — A g — Aang, — Asn&()
~Ay (n*ng + ngn‘) =0, (28)

where £ =  — ctp and ( = z + ctg are the phases of the
right- and left-moving linear waves, respectively.
The coefficients are given by

Ay = 3TUC (1 ~ (TiWW)f) , (29a)
A3=§(1+%>+ﬁ, (29¢)
Ay = % (1+ (1—_31/%5) : (294d)

The solvability condition, (28), can be considered as
two coupled KdVB equations. Nevertheless, Byatt-Smith
[10] has pointed out that a Boussinesq equation of the
type (27) does not correctly describe the head-on collision
of solitons, while the original system does make it.

If one of the traveling waves is absent, the equation
reduces to a simple KdVB one. We assume this situation
in the subsequent discussion

V. DISCUSSION OF THE RESULTS

The KdVB equation contains terms associated with
the nonlinearity, dispersion, and dissipation. It is well



49 KORTEWEG-de VRIES-BURGERS EQUATION FOR SURFACE... 2939

known that in the absence of dissipation, the nonlinear-
ity can compensate the dispersion and a solution is pos-
sible in the form of a “sech?” soliton preserving its form.
This solution no longer applies when there is dissipation
because of the energy loses.

Several papers have been published regarding the
search of exact solutions for this equation. In particular,
Jeffrey and Xu [11] found two exact kinklike solutions.
They have also shown that there are no more solutions
of this type. Kudryashov [12] also found a solution which
is the first of Jeffrey’s.

These solutions are rather special because of their in-
finite length, which implies that an infinite amount of
energy is fed into the system through the boundaries.

If we are interested in sustaining finite length waves,
we must make the coefficient A, vanish. This coefficient
reflects the balance between the viscous losses and the
electrical energy input. This flux can have any sign, de-
pending on the factor (D? — 1). This factor comes from
the charge conservation equation, since the electric field
inside the liquid is caused by the charge variations at the
surface.

For D = 1, the electrical energy injected into the fluid
is zero. For this particular value of D, transport of sur-
face charge by convection exactly compensates the tem-
poral variation of the surface charge induced by the elec-
trodes, therefore making the inner electric field zero.

To explain this phenomenon it is necessary to take into
account that the changes in the surface charge are dom-
inated by the variation of the electric field in the air,
which is inversely proportional to the width of the air
gap, whereas the transport of charge depends on the gra-
dient of the horizontal velocity on the surface, which is
inversely proportional to the depth of the liquid. Both
factors have opposite signs. Therefore, when both thick-
nesses are equal, the two effects cancel one another and
no electric field is generated inside the liquid.

If d # h, an electric field appears in the liquid, given
approximately by

o EVodn (1 1
B~ =% Bt (h d) ' (30)

From this component, we can estimate the value of the
tangential field and from this, the value of the electric
input of energy, given approximately by

2
~_S0Ve (1 1Y /L Ou
Pe-tha\n—a) 2 ) d\5) - G

Therefore, it can have any sign, depending on the ratio
of d to h.

For D > 1 we see that mechanical energy is extracted
and converted to electrical energy, therefore aiding the
damping due to viscous losses. The electrical energy op-
poses this damping only for D < 1 . For each value of
D < 1 there is a critical value for the electrical parame:
ter W, at which an exact compensation of viscosity takes
place, given by

4DV §?
W= R.(1-D9" (32)

For this value, A, vanishes and the equation reduces
to two coupled KdV equations (or to a single one). This
equation is also obtained neglecting viscous and finite
conductivity effects and it is similar to that obtained by
Easwaran [6].

The waves are amplified if the field makes W greater
than this value. The amplitude grows and the liquid is ac-
celerated, making the viscous damping increase. Finally,
a new equilibrium between forces might be reached. To
describe this situation, new terms of the expansion must
be included, since our analysis is only for weakly non-
linear waves. In any case, we believe that solitary waves
may be sustained in a viscous liquid with an electric field.

An interesting feature of this KdV, already discussed
by Easwaran, is the possibility of making the nonlinear
term coefficient A; vanish. The value of the electric pa-
rameter at which this occurs is

D

This value is always less than the linear instability cri-
terion. For this value only the dispersive term remains
and solitary waves cannot exist. When the critical value
is surpassed the sign of A; changes. This implies that
for a given value of the soliton velocity, the amplitude
is positive below and negative above (or vice versa). If
the change is made slowly one can expect the soliton to
accelerate (or decelerate) to reach the speed compatible
with its amplitude.

We can estimate the values for the different magnitudes
in a possible laboratory situation. Let us consider a layer
of water of thickness 2 cm, under a layer of air of thick-
ness 0.5cm. For a perturbation of wavelength 10 cm, the
linear instability requires a field of about 7.5 x 10° V/m.
The critical value at which the nonlinear effects vanish
lies in the range of 3.4 x 10° V/m and it is lower than
the linear stability value. If the water is very pure, the
electric field required to compensate the viscous losses in
the bulk is even lower. Its value is close to 2 x 10° V/m.
This means that the viscous damping can be compen-
sated. “Antidissipative” effects could then be produced.

These values are not very far from the value of the
breakdown field in wide air gaps. This problem could be
avoided by choosing other liquids and gases with different
properties.
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