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Simulation of the beam halo from the beam-beam interaction
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A technique for simulating the beam halo in circular e e colliders is introduced, tested, and applied.
Amplitude space is divided into core and halo regions, and only halo particles are tracked saving a factor
of 100 or mare in CPU time. The methods for determining the regions, selecting and tracking particles,
and connecting the core and halo are described. Results agree with conventional simulations. The beam

halo is strongly influenced by nonlinear beam-beam resonances indicating that resonance streaming and

phase convection are the dominant mechanisms for particles reaching large amplitudes.

PACS number(s): 41.75.Ht, 29.27.Bd, 29.20.0h, 41.85.Ew

I. INTRODUCTION
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being proportional to N rather than N (f, is the col-
lision frequency). This first beam-beam limit is due to
blow-up of particles in the beam core, i.e., small ampli-
tude particles at high population densities. Coherent
effects and nonlinearities can both be involved.

The second beam-beam limit comes from a short life-
time as N keeps increasing, finally stopping the luminosi-
ty increase. The bad lifetime results from particles driven
to such large amplitudes by the beam-beam interaction
that they fall outside the accelerator aperture and are
lost. It has been observed that the beam halo deviates
substantially from an extrapolation of the approximately
Gaussian core [2].

The two beam-beam limits could be due to different
physics, or they could be difFerent manifestations of the
same physics. Many beam-beam simulations have been
written to investigate the beam core and to make lumi-
nosity predictions [3,4]. However, little progress has

Since the first e+e collider, the beam-beam interac-
tion has been an important, but not well understood, is-
sue that dominates performance. Generally, based on
operational experience, there are two beam-beam limits
[1]. The first is the saturation of the beam-beam strength
parameter,

r, NP»

2myo (o„+o„) '

where r, is the classical electron radius, N is the number
of particles in a bunch, P» is the vertical amplitude func-
tion at the interaction point, y is the beam energy in
units of rest energy, and o and o„are the rms vertical
and horizontal beam sizes, respectively. Flat beams,

o„»o„,are assumed for the rest of this paper. Above
some N the vertical beam size blows up leading to a con-
stant value of g and the luminosity,

been made in studies of the beam halo. This paper intro-
duces a simulation algorithm for investigating beam halos
in e+e circular colliders.

II.METHOD

The major difficulty of simulating the beam tail is that
the particles deterinining the lifetime are rare; their den-
sity is 10 -10 of the core. Tracking for a huge num-
ber of particle turns is necessary to simulate the beam
halo at an interesting level, and this requires an unaccept-
able amount of CPU time even for modern computers.
However, since we are only interested in the particles in
the halo when determining the lifetime, we do not have to
track all particles, and not following core particles saves
a tremendous amount of computing time. This is the
basic idea of this algorithm. The remainder of this sec-
tion deals with essential details which follow from earlier
work by Irwin [5].

The simulation starts with 1000 particles that are
Gaussian distributed in six-dimensional (6D) phase space.
Those particles are tracked through the ring and receive
beam-beam kicks from a counter-rotating beam with
fixed transverse dimensions and bunch length, i.e., the
weak-strong picture is used. The weak-strong model is
valid because the forces on tail particles are determined
by the core and there are so few tail particles that they
cannot cause coherent motion. We are assuming that
parametric driving from possible coherent motion of the
core can be neglected. The particles are tracked for a few
damping times to determine the equilibrium distribution,
and, then, a boundary is determined in amplitude space
so that about 100 particles are outside the boundary and
900 particles inside. After that, more tracking is per-
formed to save all coordinates of particles crossing from
inside to outside the boundary. This information is im-
portant for connecting the regions separated by the
boundary. A large number of crossing coordinates is im-
portant to provide this boundary condition. The pro-
gram saves up to 200000 sets of crossing coordinates,
and typically, the number of crossings in 10000 turns is
under 200000. These crossing coordinates are important

1063-651X/94/49(3)/2323(8)/506. 00 49 2323 1994 The American Physical Society



T. CHEN, J. IR%IN, AND R. SIEMANN 49

to m.ake connections between regions. Their usage in the
next step is discussed below. The maximum amplitudes
of a particle before the crossing are also saved for the life-

like calculation. At the same time the crossing coordi-
nates are being obtained, the density distribution inside
the boundary is saved and 1000 particle coordinates out-
side the boundary are saved by randomly choosing one
particle outside the boundary every 10 turns and saving
its phase-space coordinates. These are used as the initial
coordinates for the next step.

The halo extends differently in the longitudinal, hor-
izontal, and vertical dimensions, so we have chosen the
ellipsoid shown in Fig. 1 as the boundary. The axes in

the figure are the longitudinal, horizontal, and vertical
amplitudes, normalized to the nominal sizes, and the
principal axes of the ellipsoid are along these amplitude
axes with lengths A», A», and Ay/) respectively. The
boundary parameters are found as follows: (1) find ampli-

tudes a,s, a„&, and a &, such that 10 particles have larger

amplitudes in each direction, i.e., N( A, & a,i, ) = 10,
i =s,x,y; (2) in the longitudinal, take A,„=a,~; (3) define

a factor a by A»=aa» and Ay&=aayt, and adjust a so

there are 100 particles outside the boundary and 900 par-
ticles inside.

The boundary could be determined in other ways. A
two-dimensional ( A„and A only with no consideration

of A, ) and a three-dimensional cylindrical boundary (a

maximum value of A, but a profile in A„and A that is

independent of A, ) were tested. The resultant distribu-

tions in these tests were not sensitive to boundary param-
eters or shapes. We prefer the ellipsoid boundary because
it retains particles with large longitudinal amplitudes.

The second step starts with the 1000 sets of coordi-
nates saved in previous step. These particles are outside
the first boundary, and they represent 10%%uo of the total
population. We are tracking the equivalent of 10000 par-
ticles for a factor of 10 gain. Core particles, particles in-

side the boundary, are not tracked. During this second

step, many particles initially outside the boundary fall in-
side it. We replace each such particle with a new one
randomly chosen from among those that crossed the
boundary from inside to outside on the previous step.
That step was 10000 turns long, and so each set of the
coordinates tends to be used 10 times per 10000 turns be-
cause of the particle number gain. Even though the same
starting coordinates are used many times, subsequent
phase-space trajectories are di8'erent due to quantum
fluctuations.

Similar to the first step. (1) particles are tracked for a
few damping times to determine the distribution, (2) a
second boundary with 100 particles outside and 900 in-
side is found, (3) boundary crossing information is saved,
(4) 1000 sets of coordinates of particles outside this
second boundary are saved, and (5) the distribution be-
tween the first and second boundaries is obtained. This is
repeated several times, as shown in Fig. 2, with a gain of
ten in the equivalent number of particles each time. Each
time the distribution inside the latest boundary is updat-
ed by multiplying by the gain.

There are two keys to making this algorithm reproduce
the beam distribution. One is the randomness involved.
Quantum excitation produces a random component of
motion for every particle on every turn; a particle "for-
gets" its microhistory after several turns. In addition,
there is randomness in selecting the 1000 particles that
are tracked and in picking the boundary-crossing coordi-
nates when replacing a particle. This randomness is
essential for modeling the huge number of beam particles
with a limited number of test particles. The second key is
that particles are tracked for long enough that the distri-
bution and boundary-crossing flux reach equilibrium.

Efkctively, the flux across the inner boundary serves as a

boundary condition. In this way, information about the
distribution inside the inner boundary is not ignored.

III. THE PROGRAM

gA. ,

Axl

FIG. 1. The ellipsoid boundary.

A„

The simulation is written in standard FORTRAN. The
tracking algorithm is like other strong-weak simulations.
The strong beam is assumed Gaussian in all three dimen-

sions, and the beam-beam interaction is calculated using
the formula of Bassetti and Erskine [6]. The complex er-
ror function that appears in that result is evaluated using
a Padh approximation [7]. The strong beam can be sliced
into 3, 5, or 7 pieces longitudinally. This increases com-
puting time significantly, but it is necessary for bunch
lengths comparable to P» [4]. The longitudinal positions
of the beam-beam kicks, as well as the strong beam sizes
at those positions, are modulated by synchrotron motion.

There is a self-consistent mode in which a strong-
strong simulation is performed for about two damping
times at the beginning. In this mode, the strong and
weak beams have about the same core profile. The result-

ing core size is used as the strong beam size in the subse-

quent weak-strong beam halo simulation.
Parasitic crossings near the interaction point have been

included. The parasitic crossing points appear symmetri-

eaHy on both sides of the interaction point, and each
parasitic interaction is represented by a single beam-beam
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FIG. 2. An illustration of
the simulation process. Two-
dimensional boundaries are plot-
ted for simplicity, and three
boundaries are used in this ex-
ample.
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kick. The program can also handle two beams with
difFerent parameters. This allows studies of asymmetric
colliders such as B factories.

Particles are transported through the rest of the ring
with three linear transfer matrices, one for each of the
three spatial dimensions. Synchrotron radiation damping
and excitation are applied each turn. The dependence of
P on energy, up to third-order chromaticity, and tune
dependence on amplitudes can be included, but the effects
of these nonlinearities on the beam halo has not been
studied yet. It is also possible to replace the transfer ma-
trices with a more accurate symplectic map. This is
planned for the future.

The structure of the program is shown in Fig. 3. Each
step illustrated in Fig. 2 is split into two loops. In the
first, the settling loop, the distribution settles down to its
equilibrium. The next boundary is determined at the end
of this loop. The coordinates of particles crossing the
boundary, the starting coordinates for the 1000 particles
used in the next step, and the density distribution inside
the boundary are then found in the tracking loop. Each
loop in each step after the first includes insertion of new
particles to replace those that fall inside the boundary.

The final step has two loops, but there is no need to
find a boundary after the settling loop and to save cross-
ing information in the tracking loop. The last tracking
loop covers the large-amplitude region that particles rare-
ly reach. It gives the tail distribution. The equivalent
number of particle turns equals the length of the final
tracking loop, multiplied by the total gain 10, where 8 is
the number of boundaries. Therefore, the length of the
final loop and the number of boundaries depend on the
total particle turns desired.

Lifetimes are calculated as a function of aperture. To
do this, we select a series of horizontal and vertical am-
plitudes as the presumed apertures. Once a particle's am-
plitude exceeds an aperture, this particle would be lost.
The lost particles are counted at each aperture, and the
lifetime in turns can be calculated from

Input

Settling loop
~ reinsert particles if there is a
lower boundary

Determine boundary

Tracking loop
~ save crossing coordinates
~ generate new coordinates
outside boundary

~ save core distribution
~ reinsert particles if there is a
lower boundary

Yes

Final settling loop
~ reinsert particles

Final tracking looI'.
~ reinsert particles
~ save tail distribution
~ calculate lifetime

self-consistent
loop

No

next
step

N
(3)

where 1V is the total number of particle turns, and hN is FIG. 3. Program Bow chart.
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IV. TESTS

n(A„, Ay)-exp[ —4(A„,Ay)] . (4)
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Figs. 4 and 8
both beams

1 m
2 cm
0.682
0.6012

5000 turns
2.4X 10 m
1.2X 10-' m

0.03
0.06

Figs. 5-7
strong beam

0.5 m
2 cm
0.57
0.64

4.6X 10 m
1.8X10 m

1 cm

Figs. 5-7
weak beam

0.375 m
1.5 cm
0.57
0.64
0.05

5014
6.1 X 10
2.4X 10

1 cm
0.03
0.03
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FIG. 5. Particle distribution contours in amplitude space.
Simulation includes synchrotron motion. (a) was generated by
conventional tracking, and (b) by the method proposed here.
The particle density changes by a factor of 5.4 between contour
lines.
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the agreement is good.
We have studied the sensitivity to parameters of the

simulation itself. The most important issue is the length

of the settling loop. Figure 6 gives the vertical tail of set-

tling for 2, 4, and 6 damping times. The tail is defined as

P'r(A )=—I dA„ f dA'n(A„, A~),
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FIG. 6. Vertical tail distribution with different settling times:
(a) 2 damping times; (b) 4 damping times; (c) 6 damping times.
The vertical axis is V&, the fraction of particles beyond a certain
amplitude, a dimensionless number defined in Eq. (5).

FIG. 7. Vertical distributions with different number of boun-

daries: (a) 3 boundaries and (b}4 boundaries. The final tracking

loop was 50000 turns long in both cases, and the settling loop is

2 damping times.

where N is the total number of particle turns. In each
case, five difFerent random seeds are used to estimate the
relative error; that is plotted also. That error is about
0.1% in the core and rises to the 10-40% level far most
of the tail. It refiects the statistics of the sampling pro-
cess used in initializing the core distribution and compil-
ing boundary-crossing information.

The lengths of the tracking loops in all but the last step
are determined by the need for sufficient boundary-
crossing information. We keep the length of the loap the
same order as the settling loop to provide enough cross-
ing coordinates. For 10000 turns, there are
100000-200000 crossings typically, and this is adequate.

The dependence an the number of boundaries is shown
in Fig. 7 where the results of using three and four boun-
daries are compared. Four boundaries are necessary for
the distributian at A» =20 to have roughly 30% accura-
cy. In this particular case for a 10 turn lifetime, 5 X 10"
equivalent particle turns give a good lifetime estimate.

The percentage of particles that determines the boun-
daries is also a free parameter in this method. This pa-
rameter is usually chasen as 10%. A larger value will
reduce the eSciency of the method, and a smaller value
can result in larger statistical error. It has been tested
that the variation of this parameter around 10% does not
change the result.

V. UNDERLYING PHYSICS

There are difFerent phenomena that could lead to beam
halos. The traditional interpretation is based on the
Chirikov criterion [11,12]. When high-order resonances
are wide enough, or close enough, they can overlap lead-
ing to chaotic motion with particles moving from one res-
onance to another and reaching large amplitudes [13].
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Resonance overlap is expected to be more important for
large energy oscillation amplitudes because the number of
important synchro-betatron resonances increases with en-

ergy amplitude.
A second proposed phenomenon is diffusion. Particles

starting at locations throughout the core slowly diffuse to
large amplitudes where they move as oscillators driven by
noise from the beam-beam kick which is treated as a ran-
dom process because of radiation damping and quantum
excitations [14]. This could explain a non-Gaussian tail
and is not dependent on nonlinear resonances.

A third possible phenomenon is resonance streaming
[8,9]. Quantum fluctuations drive particles into nonlinear
resonances. These particles oscillate around the reso-
nance center which is a locus in the A„-A plane satisfy-
ing the resonance condition

pq„( A„, A» ) + rq~( A„A~ )+mq, =n, (6)

where p, r, m, and n are integers. The effect of damping
is to move the oscillation center along this locus, and, for
sum resonances where both p and r are positive, a de-
crease of A can result in an increase of A„. Radiation
damping actually increases the vertical amplitude and
can transport a particle quickly to large amplitudes. . In
this case, the halo depends on the resonance structure of
the beam-beam interaction.

Our program is designed to rapidly simulate the beam
halo without introducing bias towards any one mecha-
nism. The beam-beam interaction is treated as a kick;
therefore, it includes all overlapping or isolated reso-
nances. Diffusion would be accommodated naturally by
the global expansion of the boundary separating core and
halo, and the 3D ellipsoidal boundary guarantees the in-
clusion of particles with large energy oscillation ampli-
tudes. The program was tested for conditions where
brute-force tracking showed that resonance streaming is
dominant [15].

Figure 4 shows the results of one such test. The distri-
bution in Fig. 4 is plotted again in Fig. 8 with two sum
resonances overlaid. The resonance lines are given by
Eq. (6) with the amplitude dependence of the tunes, q,
and q, determined to first order from the average value

of the beam-beam potential [1]. One might question

30
(2,-4,-2)

(6,2,0)
(6,2,0)

6,0,2)

0,2,-4)

2,-2,-4)

(0,2,-3)

(2 4 2) (6,2,0)

(602) {2, 6,2)
I

(6,0,2)
(0,2,-6) i

I I I

J

i

2)

whether averages of the potential could be expected to
give accurate estimates of the resonance centers. The
second-order terms are proportional to the derivatives of
their first-order terms. At large amplitudes, since the
first-order terms are nearly fiat, the second-order pertur-
bations can be neglected. For small amplitudes, the
second-order perturbation is weak by definition. There-
fore, the first-order perturbation theory is a good ap-
proach for determining resonance locations in the beam-
beam problem, if the working point is not near a low-
order resonance [16]. Particles follow the resonance
4q~+2q„=4 from the core to A~

—15, and then they fol-
low a second resonance, 2q, +6q =5, to A )50. This
simulation of a beam distribution known to be deter-
mined by resonance streaming shows that the method is
not biased against it.

The PEP-II parameters were chosen by optimizing a
complete collider design. Required performance, site
geometry, single particle dynamic aperture, RF, etc. en-
tered into the optimization. The mechanism for produc-
ing the beam-bean halo was not considered, and, there-
fore, the PEP-II parameters offer an opportunity for dis-
tinguishing between the possible mechanisms in a realis-
tic, unbiased example. Figures 9 and 10 show the results
of a PEP-II simulation. The parameters are the same as

60

x+6qy=5

Ay 3P

4q~+2qy ——4

A,
(a)

4
A,
(h')

4
Ax

FIG. 8. The tail distribution as a result of resonance stream-
ing. The contour plot is the same as Fig. 4(b).

FIG. 9. Resonance lines and beam distributions for q, =0.63,

q~ =0.552, and different synchrotron tunes. (a) q, =0.03716,
aL = 1 cm, (b) q, =0.029 73, err = 1.25 cm, and (c) q, =0.024 77,
o.L =1.5 cm. All resonances up to eighth order are drawn as
solid lines. The dashed line in (c), is a tenth-order resonance
selected because of its apparent role in the tail formation. Reso-
nances pq„+ rq~ +mq, =n are labeled as (p, r,I ) in the figure.
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FIG. 10. The lifetime as a function of vertical aperture. The
parameters in case (a), (b), and (c) are the same as those in Fig.
9. For (a) and (b), two hour lifetime requires Ay &16, while

A~ & 12 would be needed for (c).

it is not as strong as in Fig. 9(a), and a tenth-order reso-
nance, 2q„6qy+2qz —2, contributes to the tail.

The structures in the beam distributions can be associ-
ated with resonances that have locations determined from
first-order perturbation theory. Diffusion and chaotic
motion by itself cannot explain this. Chaotic motion is
expected at the resonance boundaries, but theoretical
diffusion rates are in general too small to explain the par-
ticle motions observed. However, our observations are
consistent with the resonance streaming and phase con-
vection model. We conclude that this mechanism would
determine the beam lifetime for a collider with the PEP-
II parameters and conjecture that it is the most impor-
tant one for other e+e storage rings.

VI. CONCLUSION

those for Figs. 5-7, except for the tunes. The transverse
tunes are q„=0.63, q =0.552. The synchrotron tune is
difFerent for the three parts of the figure, and the bunch
length changes accordingly.

The halo is strongly affected by resonances. The trans-
verse resonance 6q„+2q„=5 dominates it in Fig. 9(a),
where q, =0.03716 and o~=l cm. Along with other
changes this resonance is less prominent and the
synchro-betatron resonance 2q —3q, =1 has moved out
of the beam footprint in Fig. 9(b) (q, =0.029 73,
crt =1.25 cm). Comparison of the two figures suggests
that 2q —3q, = 1 has enhanced the halo in Fig. 9(a) by
providing a route for particles from the core to reach
6q„+2q =5. Gerasimov and Dikansky have developed
the concept of a "most likely path" to large amplitudes;
that path could involve one or several resonances [9].
(Figure 8 is another illustration of a path involving two
resonances. )

The most prominent resonance in Fig. 9(b) is the
synchro-betatron resonance 2q„—4q~

—2q, = —1. That
resonance moves to larger A„and becomes less impor-
tant in Fig. 9(c) where q, =0.02477 and oz =1.5 cm.
The resonance 6q„+2q =5 dominates again. However,

This simulation method can generate tail distributions
with a substantial reduction in computing time. The
method has been verified by comparison with convention-
al tracking, and has been found to be insensitive to details
such as choices of boundary shape. The method opens
the door to the exploration of the second beam-beam lim-
it.

A first step in this is the study of the mechanism lead-
ing to large-amplitude particles. The results for the
PEP-II simulation show that resonance streaming is the
dominant eS'ect and lead to the conjecture that it is dom-
inant in other colliders. Future work will include studies
of parametric dependence, control of beam halo by modi-
fying the resonance structure, and the simulation of
operating storage rings.

This method could be useful in other computationally
intensive branches of physics where a "self-generated
boundary condition" would make it possible to simulate a
particularly interesting regime while saving a significant
amount of CPU time.
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