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Experimental Stark widths and shifts
and transition probabilities of several XeII lines
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This work reports measured Stark widths and shifts, and transition probabilities for a large number
of

Xeric

spectral lines. A pulsed arc was used as a plasma source. The electron density, determined
by interferometry at one wavelength, and simultaneously by the Stark broadening of the 5016-A. He l

line, covers a range of (0.2—1.8) x 10 m . A method is proposed to find simultaneously the plasma
temperature and the transition probabilities from relative intensity measurements of spectral lines.
Electron temperatures are in the range of 11000—16000 K. The measured parameters are compared
with experimental data taken from the literature.

PACS number(s): 52.70.Kz, 32.60.+i

I. INTRODUCTION

There are a number of important publications in the
literature containing Stark broadening parameters of
atoms and ions of inert gases. In particular, data re-
ferring to Xetl lines appear in Refs. [1—9]. The applica-
tion in collision physics, photoelectronics, spectroscopy,
plasma disgnostics, etc. in xenon present the need to
have reliable data of transition probabilities and lifetime.
The data Rom the work cited herein present a disper-
sion which invites new experimental measurements to be
made. The determination of transition probabilities from
the intensities of the spectral lines demands an accurate
determination of the source characteristics, in particular,
the population of the emitting species and the plasma
temperature, as well as an absolute calibration of the
system. These methods mean the use of expensive, com-
plicated, and sometimes imprecise techniques.

In this work, we have obtained Stark broadening pa-
rameters of an important number of Xe II lines; for some
of them no prior experimental results exist. These

Xeric

linewidth and shift measurements contribute an addi-
tional set of reliable data in order to determine the atomic
parameters which describe Stark broadening phenomena.
Undoubtedly, this paper provides an important set of
very accurate data.

A reliable study of the Stark broadening of spec-
tral lines requires independent determinations of elec-
tron density, plasma temperature, and line shape pro-
61es. Only in this way is it possible to be sure about the
accuracy of the measurements before making any com-
parison with other experimental data. This is exactly
what has been done in the present work. As will be de-
scribed in the following paragraphs, in this experiment
the electron density was carefully determined from inter-
ferometry, which is independent from Stark broadening,
and by the width of the 5016-A line of He 1, calibrated in
a previous work [10].

In this work a method is proposed which allows us to
obtain simultaneously the plasma temperature and the
transition probabilities of the lines studied, exclusively
from the relative intensities of spectral lines. The pro-

II. EXPERIMENTAL ARRANGEMENT
AND PROCEDURE

All measurements have been made in a pulsed dis-
charge. The experimental setup (shown in Fig. 1) and
the methods have already been described [11,12]. Here
we will add som. e more details concerning the present
experiment, and the principles of the apparatus will be
summarized.

The source of plasma basically consists of a cylindrical
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FIG. 1. Experimental setup. GPIB denotes a general-
purpose interface bus.

cedure is based on an adequate statistical treatment of
the experimental data which requires a great numbe of
spectral lines, in varying plasma conditions, to be mea-
sured. The absolute values of the transition probabilities
are obtained by comparison with the data from other
works.

It is important that the spectroscopic measurements
are accurate, i.e., they should have a sufIicient spectral
resolution and a controllable self-absoption. A knowledge
of broadening mechanisms other than the Stark mecha-
nism is also desirable.
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tube of Pyrex glass, 155 mm long and 20 mm in interior
diameter. DifFerent electrode designs were tried in order
to reduce sputtering and to eliminate as much as possible
the layers of cold plasma adjacent to the windows. The
option chosen consists in placing the electrodes, made
of aluminium, in such a way that the glass tube pro-
jected farther than the electrode. Thus the electrode
was hidden from the discharge. Futhermore, the window
was separated 10 mm from the electrode by means of a
metal ring electrically isolated from the electrode. With
this, the interior separation between windows was 175
mm. This design allowed more than 2500 discharges to
be performed without the windows being damaged. The
electric connections to the electrodes were made using
four rigid rods on each electrode, parallel to the axis of
the lamp and symmetrically distributed around it so as
to avoid nonhomogeneity in the plasma during the dis-
charge [11].

First we preionized the gas with a continuous current
of serveral mA in order to ensure the best conditions for
plasma repetitiveness. Afterwards, the plasmas were cre-
ated by discharging a capacitor bank of 20 pF charged up
to 9 kV. These condensers are connected to one another
and t, o the discharge system by self-inductions which rr-
duce the temporal derivative of the intensity of the cur-
rent to obtain the best line profiles [11]. On the average.
our plasmas lasted for 350 ps.

During the whole experiment the lamp was working
with a continuous fIow of helium gas at a rate of 65
cm' /inin, and a pressure of 30 rnbar. Small quant, ities
of xenon were added to the carrying gas. The amourit of
xenon was chosen in order to give good intensities to the
spectral lines and at the same t, iree to ensure rnirrimal

self-absorption.
Spectroscopic and interferometric measurements have

been made simultaneously throughout the plasma life.
The plasma is viewed end-on through the lamp windows.
According to Fig. 1, the discharge lamp is placed in one of
the arms of a Twyman-Green interferometer illuminated
with a He-Ne laser (6328 A). At the exit arm of the in-

terferometer, a beam splitter (BS2) splits the light, int, o
two beams, which are directed to the spectroscopic and
the interferometric channels, respectively. The latter is
focused onto the entrance slit of a monochromator whicls

is tuned to the He-Ne laser wavelength. At the exit, slit
the light is detected by the photomultiplier (PH2), and
then it is sent to a digital oscilloscope and transferred to
the computer for data analysis. The saniple rate of these
measurements is 50 ns.

Thc other beam is divided again by another beans
splitter (BS3). Two spectrometers were used for the
plasma light studies. A Jarrell-Ash (0.3 m) spectrometer
equipped with an optical multichannel analyzer (OMA1)

0

was used to monitor the He I 5016-A line in order to con-
trol the plasma repetitiveness, which was found to be
very good, with very small variations. This OMA1 has a
vidicon which is divided into 500 channels. The disper-
sion was 1.2670 A/channel at 5852 A. The second spec-
trometer, a. Jobin-Yvon (1.5 in) with a 1200 lines/nini
holographic grating, equipped with another optical nusl-

tichannel analyzed (OMA2), was used for line profile and

line shift measurements. The OMA2 has a detector array
which is divided into 512 channels. The dispersion was
0.1259 A/channel at 5890 A in the first order of diffrac-
tion and 0.0459 A/channel at the same wavelength and
in the second order of diffraction.

Care was taken to investigate the possible inHuence of
self-absorption efFects on the line profiles, the lens L1 and
the Hat mirror M1 placed behind the plasma column serv~-

t, o measure the optical depths of the plasma for each line.
This lens forms the image of the lamp center onto itself,
and to avoid any modification of the beam collimation iri

the interferometric arrangement, it is necessary that the
lens focus lies on the Hat mirror.

The OMA2 has a very important role in the detecting
system and therefore it was very carefully calibrated in
wavelength as well as in intensity [13]. Wavelength cali-
bration was obtained using spectra of very narrow lines,
emitted from difFerent spectral lamps. Intensity calibra-
tion was done with t;he help of an incandescent calibrated
lamp, which emitted as a blackbody at 3014.1 K. This
calibrated lamp was placed in the experimental setup iii
the same position as the discharge lamp in order to «n-

sure the same state of polarization for the light reaching
t, he detecting system. The determination of the ternper-
ature by means of the relative intensities of t,he spectr ~l

lines was made only with the spectra obtained at the first,

order of difFraction so as to avoid the indetermination in
the calibration process of' the second order, the product,
of the superposition of orders.

The operation process of the two multichannel detec-
tors and the oscilloscope measuring the photomultiplier
PH2 was controlled by the computer and activated by the
experiment itself. The synchronization of the detecting
system with the rest of the experiment was achieved by
triggering the whole experiment by the OMA2. The light
froj(n the lamp. recorded by the photomultiplier PH1, was
inonitored together with the pulse of the OMA2 just to
br sure that all the spectra were taken at t, he right mo-

nient and with the appropriate pulse widths.

The; OMA2 was pulsed for 10 ps. This small pulse
width was taken in order to have an acceptable signal-
to-noise ratio, a suKcient time resolution. and to be able
to follow the temporal plasma evolution.

The experiment consists of successive discharges. On
each discharge the following are recorded and stored in
the computer: (a) an interferogram which accounts for
the con&piete temporal evolution of the refractivity of the
plasma from which we obtain the electron density in each
temporal instant. (b) a high-resolution spectrum of the
line studied in a predetermined instant in the life of th~

plasma, , (c) a low resolution spectrum of the 5016-A line

of He t in the same instant as the previous one, (d) the
complete temporal evolution of the luminous signal ~if'

the plasma, and (e) a replica of the trigger pulses of the
plasma and of the obturation of the detectors.

The successive discharges are organized in such a way

as to obtain (a) temporal evolution of each of the lines
studied and (b) control of the self-absorption of the lines
t, hrough measurements, in identical conditions, with and
without the uiirror Ml (see Fig. 1!.

Thc majority of t.he spectral lines studied were rrgis-
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tered at the first and second order of diffraction of the
monochromator 2. As we have already said, the mea-
surements at the first order are necessary to obtain the
relative intensity. The measurements at the second order
give greater spectral resolution and, as such, are more
useful in the determination of the Stark parameters. Be-
sides the lines studied of Xe?r, spectra of the 5016-A. line
of He I in the high resolution monochromator were taken
in order to contrast the density measurements obtained
from the interferograms.

III. NUMERICAL TREATMENT OF THE DATA

A. Spectroscopic data processing

Adjustment of spectral profiles

All the spectra have been fitted to a function of this
type,

1(~) = F. + F,), +)."'"'","»", (1)
(A —At)

'
+

with Fo, Fq, Ig, Ag, Ag, and ag the adjustment parameters
and where the sum is extended to all the lines that appear
in the same spectrum. A fit of this kind permits an ac-
curate determination of all the spectral line parameters:
intensity, center, asymmetry, and width. In particular,
the area under each line, obtained in this way, is not per-
turbed by neighboring lines. Each spectrum has been
corrected for thermic and luminous background, which is
not uniform throughout the detector. The fit was done in
an interactive way with a very quick computer [14],which
allows us to modify the parameters of the fit according
to the operator instructions, showing on the screen the
results of the fit as well as the quadratic dispersion be-
tween the experimental data and the calculated results.
The area under each spectral line is obtained from the
relation At = vrItat/S(At), where S(At) is the spectral
response of the whole detecting system, which was ob-
tained as mentioned above with the help of an incan-
descent calibrated lamp. The asymmetry parameter Ap,
which does not appear in the area calculations, was never
greater than 12 %. This algorithm, which we have used
in the fit, allows us to resolve with accurary spectral lines
which can be considerably overlapped (see Fig. 2). Each

flt-
Experirnental ~

record of the OMA2 is processed individually, which in
this case means adjusting more than 1500 spectra inter-
actively. The influence of the adjustment on the final
results, both of the operator and the algorithm, has been
contrasted and has been found to be less than the exper-
imental error [15].

2. Instrumental function and Doppler broadening

To ensure that only the Stark broadening of the inves-
tigated lines was taken into account, all the profiles have
been corrected for instrumental and Doppler broaden-
ing, using the standard deconvolution procedure for Voigt
profiles[1]. The instrumental profile was estimated by
the maker to be about 2 or 3 channels; however, any
misalignment can cause an increase of this. To achieve a
realistic value, we have considered that the instrumental
profile is essentially Gaussian and its width was deter-
mined by comparison between the results, obtained for
the same spectral line, at the first and second difFraction
order that must be the same. With this criterion, we
have been able to establish an instrumental profile which
has a Gaussian shape and a full width at half maximum
(FWHM) of 3.5 channels.

8. Self-absor ption

In the data analysis, the spectra taken with and with-
out the mirror M1 are compared to obtain the optical
depth of the plasma for each spectral line. In none of
the investigated lines have we found any evidence of self-
absorption.

B. Interferometric data processing

The computer analysis of the interferograms was done
in different phases. First, each interferogram was cor-
rected for electrical and luminous background (which
was measured without the laser). The corrected intefero-
grams presented a drastic loss of contrast during the first
instant of the plasma life; this loss of contrast is problably
due to a slow response of the detector-amplifier system,
because the amplitude of the interferometric fringes gets
smaller as its frequency increases. To avoid this prob-
lem, we calculated the envelope of the interferograrn so
as to be able to normalize the maxima to +1 and the
minima to —1, and in this way we avoid the contrast
losses. We take the final part of each interferogram as
the origin of phase because it is a stable interferencial
state. In this way, we constructed a harmonic function
of temporal variable frequency from which it was possible
to get the phase difference between the two interference
beams. The total refractivity of the plasma is related to
the phase by the following relation [17]:

@ = —2L(n —1)„2~
(2)

4844.33 4876.50

FIG. 2. Example of an adjustment.

where L is the length of the plasma column, A is the
He-Ne laser wavelength, and n is the plasma refraction
index.
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Contrary to the adjustments of the spectra, all the
interferograms contain the same information and, conse-
quently, it is possible to control the repetitiveness of the
system between discharges. Once the repetitiveness of
the discharges has been verified, the phase is obtained by
taking the average of the results from some 1500 inter-
ferograms.

IV. DETERMINATION
OF THE ELECTRON DENSITY

Interferometric methods give a very high accuracy;
they are based on the measurement of the total refractiv-
ity of the plasma under study. The total refractivity of
a low-density plasma can be obtained as the sum of the
refractivities of each species in the plasma, in all their
different ionization states. Among the different species,
free electrons have the most important contribution to
the plasma refractivity, this contribution is a function
of the interferometer laser wavelength. The contribution
of other species is not only very small, but it also de-
pends very weakly on the wavelength. In our case, with
helium plasma, it has been verified [12] that the refractiv-
ity due to neutral atoms is insignificant to all effects and,
as a consequence, the refractivity obtained corresponds
exclusively to the free electrons. Therefore, the electron
density was obtained by[17]

(n —1), =-
8+ cpm, c '

where q, and m, are the charge and the electron mass
in MKS units, respectively. The effective plasma length,
one of the principal sources of error in the interferometric
measurements, was taken as the distance between the
lamp windows, i.e. , 175 mm.

Also, we have checked the electron density by measur-
ing the HeI 5016-A. line calibrated in a previous work

[10, 12]. This check has been carried out several times
throughout the experiment.

Figure 3 shows the results for the electron densities ob-
tained by both methods. From this plot it is clear that
in the erst moments of the plasma life, roughly until 70
ps, the electron density obtained interferometrically gives
greater values than the density obtained spectroscopi-
cally. The agreement between the values provided by
the two methods is very good the rest of the time. This
agreement allows us to assure that, unless measured in
these moments, we have taken the correct plasma length.
In order to avoid this discrepancy, the results that we are
going to discuss in the following sections are all results
taken for t ) 70 ps and from the interferometric measure-
ments (because they have a greater precision). Precision
was found to be better than 5'Fo for the interferometric
measurements and 15% for the electron densi. ty deter-
mined by spectroscopy [10].

For these differences in the electron densities in the
first moments obtained by the two methods, we have pro-
posed two hypotheses. The first one was a possible pinch
effect produced in the first moments. However, after hav-
ing taken radial measurements of the electron density, we

50 loo 150 '2')0

t {his)

300

FIG. 3. Evolution of the electron density of the plasma.
The fine outline indicates the density obtained from the inter-
ferograms. The dots correspond to the data calculated from
the 5016-A. line of He I. The broad outline is a softened curve
of these latter values.

can conclude that this effect does not appear in our plas-
mas durin~ the investigated times nor in the area near the
lamp axis. The second hypothesis is the possible varia-
tion of the effective plasma length during the experiment
due to the existence of cold boundary layers. This second
hypothesis has not been investigated yet.

The range of electron densities varies over (0.2—1.8)
x1023 m

V. DETERMINATION
OF ELECTRON TEMPERATURE

AND CALCULATION
OF TRANSITION PROBABILITIES

The light intensity emitted by the plasma correspond-
ing to the transition between levels i and j of the emitting
atom is given by the expression

1
I,~

= A,~Au), ~N;4'
1 hc= —A,~ N, ,
2 A,~

(4)

where A,~ is the transition probability between states i
and j, a;~ the frequency emitted, and N,. the population
of highest level. This expression corresponds to the spon-
taneous emission. In our case the stimulated emission is
of little importance as the typical radiation atom inter-
action is minimal. The population N; depends on the
occupation temperature T of the levels in this way,

g, exp( —E,/kT)
Z(T)

(5)

N being the total population of atoms in the emitting
species, g; the degeneration of level i, E,. the energy of
said level, and Z(T) the partition function of the emitting
atom. Grouping these two expressions we get
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g;hc exp( —E;/kT)
2A;,

" Z(T)
(6)

Calculating the temperature &om expression (6) re-
quires, among other things, the value of I;~ in absolute
units, which involves a costly process which is sometimes
imprecise. With measurements of relative intensity, it is
usual to establish relationships between different spectral
lines in order to eliminate unknown common terms: the
method known as the Boltzmann plot. In both inethods
it is absolutely necessary to know the transition proba-
bilities of the lines under study and in our case, the data
provided by the references cited herein are few and not
very precise. As an alternative to these procedures we

propose a method which allows us to obtain, under cer-
tain conditions, the plasma temperature and transition
probabilities simultaneously. This method takes into ac-
count the experimental data corresponding to the spec-
tral lines whose transition probability is unknown. We
will find a curve pattern which accounts for the plasma
temperature evolution against time from the intensity
curves of the spectral lines. This curve and global evalu-
ation of the transition probability data of some spectral
lines allow us to fit the experimental data and to deter-
mine with this the plasma temperature in each temporal
instant. In order that the proposed method is opera-
tional, it is necessary to have available measurements of
different spectral lines measured under identical exper-
imental conditions. It is also necessary to have these
data under different experimental conditions. In our ex-
periment, this is achieved by recording the spectra &om
different instants in the lifetime of the plasma.

A. A curve pattern of the line intensity

By grouping constants in expression (6) we can write

N exp[—P(t)E;]
Z(T)

where P—:1/kT. We are going to consider, for now,
that the dependence of the quotient N/Z(T) on the tem-
perature is much less abrupt than an exponential func-
tion, so that we can consider it as constant in time and,
of course, independent of the spectral line. To simplify
the formula a little we take the quotient N/Z(T) as C,~.
Later on, in Sec. V B, we will analyze this simplification.
With these hypotheses, the plasma temperature can be
obtained from the relationship

Our unknown factors are then the value of exp[—P(t)]
in each instant t and the value K,~ for each spectral
line. The data we have available allow us to calculate
[I,z (t)] ~@' for each spectral line and in each instant t. To
simplify we will indicate the subindices;~ with g, which
covers all the spectral lines measured. Given that the
relationship (8) has to be fulfilled indendepent of the line
being considered, we will ensure that the quadratic dis-
persion is minimal:

e t T'

(10)

where the sum of E is extended to all the spectral lines
considered, g~ covers all the temporal instants in which
there is spectral measurement, and P„covers all the
records obtained for a given line in a given temporal in-
stant. In our case 21 different spectral lines were studied
in 55 different temporal instants. For each spectral line
and temporal instant there is varying number of mea-
surements. The total number of records used were 1312.

For means of simplification, we take

and we find the minimum of H selecting the values of Kg
and E(t) for each value of (t) in such a way that

BH
Ke

where n(t) is the total number of records in the instant
t. Incorporating (12) and (13) we have

(8)

The first component of expression (8) is independent of
the spectral line being studied and must be common to
all the measured transitions. The constant C;~ which ap-
pears in the second component depends on the transition
probability, which, in principle, is unknown to us. We
separate the second component of (8) into two factors,
one of them independent of time, fixed for each spectral
line:

) 2'r„(t) ) Xg„(t')

u(t) ) ) + (
II)2

&(t')

We define the quantztzes

(14)
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relationship Z(T)/¹ the constant factor is unknown,
which accounts for the density of emitters in the plasma.

ift=t'
ift gt', (i5)

which are calculated directly from the experimental data
Zg„(t). With this notation Eq. (14) is reduced to

) a„ f (t') = 0. (i6)

We find ourselves with a homogenous system as a con-
sequence of which the values of Kg and E(t) can both be
multiplied by an arbitrary factor, without the minimun
calculation we are making being modified; see (9). This
indetermination, as is logical, only results in a scale fac-
tor of function E(t), which we are trying to determine.
In order to continue with the calculation we must fix a
scale, which we can do arbitrarly, taking E(t ) = 1 for a
certain value of t, for example, that which corresponds
to the instant of maximum intensity of the most intense
line. With this, the system (16) is written

) oui ~(t') = —o«,
t'wt

(17)

The equation system (17)—in our case of (54) equa-
tions with (54) unknown factors —provides a normalized
temporal evolution curve E(t) which only depends on the
temperature and not on the characteristics of each spec-
tral line. Once the system is resolved and a curve pattern
of t(t) is obtained, we can verify the curve P(t) taking
logarithms, which gives us the inverse of the tempera-
ture; the additive indeterminate constant is unknown.
To determine this constant we need to relate the values
of Kg to some known quantities. The method we propose
is based on the consideration that the available data of
transition probabilities, although not very precise, are
globally valid. Taking into account that

2A,,Z(T)
gi zj

(18)

where y is the unknown scale factor, we can define the
quantities

B. Behavior of quotient N/Z(T)

Expression (20) allows us to establish, except for an
unknown multiple constant, an average value of the re-
lationship N/Z(T). In our case, the quantity N, which
accounts for the global population of the emitting species,
refers to the xenon once ionized. It is a magnitude, there-
fore, which strongly depends on the temperature. But
this strong dependency is included also in Z(T), in the
form of a factor exp( —E; „/k), where E; „ is the ioniza-
tion potential of the xenon. Therefore, in a wide range of
temperatures, the quotient N/Z(T) is practically a con-
stant. Bear in mind that our plasma is dominated by
helium, which supplies the &ee electrons and acts as a
buffer gas in such a way that the population of the ion-
ized xenon remains stable.

Nevertheless, this hypothesis can be proved at a later
stage once the relative value of N/Z(T) is obtained from
expression (20). To do this, different fitting procedures
have been carried out as described in Sec. V A, taking
only a reduced temporal interval, so that it covers a nar-
row range of temperatures. This range should be narrow
enough to be able to consider that the temperature does
not change significantly, but wide enough to cover differ-
ent experimental conditions, given that this is necessary
for the fitting method to work. Specifically, if the total
duration of the plasma lifetime is divided into five equal
parts —see Fig. 4—values of N/Z(T) are obtained which
in the last four intervals —between 60 and 300 ps—Huc-

tuate below 4%. In the interval from 0 to 60 ps, the value
of N/Z(T) proves to be 80% of the average total value
and between 60 and 300 ps it varies between 145% and
151%. Such an apparently great difFerence does not result
in an important modification of the results. In this same
procedure, the transition probabilities obtained for the 21
spectral lines dealt with in the five calculations carried
out difFer among themselves in values of around 4%; in
10 of the spectral lines it did not reach 4%. The greatest
dispersion is found in the 4890-A. line and is 11%. This is

1.6

Be ~~ —=
T(t)

(Io'Z)

1.4—

Taking logarithms in this last expression

1 (Z(T) )
yz = »(&e) = ln(y) + —ln

~Eq g N
(20)

gives us a linear relationship between the known quanti-
ties yg and 1/E~, which we can fit for minimun squares.
The values of the fitting give us the constant y and the

50 100 150 200 250

t(ps)

FIG. 4. Evolution of the plasma temperature.

300
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an expected consequence of the method used. The value

N/Z(T) obtained from expression (20) is an average of
this quantity in the whole temporal interval fitted.

VI. RESULTS

ln(Yg)

(arb. units)
—0.25

—0.3

—0.35

A. Temperature and transition probabilities 04

Figure 4 shows the results obtained in determining the
curve pattern of the normalized line intensities by the
energy of the upper level. To obtain this curve the data
f'rom 33 temporal sequences corresponding to 21 differ-
ent transitions were used. Each temporal sequence has
between 30 and 80 items of data, according to the spec-
tral line. In the fitting of expression (20) the transition
probabilities of nine spectral lines tabulated in Ref. [18]
were used, their being a group data selected by the com-
pilation authors. The final calculation is shown in the
figure, that is to say, this curve pattern is expressed in
terms of the temperature values. The figure also shows
the average dispersion between the individual values and
the average curve. The small amount that the data of
each line deviates &om the average results is in itself
good news, given that it refiects the fact that all of the
evolution curves of line intensity correctly reproduce the
type of function that can theoretically be expected, that
is to say, in the form I ~@.

Figure 5 shows the values of yr versus 1/Er and the
linear fitting of expression (20). With this fitting we fix
the value of y, with which we obtain the temperature
&om the curve pattern

—0.45
0.06 0.064 0.068 0.072

1/E(eV ')

FIG. 5. Fitting to determine y.

T t
Ic ln[yE(t)]

'

The calculation carried out allows us to find the tran-
sition probabilities of all of the lines that have been used
in the determination of the intensity curve pattern. The
results are shown in Table I. As is obvious, our results
basically agree with those in Ref. [18] given that these
are those used in order to scale the values of A;z in the
fitting of expression (20). Good agreement is observed
with the data in Ref. [19] and for wavelengths less than
5000 A, and also with the data in Ref. [20]. At greater
wavelengths the data of Ref. [20] are notably greater
without there being a reason for this discrepancy. We
have carried out a fitting equivalent to that shown in

TABLE I. Transition probabilities in units of 10 s corresponding to the spectral lines indicated. The values of Ref. [18)
are those which have been used in the fitting.

Sp

4330.52
4585.48
4592.05
4603.03
4615.50
4844.33
4862.54
4876.50
4883.53
4887.30
4890.09
4988.7?
5292.22
5309.27
5313.87
5339.38
5419.15
5438.96
5460.39
6036.20
6051.15

Ref.
[is]

1.4

0.82

0.63

0.89

0.62
0.74

0.075
0.17

ectral line (A.)

6P D5/2 —6d Fy/2
6s DY/2 —6d Dq/2
6p S3/2 —6d P5/2
6s Ps)2 6p D3$$-

6s 'D5/2-6p" P3/2
6s'P

/ -6p'D',
6p P5/2 —7s P5/2
5d'DS/2-6p"F7I2
6s P1 /2

—6p S3/2
6s Ps)2 6p P~)2
6s P5/2 —6p D5/2
6s'P1/2-6p'D3/2
6s 'P, /, -6p'P,'„
6s P3/2 6p S3/2
6p D7/2 —?s P~/2

4 2 4

6s Ps)~ —6p P~(2
6s P3/2 —6p D5/2
6s Ps)2 6p S~)2—
5d'D, /, -6p'D„,
5d 4D 6 4PD

5d'D, /2-6p'P»2

This
work

1.46
0.620
0.883
0.753
0.386
0.868
0.670
0.622
0.670
0.267
0.08?
0.209
0.904
0.223
0.889
0.669
0.649
0.855
0.064
0.111
0.205

Ref.
[i9]

1.356

1.475

1.101
0.557
0.055
0.792
1.095
0.226

0.868
1.018
1.016

A,~ (10 s ')
Ref.
[2O]

1.29
1.01
0.89
0.69
0.30
0.77
0.72
0.94
0.77
0.42
0.10
0.35
2.32
0.94
3.46
1.88
2.13
3.76
0.27
0.15
0.52

Ref.
[»]

1.28

4.3

4.6

3.26

Ref.
[23]

0.337
0.0424

1.22
0.0264
0.127

0.172

0.082

0.238

0.80

Ref.
[24]

0.49

1.66

1.77

1.93

Doubly classified line.
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Fig. 5, taking the data from Ref. [20]. The result shows
a correlation of a quality notably inferior to that observed
in Fig. 5. This once again justifies the selection of the
group of data taken to scale the transition probabilities
and, in general, the validity of the proposed method to si-
multaneously determine the transition probabilities and
the plasma temperature.

0.9

0.6

0.3

XeI I 4844.33

B. Stark width

Figure 6 shows the values obtained of the full width
at half maximum in a typical case. The behavior of all
the lines is anologous and we have never observed de-
pendences that are not lineal between the width and the
quotient N, /~T [21]. A tendency of the linewidth to
decrease proportionately as the temperature increases is
systematically observed. Nevertheless, the reduced range
of temperatures prevents us from fixing experimentally
the functional dependence of the width on the temper-
ature. When the width divided by N, /~T is analyzed,
the experimental data do not present any detectable sys-
tematic tendency with the density or the temperature.

0.2 0.4 0.6 0.8

In Table II the results of the full width at half maximum
of all the spectral lines under study are summarized. A
variable number of measurements for each spectral line
were taken at the intervals of density and temperature
specified in the table. With the width data obtained a
lineal fitting was made against N, /~T. The expected

W, /~T(i021m-'/a'/2)

FIG. 6. Full width at half maximum of the line XeII
4844.33-A line vs N, T ' . The straight line is the fitting
for minimum squares.

TABLE II. Experimental Stark widths (FWHM) of xenon II lines in A. n: number of spectra used; N „,N;„, T
T;„:intervals of density and temperature; (N, ), (T), (AA, g2): average values of the density, temperature, and total width;
cr~p. estimated error of measurement. The asterisk denotes an ordinate observed at the origin between 15% and 30%.

Spe

22

8

24
25

8

98
73
73
73
72
72
16
18
40
14
14
14
37
25
25

7
18
42
65
39
15
16
33
33

4330.52
4585.48 '
4592.05 *

4603.03
4615.50
4844.33
4862.54
4876.50
4883.53
4887.30
4890.09 '
4919.66
4921.48
4988.77
4991.17
5260.44
5261.95
5292.22 *

5309.27 *

5313.87
5339.38
5368.0? *

5372.39
5419.15
5438.96 *

5460.39
5472.61
5976.46
6036.20 *

6051.15

Doubly classified line.

ctral line (A)

Gp D5/2 —6d F7/2
6s D7/2 —6d D7/2
6p'S,'„-Gd'P„,
6s Ps]2 6p Ds)2—

6s"D5/2-6p" P3/2
6s P5/2 —6p D7/2
6p'P.'/. -7s 'P.

/
5d'D5/2-6p" F7/2
6s P/ —6p S/
6s Ps)2 6p P~)2
Gs 'P„,-Gp'D„,
6s Pg(2 6p P~)2
6s P / -6p D

/
6s P& /2

—6p D3/2
2 2 0

6p' P3/2 —6d' D5/2
2 2 06s P~/2 6p P3/2

6s"D3/2-6p" D3/2
6s P/ —6p P/

2 4 06s P/, Gp S,/,
6P D7/2 —?s P5/2

4 2 4

Gs'P5/2 —6P P, /2
5d'P», -Gp P»,
6s Ps)2 6p P)~—
6s P3/2 —Gp D5/2
6s Ps)2 6p S)2—
5d D5/2 —Gp D7/2
5d D7/2 —6p D7/2

4 4 06s P3/2 —6p P3/2
5d D5/2 —6p P5/2
5d D /

—Gp P/

+min +max

0.38—0.99
0.71-0.99
0.35—0.99
0.23—0.99
0.71-0.99
0.11—0,99
0.14—0.99
0.14-0.99
0.14—0.99
0.14—0.99
0.14-0.99
0.38-0 ~ 99
0.26—0.99
0,23-0.99
0.61—0.99
0.39-0.99
0.39—0.99
0.06—0.98
0.19—0.98
0.19—0.98
0.19—0.98
0.71—0.95
0.26—0.99
0.07—0.98
0.11-0.98
0.11--0.98
0.38—0.98
0.26—0.98
0.21—0.99
0.21—0.99

Tmin Tmax

13.7-15.3
14.7-15.3
13.5-15.3
12.7-15.3
14.7-15.3
11.1—15.3
12.5—15.3
12.5—15.3
12.5—15.3
12.5-15.3
12.5--15.3
13.6-15.3
13.0-15.3
12.7-15 ~ 3
14.3-15.3
13.7—15.3
13.7—15.3
11.1—15.3
12.3-15.3
12.3—15.3
12.3—15 ~ 3
14.5-14.9
13.0—15.3
11.3—15.3
11.8—15.3
11.8—15.3
13.6—15.3
13.0—15.3
12.5—15.3
12.5—15.3

(N, )

0.77
0.81
0.75
0.73
0.81
0.60
0.63
0.63
0.63
0.64
0.64
0.74
0.70
0.70
0.88
0.75
0.75
0.66
0.67
0.67
0.69
0.79
0.70
0.65
0.66
0.67
0.73
0.70
0.73
0.73

14.7
14.9
14.7
14.6
14.9
14.1
14.3
14.3
14.3
14.3
14.3
14.6
14.5
14.5
14.8
14.7
14.7
14.3
14.4
14.4
14.4
14.8
14.5
14.3
14.3
14.4
14.6
14.5
14.6
14.6

AA~/2+Cr~g

1.282 +0.08
1.266 +0.14
1.895 +0.07
0.420 +0.03
0.775 +0.17
0.466 +0.05
1.030 +0.14
0.301 +0.01
0.325 +0.02
0.353 +0.03
0.337 +0.07
0.472 +0.12
0.372 +0.03
0.778 +0.10
2,881 + 0.8
0.525 +0.04
0.367 +0.03
0.501 +0.02
0.394 +0.06
1.288 +0.09
0.42? +0.02
0.473 +0.13
0.408 +0.03
0.545 +0.03
0.404 +0.02
0.437 +0.02
0.430 +0.02
0.450 +0.03
0.536 +0.04
0.554 +0.02
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value of this fitting for the average conditions in density
and temperature in each spectral line is presented in the
table. The error assigned to our measurements funda-
mentally come from the dispersion of the data obtained
in the lineal fitting. On average, it proves to be in the
region of 7%, although with a strong dependence on the
spectral line. The errors of a systematic nature, such as
those produced by the spectrometer resolution, data pro-
cessing, etc. , are estimated to be less than 1% and have
been considered in calculating the tabulated error.

In order to be able to compare our results with those
of the bibliography, all the data have been normalized to
N, = 10zs m s, T = 104 K (see Table III). Our values
are the result of an extrapolation applied to these condi-
tions by means of the lineal fitting of the width against
N, /~T. The data of the other authors [1—4, 7—9], given
that we do not have sufficient data available in order to
carry out this fit, have been normalized by simply divid-
ing their values by N, /~T. In the majority of the cases,
this normalization did not substantially modify the val-

ues as the chosen conditions are close to those typical of
the data of the bibliography. Both methods would lead
to practically the same results if the ordinate at the ori-
gin of regression were insignificant. This behavior was
not observed in all the cases [5]. In our case, this said
ordinate takes values in the region of the experimental
error. For the lines marked by an asterisk in Table II,
an ordinate at the origin between 15% and 30% has been
observed.

Vitel and Skowronek [5], working with a flash tube,
measured the widths and shifts for four Xe11 lines (all of
them have been measured in the present work). They
give, for each line, numerical results at Bve difFerent
electron densities and temperatures, in ranges of (4.5—
13.4) x 10zs m and 12600—15800 K, respectively. A
high ordinate at the origin is interpreted by the authors
as an efFect of the lack of linearity of the Stark width
in proportion to the increase of electron density. Given
that the authors provide a sufficient quantity of data,
we have carried out a lineal fitting like the one indicated

TABLE III. Comparison between difFerent authors of the "normalized" broadening (in A.) at N, = 10 m, T = 10000 K,
of the Xe ii lines. The lines indicated by N and T account for the range of electron densities (in 10 m ) and the temperatures
(in 10 K), respectively of the cited author.

Spe
lin

Ref
&min

&max

Tmin

Tmax

This work
0.1
1.0

16

1.0
1.0

0.6
1.8
10.2
12.4

0.1
1.5
7.8
8.4

[1] [2] [&] [4]
0.64
1.5
9.4
10.7

4.7
13.4
12.6
15.8

0.28
2.2
9.0
16

0.5
2.0
10
12

9
11

12.5
13

0.27
0.2?
14.5
14.5

[6l [7] [gl [9l

4330.52
4585.48
4592.05
4603.03
4615.50
4844.33
4862.54
4876.50
4883.53
4887.30
4890.09
4919.66
4921.48
4988.77
4991.17
5260.44
5261.95
5292.22
5309.27
5313.87
5339.38
5368.07
5372.39
5419.15
5438.96
5460.39
5472.61
5976.46
6036.20
6051.15

1.916
1.455
2.703
0.683
1.095
0.826
1.787
0.550
0.542
0.623
0.465
0.790
0.656
1.314
2.56
0.866
0.583
0.805
0.570
2.183
0.679
1.027
0.690
0.897
0.608
0.749
0.682
0.791
0.769
0.855

0.85

0.85

0.92

0.88
0.93

0.94

0.95

0.89

0.91

0.98

0.95
1.00

1.02

1.02

0.54

0.60
0.81
0.60

0.436

0.367

0.380
0.348

0.581

0.709
0.615
0.427

0.480
0.556
0.456

0.579
0.575
0.641
0.668

0.72

0.85

0.914

1.38 0.74

1.38
1.38

0.68

0.75

0.59

0.83

0.67

0.68

0.57

0.86

0.79
0.79

0.62

0.67

0.67

0.76

0.70

0.60
0.55
0.57
0.51
0.68
0.60

0.64
0.66

0.58
0.72

0.71
0.66

0.86
0.69

Doubly classified line.
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previously. %ith this method the values which appear
in the table are obtained. If we take the quotient of the
width between N, /~T values much lower values than
those tabulated here are obtained.

The work by Manola et at. [6] is devoted to the study of
the 5419-A line. This work, which has been carried out in
a shock tube, with a temperature range of 9025—16 200 K,
and an electron density (0.497 —2.6) x 10 m, shows
the variation of the Stark broadening with the temper-
ature. In this work, the authors establish a comparison
with previous measurements [3] taken at lower tempera-
tures. The discrepancy between both works is interpreted
by the authors as a great decrease in the width with
the increase in temperature. Nonetheless, the tabulated
value has been obtained following the same criterion as
in our work using their results from Table III in Ref. [6].
In both of the cases mentioned, the coefFicient of lineal
regression is excellent.

From the analysis of Table III it is deduced that the
majority of the data are consistent, within experimental
error, except for Nick and Helbig's results, which in cer-
tain cases result in an increase by a factor of 2. From
an experimental point of view, the only relevant differ-
ences between this last work and the rest is the use of
a continuous plasma with pure xenon, while the other
authors, in general, use pulsed plasmas with mixtures of
gases. This difference does not appear to justify such
significant discrepancies.

C. Stark shifts

In Table IV the results of Stark shifts obtained in the
present work are compared with those from Ref. [5]. The
data of Ref. [5] are obtained by taking the average of
the quotients between the shifts and the density. Due
to the fact that, in general, the shift of the lines under
study is very little, the relative precision of our results
is less than that obtained in the width. Nevertheless, a
clear lineal dependency of the shifts on the density is sys-
tematically observed. It is not possible to appreciate any
dependency on the temperature, so the results must be
considered to have been taken at 15 000 K, which corre-
sponds to the prevailing temperature in the experiment.
The values which are tabulated are the results of the ex-
pected value for X, = 10 in in a lineal fitting of the
shifts against the density. The principal source of error
is found in the precise determination of the center of the
experimental profiles, due as much to its width as to the
numerical algorithm uses to characterize it. Taking these

O

considerations into account, 0.01 A can be fixed as the
absolute error in the measurements.

TABLE IV. Stark shift (in A.) of the line indicated for
N = 10 m, T = 15000 K.

4330.52
4585.48
4592.05
4603.03
4615.50
4844.33
4862.54
4876.50
4883.53
4887.30
4890.09
4919.66
4921.48
4988.77
4991.17
5260.44
5261.95
5292.22
5309.27
5313.87
5339.38
5368.07
5372.39
5419.15
5438.96
5460.39
5472.61
5976.46
6036.20
6051.15

ectral line (A)

6p'D.'/. -6d'F
6s 'D»2-6d 'D, /2

6p S
/

—6d P /

6s Pt, 6p —D),6s"D„,-6p"P„,
6s P/ —6p D/

4 0 „46p P5/2 7s P5/2
5d D5/2 —6p F7/2
6s PI/2 6p S3/2
6s Ps(2 6p P~)~
6h P5/2 6p D5/2

2 2 06s P, /, -6p P, /,
6s P3/2 —6p D5/2
6s P, /2

—6p Dz/2
6p"P,'/, -6d"D„,
6s P/, 6p P/,

I2 t2 06s D,/, -6p D, /,
6s P5/2 —6p P5/2

4 4 0

6s P/-6p S
/

6p D7/2 7s'P5/2
4 4 06s P~/2 —6p P3/2

5d P, /2
—6p P, /2

6s 'P, t, 6p 'P(, -
4 46s P3/2 —6p D5/2

6s'P (, 6p'S,), —

5d'D„,-6p'D„,
5d D7/2 —6p D7/2

4 4 06s P„,-6p P„,
5d D /

—6p P/„
5d 4D, /, -6p 'P,'/,

Shift
This work

+0.68
+0.82
+0.85

idf & o.o1

id] & o.ol
—0.03
+0.57
—0.09
—0.14

ldl & o.ol
= —0.06

ldl & o.ol
—0.04
+0.29
+2.03
+0.02

ldl & o.ol
—0.07

—-0.06
+1.08
—0.08

-0.06
—0.07
+0.11
+0.09
-0.09
+0.12
+0.08

Ref. [5]

-0.01

—0.05

--0,07

--0.02

Doubly classified line.
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