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Enhanced plasma stopping and enhanced projectile ionization in plasma are considered within the

framework of the standard stopping model {SSM),the most economical extension to plasmas of the stan-

dard cold-matter formalism. The main goal of this work is to check quantitatively the SSM predictions

using the setup SPQRI (stopping plasma quantitatively reinforced) developed at Bruyeres-le-Chatel. It
consists of a laser-ablated C or Al plasma synchronized with a 50-MeV Cu ion beam bunched out of a

tandem Van de Graaff accelerator. A combination of a Thomson parabola spectrometer and an iono-

graphic tube provides charge-state distribution and energy-loss data. Plasma expansion is modeled and

yields electron-temperature and density-profile-matching diagnostics performed in the interaction

chamber. In agreement with theoretical expectations, charge-distribution maxima at the plasma exit are

shifted toward higher ionization compared to the equivalent results in cold matter. The distribution

width is smaller than its cold-target homologue. Energy losses in partially ionized C and Al targets are

several times larger than in the respective cold solid. The relevance to heavy-ion-driven inertial fusion is

emphasized.

PACS number(s): 52.40.Mj, 52.70.—m, 52.80.—s, 28.52.—s

I. INTRODUCTION

The interaction of energetic heavy-ion beams with
dense plasma targets is a topic of central importance for
asserting the feasibility of inertial confinement fusion
(ICF) through intense beams of charged particles [1—4].
In this area, a lot of significant effort has already been de-
voted to the experimental verification of enhanced stop-
ping capabilities exhibited by free electrons in fully ion-
ized hydrogen targets displayed in linear accelerator
beam lines [5-7]. For this purpose, energetic and par-
tially stripped ions (0.6~E/A &6 MeV) of nearly all
kinds have already been used. Simultaneously, similar re-
sults were obtained with intense deuterium beams ignit-
ing plastic targets, through pulsed power systems [2].

In this way, it is possible to validate theoretical predic-
tions of the so-called standard stopping model (SSM) [5],
the most economical extension to hot matter of the
Bohr-Bethe-Bloch (3B) high projectile velocity formalism
for ion stopping in cold matter. The corresponding stop-
ping power reads as

4mNoe P Z,s( V, )[Z lnAF+(Zr —
Z)lnAs ],~,m, vI2

"

where E=MV& /2, p is the density of the stopping medi-
um, No is Avogadro's number, e is the electron charge,
m, is the electron mass, Z,l is the effective charge of
beam ions, V, is the projectile velocity, AT is the target
atomic weight, Zz is the target atomic number, Z is the
average ionization in the target, and Az, AF are the argu-

ments of the Coulotnb logarithms for bound and free
electrons, respectively.

For high target-electron velocities, As is given by the
familiar Bethe expression

2meU )
2

A~=
lav

(1.2)

where I,„ is the Bethe mean excitation energy [3]. The
expression for AF is

2me 2

A~= (1.3)

where co is the plasma frequency. At low velocity, when

one has AF ( 1, it must be modified.
Equation (1.1) implies the neglect of any collective

stopping effect due to the high intensity of the ion beam,
in agreement with recent investigations of the target
corona instabilities [8]. Equation (1.1) is the high-
temperature limit of more sophisticated estimates for the
bound- and free-electron stopping power in the dense tar-
get plasma. Moreover, for partially stripped projectiles,
an equally significant enhanced stopping also arises from
the strongly reduced recombination [9] between incoming
ion and free electrons. Such a drastic behavior maintains
a relatively high Z,z, in contrast to that in cold matter,
where the ion projectile can easily pick up bound elec-
trons from target atoms (or ions), located near its trajec-
tory. Thus the enhanced-plasma-stopping (EPS) physical
content rests essentially on the much enhanced response
of plasma free electrons, together with highly increased
Z,g values compared to nominally equivalent cold tar-
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gets, i.e., ones with the same line-integrated nuclear den-
sity (number/cm ). n, is the free-electron nuclear density
target and l the linear ion range within.

In a recent work, we have already compared the quan-
titative SSM prediction with stopping-power measure-
ments performed on light ions in the 1 MeV/amu energy
range. For this purpose, we made use of a plasma
column with fully ionized hydrogen (or deuterium) insert-
ed on the beam line of a linear tandem accelerator. The
Projectile e6'ective charge Z,tr(V, ) has been then Pur-
posefully taken either as negligible (fully ionized, He-like
structure, etc.) or followed numerically through a code
described in Sec. II. This procedure has then allowed us
to determine quantitatively the EPS featured by terms
within brackets in the right-hand side in Eq. (1.1).

In contradistinction to that effort, the main goal of the
present work is to investigate thoroughly the impact of
plasma target conditions (n„T, ) on the overall important
prefactor Z,s(V, ). As far as theoretical and numerical
expectations are concerned, the most conspicuous feature
is the enhanced projectile ionization in plasma (EPIP)
compared to projectile ionization in a neutral, or less ion-
ized target with the same electron linear density (fluence).
This effect is based on an argument going back to Bell [9],
according to which it appears much more unlikely for the
incoming projectile to pick up electrons from free-
electron plane waves than from bound orbitals on target
ions. The respective rates are likely to differ by three or-
ders of magnitude.

Broadly speaking, the present work is devoted to a
confirmation of the EPS in nonhydrogenic targets, and to
a thorough examination of the various facets of the EPIP
in the same conditions. The ion projectile is essentially
50MeV Cu +.

The basic theoretical features of EPS and EPIP are re-
viewed in Sec. II. An adequate model allowing the pre-
dictions of (n„T, ) diagnostics for the laser-ablated plas-

ma is developed according to ideas provided by Afanas'ev
et al. [14] and Kidder [15] in Sec. II and in the appen-
dixes. The stopping-plasma-quantitatively-reinforced
(SPQR1) setup designed for the synchronized interaction
of a bunch Cu ion beam with the expanding plasma is
presented in Sec. IV. The required ion-beam spec-
trometry and synchronization principles are discussed in

Sec. V.
Cu-ion charge-state distributions at the plasma exit are

presented and discussed at length in Sec. VI. The corre-
sponding average losses are displayed in See. VII. Re-
sults and discussions are summarized in Sec. VIII.

the plasma exit. In this work, we mostly consider the
Cu -ion beam with pulse length ~f =50 nsec, intensity

If =10 nA. So, the average interion distance do-550
pm remains much larger than the electron screening
length A, D of ablated plasma with typical parameters
T; —100 eV and n, —10' cm, i.e., kD -0.0235 pm. In
nearly every situation of practical interest, one has
A,D &&do. Therefore, one can safely reduce the beam-

target interaction to that of one single ion.

A. Enhanced plasma stopping

Simulation of ion-beam scattering in the plasma target
shows that Coulomb diffusion is rather weak, so the ion
projectile taken as a pointlike charge experiences a nearly
linear trajectory in the stopping medium. In these condi-
tions, the ion plasma stopping may be expressed as a
linear superposition,

dE
=pa, +g p;+y, (2. 1)

where y is the free-electrons contribution; p;, the contri-
bution of bound electrons on target ion i; and o, ;, the con-
tribution of target ion i.

Usually a; «p; or y. Therefore one can safely restrict
oneself to the electron stopping expression (1.1) in the
high-temperature limit of present concern. Then, one
gets a very important scaling law,

gE n, l

E2
(2.2)

in terms of the average linear electron density (fluence)
in target. I denotes the linear projection of the ion
range on the initial direction at the target entrance.
Equation (2.2) is in agreement with the obvious fact that
for E/A K[1 MeV/amu, 1 GeV/amu], the prefactor
A =4me Z,s( V&)/m, v& is the dominant one in the SSM
stopping expression (1.1). In order to highlight the vari-
ous contributions to electron stopping it seems appropri-
ate to explain Eq. (2.1) under the form

dE = AnTZTL,
dx

(2.3)

in terms of target atom density nT (atomic number ZT).
In the plasma target, the stopping number reads as

z (Z —Z) Z, Vo

T 1

II. STANDARD STOPPING MODEL
Z,~ Vo Zea-~o

p2
(2.4)

The enhanced projectile effective charge, as well as the
enhanced plasma stopping have already been amply do-
cumented theoretically and numerically for hydrogen
plasmas. Here, we intend to specify those features for
nonhydrogenic plasma targets retaining a significant frac-
tion of bound electrons. First, we brieAy recall the gen-
eral trends of the standard stopping model (SSM), already
worked out previously, and focus attention on the aver-

age ion energy loss and projectile charge distribution at

3E. e2
L1=

3 log 10
Rm, U', 4~~p

277le U 1

2

I
(2.5)

with F... the average energy of the plasma ion, and I, the

Lf and Lb pertain respectively to free- and bound-
electron contributions. Z is the average target ionization,
vo is the Bohr velocity (=1 a.u. ). 1.

&
features the so-

called Barkas e6'ect
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potential of mean excitation for bound electrons. The
last one is a Bloch contribution where

Radiative recombination

X'++, (X"- &.)+". (2.10)
Z2 V2

V2
L k k2+

1
'2 7

Z rVo

Vi

(2.6) has to be taken into account for highly ionized targets.
aRR is the corresponding reaction rate averaged over
free-electron distribution. Dielectronic recombination

The contributions (2.5) and (2.6) are rather weak com-
pared to the first two. For a 50-MeV Cu +-ion beam, the
Bloch term reduces to

Z,~V0 Z,~Vo = —1.1,

while for an Al plasma target with Z =6, one gets

E; =241.4 eV, I=457.5 eV, L& =1.8 .

Therefore, one sees that Barkas and Bloch cancel each
other to a large extent. We are thus essentially left with
the first two terms. Integrating the stopping power over
the projectile ion range and taking averages over projec-
tile charge states, one obtain the average energy loss

[hE ™v']=302.4X10 Z,e[Lfn, ~

+(ZT —Z)Lbn;~],

(2.7)

with n;1(cm )=n, l(cm )/Z, which is a quantity well

adapted to the SPQR1 experimental device detailed
below.

X&++e (X'&-'")" X'&-"++hv (2.11)

1P11

is given for its reaction rate a constant average value

aDR= 10 "cm s
This value has been formerly proposed as an upper

bound some time ago by Nardi and Zinamon [9]. More
recent investigations by Chen [9] show that aDR is also
significantly dependent on the target temperature.

However, the reported variations remain moderate,
especially for a projectile ionization smaller than 10.
Nevertheless, in order to estimate the final impact of
those variations in the projectile charge, we have per-
formed a parameter study which shows that increasing

aDR by an order of magnitude or reducing it by the same
amount does not change at all the results displayed in
Figs. 1-3 as well as in the experimental situations en-
countered below. This remarkable stability is due to the
fact that in a partially ionized plasma target, the projec-
tile charge balance essentially arises from ionizing col-
lisions and also charge transfer from bound electrons to
the target ions. Other free-electron contributions such as
dielectronic recombination or three-body recombination

B. Enhanced projectile ionization in plasma

1. Basic mechanisms

The instantaneous projectile charge Z,~( V, ) is the re-
sult of a balance [10]between various two-body processes
detailed below. First, we consider the one-electron exci-
tation of projectile ions colliding with target free elec-
trons and ions (denoted by A), respectively: na(s ')

1010

109

X~++e~X~+'+e',
X~++ A~+(E) X'+'+ A +(E') .

(2.8)
1P8

X&++a&+ X'q+"++ Z'.&-"I+
1 1

X&++ W&+ ~X'q+'~]++ a&++e
J

(2.9)

Those two processes are only significant for a deexcita-
tion time long compared to intercollision time. Similarly,
ionization through collisions with target free electrons
and ions given as

X&++e X'&+"++2e,

10'

106

Li5

2

I I I I I I I I I I 04NI I I

9 11 13 15 17 19 21 23 25

feature the most important contribution to projectile ion-
ization. a;, refers to the electron reaction rate averaged
over electron distribution and a," denotes a similar quan-
tity for the sum of the following ion processes. Autoioni-
zation matters when the projectile ion is doubly excited,
with one electron ionized and the other one falling into a
lower level.

FIG. 1. Reaction rates (sec ') weighted by density of excited
target bound states, versus charge state q, encountered in the in-
teraction of 50-MeV Cu ions with an Al plasma (T, =250 eV,
n, =10' cm ). Curve labeling: 1, n, a«, 2, n(12+)aqq —I 3,

eaDRs 4s n(1 +)aijs 5, n(9+)aij ~ 6r n(9+)aqq —li 7, neaiet
n(10+)a;, ; 9, n(10+)aqq» 10, n(11+)aqq 1, 11,n(11+)a;j
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1012 remain three orders of magnitude below the charge
transfer as soon as there is 0.5% of bound electrons in the
target.

Charge transfer

10

n(11+)u, xq++ a&' x'q-"++ w'&+"+, (2. 12)

«1O

na (s ')

n(10+)e"
ij

n o,e ~ie

10'— n(11+)e

10'—

n(9+)a

n(9+)u,
—n(12+)o,„
n(10+)o.

10'
20 40 60 80

10-4

d8(rad)

105

cm

n, = 5x10'acm ~

n = 10'8 cme

n = 5~10' cm ~
e

n = 10' crne

20 40 60 80

E(MeV)

FIG. 2. Reaction rates in the interaction of the 50-MeV Cu'+

ion with the Al plasma of Fig. 1 in terms of projectile energy.
Other unspecified quantities are as in Fig. 1.

with the rate a, is the most important recombination
process in neutral gases, solids, or partially ionized plas-
mas. However, in a fully ionized medium, this contribu-
tion nearly vanishes. Such a behavior readily accounts
for a drastic reduction of recombination in plasma. As a
result, projectile charge is expected to stay at the same
plateau value over most of its velocity range. Neverthe-
Less, charge-transfer recombination is so long that it is
dominant even in the presence of only a few target bound
orbitals.

Decay by spontaneous emission

X~+(E) X~+(E')+h v

appears non-negligible for highly excited projectiles. Fi-
nally, three-body recombination is ruled out because at
high projectile velocity and average electron density, con-
servation of impulse cancels three-body reactions. More
specifically, momenta of the two recombining electrons
have to compensate one another at the ion location.
Such an occurrence decreases very rapidly with increas-
ing projectile velocity, as clearly evidenced by a calcula-
tion due to Bailey, Lee, and More [9].

As already hinted above, charge transfer is the most
efficient capture process, so one expects a higher projec-
tile charge in a fully ionized plasma than in the
equivalent cold gas. Also, for a partially ionized plasma
with a large number of bound electrons, one expects that
the projectile equilibrium charge, reached when electron
losses balance gains, is obtained at higher projectile ve-

locity that in totally stripped plasmas.
In Fig. 1, we picture the above considered reaction

rates versus charge state q for the 50-MeV Cu ions in-

teracting with a strongly ionized Al plasma, where

T, =250 eV and n, =10' cm . The Al plasma is as-

sumed to be in a coronal regime with Al"+ ions and
n =9—12.

Except for dielectronic recombination, which remains

q independent, all other processes are strongly affected by
the varying projectile charge state. On the other hand,
when the projectile charge state (see Fig. 2) is kept fixed,
the corresponding rates stay nearly constant in terms of
incoming kinetic energy. It is also instructive to confirm
the aforementioned assumption of there being no
deflection through strong Coulomb collision of ion pro-
jectiles with target ions. Scattering angles experienced by
Cu + ions at various energies, in a strongly ionized Al
plasma, are shown to stay below 10 rad (Fig. 3).

E(MeV) 2. Numerical simulations

FIG. 3. Scattering angle dO experienced by the 50-MeV
Cu + ion in terms of projectile energy in an Al plasma with

T, =250 eV, 10' ~ n, (cm ) + 10' for an inflight time —10
S.

Now we turn to the elaboration of Monte Carlo code
based on the above analysis and data for stopping and
projectile charge states. We wish to track its evolution
while flowing in the plasma target. Its results wi11 be
compared to experimental measurements presented
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below.
Taking the laser-ablating beam parallel to the y direc-

tion, the expanding plasma shows the electron-density
profile

n, (x,y, z) =n, oexp exp
3' —(x+z )

R

L~ and R respectively denote gradient lengths for n,
along y and along r =(x +z )'

Plasma temperature varies only along the laser axis
with T, = T;. Projectiles are tracked within a Cartesian
frame with their origin at the plasma center. A packet of
N& ions is treated as N& times an isolated ion interacting
with the plasma. Projectile ions are supposed to remain

in their ground state. The numerical code provides in-
stantaneous energy loss as well as Coulomb diffusion
within a cone of maximum aperture.

Every ion evolution is treated statistically through a
Monte Calo algorithm, at the plasma entrance, and after
each collision, as mell. Electron gain or loss is considered
stochastically through the above detailed reaction rates.
The time elapsed between two collisions is treated simi-
larly with respect to the average relaxation rate. The
diffusion angle is averaged over several interactions.

Ion charge computed at every trajectory step is fixed

by the last gain or loss process, selected out by random
sampling over probabilities associated with various reac-
tions. At a given point, where projectile ion charge is q,
one can determine [11]an electron-loss probability

n, a, +g n "a,"(j) 1 —exp t —(q, +g qj )

1 J
q.,+g r (2.13}

an electron-gain probability

n, (aRR+aDR+g njaqq &(j) 1 exp —t—
J

q+g jq
1

r, +Jr
(2.14)

in terms of

~, =n, (a,,+ «a+ aR),

q'J =nj {a,&(j)+aqq, (j)),
(2.15)

and so on, up to the plasma exit. The code requires at
least 1000 ions in order to minimize statistical fiuctua-
tions.

III. LASER-ABLATED PLASMA

and a probability for no change of charge,

pa=1 p+ p — ~ (2.16)

One can also determine two branching ratios p, =p+ and

p2=p++p, with 0 p( p2 1.
Then, one samples randomly a real number h 6 [0, 1].

If h &p„one gets electron loss (q~q+1) and a gain

(q ~q —1) for p, & h &p2. For pz & h, there is no charge
change (q ~q }.

At every time step, one thus prescribes the instantane-
ous q value. At the plasma entrance, and also after each
collision, the various reaction rates are computed. One
can define an average relaxation time ~ for electron gain—t /voor loss, together with collision probability p =1—e
The time of occurrence of the succeeding collision is then
obtained by random sampling between q. /10 and 10'.
The ion trajectory is then integrated between two succes-
sive collisions through a calculation of stopping power
and Coulomb difFusion.

Then the probability of each atomic reaction is com-
puted, which yields the tmo branching ratios p& and p2.
In addition, one samples again a number between 0 and 1,
which determines a given atomic process. Calculations
are taken up further for new values of E, q, spatial coor-
dinates, and velocity. Reaction rates are computed anew,

In order to emulate realistically the driven-pellet in-
teraction expected in ion-driven inertial fusion, we con-
sider laser ablation of nonhydrogenic planar targets of
low Z materials such as carbon and aluminum. Their low
atomic number insures a large proportion of free elec-
trons under laser irradiation. Therefore, we expect a
large EPS and a large EPIP as well.

A. Laser

Typically, one envisions plasma parameters such as
1& T, (eV) &150 and 10' &n, (cm )&10' . We make
use of a COz laser (A, =10.6 pm) delivering an irradiance
—10"W/cm . The target is submitted to a 10 mbar
vacuum. In order to synchronize the laser with the
heavy-ion beam, one keeps to a minimum the mismatch
between plasma production and the arrival of ion
bunches. So, the laser discharge is ignited with a syn-
chronous signal from the accelerator by another
Nd:YAG laser, with weak time fluctuation. The con-
sidered setup can deliver a 20-J pulse with a 50-ns half-
maximum duration.

B. Plasma production

The impact of laser light on the target provokes an im-
mediate ionization, with a charge density decreasing from
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the ablated surface. Plasma gets heated within a few pi-
coseconds through inverse bremsstrahlung in a zone
thickness comparable to a laser wavelength [12]. The
kinetic pressure rises very rapidly, so the plasma starts
expanding from the target spot with a velocity close to
sound velocity.

Simultaneously, the plasma ablation produces through
momentum conservation a compression wave preceded
by a shock wave. The plasma absorbs light as long as its
frequency co, remains smaller than the laser frequency
co~06„=1.78X10' rad/s '. So, the photons do not
penetrate a plasma with n, ~n„=10' e cm . When
co&co~, (n, ~n„), the laser wave propagates in plasma
and gets attenuated. In an Al plasma with T, =100 eV,
Z=7, the absorption coefficient is X=2.3X10.3 m
CO2 laser light is then absorbed on a 430-)um thickness.

On the other hand, when n, & n„, light gets specularly
back reQected with a T, -independent absorption
coefficient

2Q)peK= =3.75X10 n' (cm )
C

(3.1)

nz

S(Z, T, )

a(Z+1, T, )
(3.2)

in terms of S(T, T, ), the ionization coefficient and/or
collision; and a(Z+1, T, ), the radiative recombination
coefficient. The effective ionization time is given by the
longest and last ionization, i.e.,

As far as the thermal state of the CO2 created plasma is
concerned it seems that it can be understood within a
corona equilibrium approximation. T, retains a meaning
in the considered medium because the equilibration time
~„ for the target electrons is much smaller than the heat-
ing time. For instance, for a 100-eV plasma with
n, =10' cm, one gets ~„=SX10 ' s, much smaller
than the duration laser pulse ~L =50 ns.

Three-body recombination should remain much small-
er than radiative recombination in an optically thin plas-
ma. In order to simplify plasma diagnostics, one is par-
ticularly interested in a stationary regime. The density of
plasma ions with charge Z then fulfills dnz/dt=0, so
that

Z =26 [T, (keV)]

1+ [T, (keV)]

1/2

(3.6)

C. Plasma expansion in vacuum

D. Simulation

In view of the difficulties encountered in resolving the
space-time dependence of density and temperature, there
is an obvious interest in modeling economically the plas-
ma expansion to obtain temperature and density gra-
dients for the electron component. The plasma expan-
sion has a characteristic time ~L, the half-width of the
laser pulse which brings in a characteristic density gra-
dient length Lp cp'TL in terms of c&, the isothermal
sound velocity in the plasma. The spatial extension and
duration ~f of ion bunches limits the modeling accuracy.

For ~f (&~L, the plasma looks stationary during the
interaction. Similarly, for a beam diameter much less
than I. , n, and T, may be taken constant in the plane
transverse to particle propagation. In the present experi-
mental setup one has v.f —=50 ns, whereas the beam diam-
eter -2 mm is much larger than the n, gradient length in
the plasma. So, there is no point is discussing in detail
the space-time evolution of the plasma.

The present work therefore emphasizes less sophisti-
cated but robust models. For this purpose, we derive tem-
perature and density profiles from Quid mechanics equa-
tions. Even then, the treatment has to be further
simplified, because it is not possible to sort out n, (r, t)
and T, (r, t). This explains why we consider the laser-
target interaction during the laser pulse, with a constant
plasma flow. This procedure, due to Afanas'ev [14],
yields t-independent n, and T, profiles. In the second
step, the plasma is taken in a spherical expansion with a
time dependence decoupled from the space one. Then
stationary and t-dependent solutions are matched against
each other. So, the stationary model is used as providing
limit conditions to the t-dependent one. Technicalities
and analytic results of the stationary modeling are then
detailed in Appendix A. Time-dependent solutions are
worked out in Appendix B.

1

n, [S(Z,„—1,T, )+a(Z,„,T, )]
(3.3)

which is close to the heating time when ionization and
recombination equilibrate each other, so that

Expressions (82) and (83) for T, and n, profiles pro-
vide a radial evolution displayed in Fig. 4 at different
times. The r dependence of T, and n, in Eqs. (82) and
(83) is explained by assuming a plasma isothermal expan-
sion. At the beginning, two distinct regions coexist with
different temperatures TI and Rh, respectively, given by

S(Z,„—1,T, ) =—a(Z, „,T, ),
which yields rz —(n, S) ' and

(3.4) T,I (eV) =(2.8+0.2)X10 [PL (W/cm )] (3.7a)

z(see) = 1O12

n, (cm )
(3.5) T,„(V)=(1.65+0.20)X10 [PL

' (W/cm )],

The stationary plasma assumption allows one to connect
the target ion charge in the target to the electron temper-
ature through [13) (Zz- = target atomic number)

(3.7b)

in terms of laser flux. Then, one takes the electron-
density profile in the form
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n,&(r) =n,&exp( r—/L& ),
n, &

(r) =n, &exp( r—/LI ),
(3.8)

unchanged under expansion, where Lz and LI represent
density gradient lengths. Then, n,z, LI, Lz, and LI be-
come t-dependent quantities prescribed by the above
modeling which also determines their values at t =v.L.

The radial profiles given in Fig. 4 have been obtained
for the initial conditions ~L =50 ns, EL =30 J, r0=400

pm, and A =27 (aluminum target), which allow us to
compute T, and n, profiles in ranges r E-[0,5 mm] and
L E [50,1000 ns] through the parameters 4~=1.2X10"
W/cm, T,I = 138 eV and T,&

=400 eV, Z =8,
V =29.5X10 m s and U, =1.4X10 m s, T =
eV and T«=114 eV, r«=2. 2 mm, n, =5.9X10 cm
and y0=2. 8 X 10, required to operate the Afanas'ev for-
malism developed in Appendix A.

K. E, andN,

(a)

107 .—

106—

Te(K)

105—

(b)

t = 50ns

1 2 3 4 5

1021

100-

n (cm 3)

1P»

t=50ns

1 2 3 4 5

r(mm)

When the ion beam penetrates the expanding plasma
(Fig. 5) it first encounters regions with increasing n, up to
the center [16). Then, n, decreases from the center up to
the exit edge [17]. Beam particles are transversely dis-
tributed over a circular cross section, so each projectile
ion is not affected by the same (n„T, ) parameters.
Therefore, one has to take suitable averages for estimat-
ing stopping power and charge-state distribution.

The plasma radius corresponds to an ion density
asymptotically equal to the neutral species density n„ in
residual vacuum. For a residual pressure p at T0=300
K, one has n„=2.69X10' X(p/po)=6. 7X10 cm for
p =2X10 mbar with p0=1015 mbar.

We consider an ion beam with a 2-mm collimation di-
ameter (see Fig. 5) which propagates parallel to the target
(axis Ox). The linear electron-density mean value is writ-
ten

107 .—
n, x,y, z y z

n, l= f fdydz
(3.9)

Te(K)

105—
t= 100 ns

1p20

n, (cm 3)

1P»

t =100 ns where n, (x,y, z) denotes an instantaneous density profile.
Integration has to be performed on a domain restricted
by a beam envelope. Mean temperature T, is computed
in the same fashion. In a frame attached to the ion-beam
center (x',y', z'), one has

x'=x, y'=y —a, z'=z,

(c)

107 .—

1 2 3 4 5

r(mm)

1 2 3 4 5
r(mm)

so

f f f dxdydz

~ f'g2 2 2
2a Qa 2 (y —a)2 "y R —x —(y —a)

dy dx
0 0 0

106—
t = 200 ns

t =200ns

105

n, (cm 3)

10»

TARGET

BEAM

2 3 4 5
r(mm)

1 2 3 4 5
r(mm)

FIG. 4. Radial profiles for electron temperature and electron
density derived from the Afanas'ev-Kidder model (Appendixes
A and B): (a) t =50 ns, (b) t = 100 ns; (c) t =200 ns. FIG. 5. Schematics of laser-target interaction.
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with a equal to the beam radius and R equal to the plas-
ma radius.

The expression in the right-hand side pertains to the
plasma frame. A beam shifted 5 min up above the laser
impact will get a y quadrature between 4 and 6 mm. Oth-
er quadratures remain unchanged.

In the present situation, those times are nearly equal and
last 50 nsec.

It is not possible, with those conditions, to proceed to a
well-resolved plasma diagnostics in the n, and T, of the
target. We therefore rely on average target parameters
n, and T, .

IV. EXPERIMENTAL SETUP B. Layout

A. Ion beam-plasma interaction

n, l

E2
(4.1)

The main diff'erences between SPQR2 and the SPQRl
system displayed here lie essentially in the very different
time scales. In SPQR2, the plasma lifetime (100 @sec) is
much longer than the ion-beam microstructure (2 nsec).

The theoretical arguments leading to the enhanced
projectile ionization in plasma detailed above suggest a
clear path to their experimental verification. Present day
accelerators are not yet able to deliver enough of an in-
tense ion beam to ignite cold matter into plasma. There-
fore, one has to fire independently a synchronized target
with the incoming ion beam.

This is the basic principle of the setup SPQR1
developed at Bruyeres-Le-Chatel [4,16]. It is rather simi-
lar to the setup SPQR2 used at Orsay, making use of a
synchronized plasma column. Another very important
concept in this modeling is that the intrabeam ion-ion
average distance remains much larger than the target-
electron screening length. So, as far as enhanced plasma
stopping is concerned, one is entitled to reduce the
beam-plasma interaction to an isolated ion-plasma one.
Our present goals are more ambitious. We intend to use
the SPQR1 system to provide simultaneous measure-
ments for checking out EPIP and EPS in nonhydrogenic
and partially ionized targets.

The basic features of the ion beam-plasma interaction
are very similar to those of the SPQR2 setup previously
considered. For instance, beam energy loss AE has to be
optimized against free-electron linear density (fluence) in

the target according to [5] (1 =linear ion path in target)

The general layout [18] essentially consists (see Fig. 6)
of a linear tandem 7-MV accelerator delivering Cu~+
(5~q ~9) ions at 50 MeV (i.e., 0.793 meV/amu). The
Cu-ion beam and the light of a CO2 laser converge onto
the same target plate. The interaction chamber is fol-
lowed by a Thomson parabola spectrometer (TPS) pro-
viding charge-state and stopping-power measurements.
Finally, an ionographic tube (IT) [11] yields imagery
recording for the exiting ion projectiles. The ion beam is

pulsed with a frequency vf =2.5 MHz at an intensity II, .

The number of ions Xf with charge q in a single bunch is

therefore

I
v qe

2. 5X 10' If(nA)
(4.2)

C. Plasma diagnostics

As already noted above, it is not possible to resolve, in

time, density and temperature measurements. This ion

charge collector permits the determination of an average

T, . The T, space-time dependence is derived from the

Typically, such a system delivers 2800 ions with q =9
at an intensity of 10 nA. The ion projectiles penetrate the
target chamber (Fig. 7) through a calibrated hole in an
a1umina plate. This latter plate emits a visible light
(white or pink) when directly impacted, which secures an
easy spatial control of beam transport and also the spatial
concidence of the ion beam with laser-ablated plasma.
Ion projectile propagate in a vacuum better than 10
mbar. The target chamber is also subjected to a 10—
mbar vacuum. It includes an x-ray spectrometer and an
ion charge collector target plate mechanically movable

with respect to the ion beam.

I Heavy lon Source

Accelerator

Laser

Soft-x-ray Detector Film

X Spectrograph

Crystal

o

Energy

rge

Heavy lons

Analyzing (90')
magnet

Cha
Ene

lonographic Tube

FIG. 6. General layout of the SPQRI setup.

Thomson Parabola Spectrometer
(TPs)
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FIG. 7. Interaction chamber. The ion beam propagates
along the x axis.

FIG. 8. (a) Charge collector signal polarized at —150 V. (b)
Energy spectrum for collected Al ions from laser-ablated plas-
ma.

expansion modeling worked out in Sec. III. Ion charge
collector measurements and initial target irradiation con-
ditions are then introduced as limit values in the
Afanas'ev-Kidder modeling [14,15]. The calculated elec-
tron number density is dependent on the model. The
plasma x-ray emission is calibrated with a Si Ea spec-
trum.

D. Charges collector

The system shown in Fig. 8(a) is currently employed
for the determination of the ion velocity distribution
dN; /d V; in expanding plasmas. It measures the ion time
of fiight, i.e., the asymptotic ion velocity. In order to be
significant, the measurement process should preserve the
ion charge state. The recombination probability
8'=noo. D is expressed in terms in terms of residual neu-
tral gas atom density no, target-collector distance D, and
electron-capture cross section 0 ( = 10 ' cm for C + }.

For an acceptable W ~ 5%, residual pressure should be
smaller than

p1; =3.8X10

i.e., ~ 10 mbar for an expanding C + plasma located at
D =21 cm from the target plate. Al has a higher recom-
bination cross section, so p 10 mbar, in this case.

Two charge collectors and respectively located at 15
and 21 cm from the target, under a 40 observation angle
relative to the target normal. Measured ion current I,(t)
yields the energy spectrum f(E)=dN, IdE of plasma ions.

through (Z =average ion charge in plasma)

(4.3)

where Z is taken constant during expansion. If D is
suSciently large to neglect the duration of plasma expan-
sion, the ion (mass m; ) kinetic energy fulfills

m;D
diEi=

3
dt . (4.4)

Combining Eqs. (4.3) and (4.4) provides

I,(t)t'f(E)=
Zem; D

(4.5}

The low-energy and thermal component may be written
as

1/2

f (E}dt=N; 4
7r

3/2

"'&Edt
thi

(4.6)

In Fig. 8b, one has plotted Zf(E)E '~, in terms of E,
for the thermal pat of the spectrum. The slope of the line
yields T, . The argument runs as follows. If one assumes
that during expansion electrons yield all their energy to
ions with equal initial temperatures (T, =T; }, one gets
E,h; =2k&T, . Charge collectors also allow us to deter-
mine average energy and mean quadratic velocity for
plasma ions through
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t, I, (r)dt
2tE=—,'m; V; =

—,'m D
I, tdt

(4.7)

just after the interaction chamber, on the incident beam
direction.

An ion beam with charge q, energy E, and mass
M = Am penetrates successively four regions. On the
TPS analysis plane, the ion impact is defined by

During adiabatic expansion, the quadratic mean velocity
is related to adiabatic sound velocity through (y =—', ) Y=a q, Z=p 'V 8

MV MV

in terms of sound isothermal velocity cz fulfilling

9.58X10 (Z+1)[T, (eV)]
c (m s )]—=

A being the target ion atomic mass.

V. ION-BEAM SPECTROMETRY
AND SYNCHRONIZATION

A. Thomson parabola spectrometer (TPS)

(4.8) with constants a and P. U denotes the electric potential
between plates. Equations (5.1) show that ions with the
same q /M are located on the same parabola branch [Fig.
9(b)]. Ions with the same velocity are located on a
straight line out of the origin in the analysis plane (y, z).
Further, from Eqs. (5.1), one can deduce

U(kV) Z (cm)q=C
1~2(mA) Y(cm)

(5.2)

r '2
U(kV) Z(cm)

I~(mA) Y(cm)
E MeV =CF

Before plasma interaction, the ion packet is monoener-
getic with a charge q. At the plasma exit, one observes a
distribution of energy and charge states. To resolve the
various components, one thus makes use of a Thomson
parabola spectrometer (TPS) in the post-interaction re-

gion [Fig. 9(a)j, where ions experience a double reflection
in the parallel magnetic field B and electric field E, suc-
cessively. 8 splits apart the various charges, whereas E
resolves in energy the ion distribution. The TPS operates
under a reduced pressure -5 X 10 mbar. It is located

I~ is the current producing the static magnetic intensity
8. The apparatus constants C =2. 8+0.3 and
Cz=1.6+0.2 are fitted for 40-MeV Cu + and 50-MeV
Cu +-ion beams with U =47 kV and Iz = 125 mA.

The TPS is followed by an ionographic tube (IT) which
visualizes the traces (q, E ) in the analysis plane (20X50
cm). For this purpose, ions impinge on a Au foil.
Through secondary emission, electrons are accelerated
and amplified through two microchannel plates. Then,
they get converted into visible light from a scintillation
screen, at the top of an optical fiber device. The iono-
graphic tube works also under a 10 mbar pressure.

5cm
f

19.5 cm
B. Data analysis

Inte ration
chamber

Magnet

B
k

38 19 '24, 5'

Deflecting
plates

100

lonog raphic
tube

.i. —
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H
' 41.5
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(cm)

Shift axis oflionographic tube

40 MeV~ 16
15

50 MeV
13

12
~ i~ 9~

Without plasma
'-' e

Parabola of
charge state

y (cm)

5

z (cm) 20 15 10

FIG. 9. (a) Schematics of the Thomson parabola spectrome-
ter (TPS). (b) Traces of the analyzed ion beam at the TPS exit.

The ion beam is probed before and after plasma in-

teraction. Before interaction, the ion beam is pulsed at a
frequency vf =2.5 MHz and magnetically analyzed to
determine E,q, A and mean current intensity I(nA) as
well as temporal width. The latter is obtained with a
channeltron. After interaction, the heavy-ion beam is an-

alyzed in the TPS and visualized in the IT. Every lumi-

nous point receives an E,q identification. One also
determines the beam fraction Y in a given charge state
and also the angular dispersion at the plasma exit.
Barycentric coordinates of a colored spot yield an aver-

age F. value [see Eq. (5.2)] for the fraction Y . The
salient information is thus contained in the barycentric
coordinates of ion-beam impacts.

In order to implement a standard procedure through
Eqs. (5.2), one first determines a CE upper bound with

E ~ E. Then one picks up a recording with a small stop-
q

ping, dE/dx, pertaining to a weak laser shot, for in-

stance. Moreover, one considers two successive charge
states so that [Eq. (5.2)] leads to

' ~C""t U
'

q+ & pq E -I—(zq+, —
zq

B
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and

E U 4y
'2

It thus re~ains to fix the origin of the analysis plane.

C. Synchronization

200 ns
I

O

CD

O
CL

1V
200 ns

FIG. 10. Oscillogram of the plasma and ion-beam signal in
the experimentation chamber. Upper line refers to plasma
detected by the X diode. The lower line pertains to the low-
energy deviator featuring the ion beam.

As stated above, the ion beam is pulsed with a 2.5-
MHz frequency. In principle, it should be possible to
launch an ion packet every 400 ns in the expanding plas-
ma. However, the inertia of the data acquisition system
(DAS) does not permit that possibility. We have been
thus led to use the accelerator in a pulsed regime with a
unique ion packet interacting with a single plasma shot.
The most conspicuous issue is therefore the timing of that
unique ion bunch. We first discuss the synchronization
between DAS and the CO2 laser system.

The imaging system is triggered when the optical fiber
device (OFD) emits light under ion impact. The corre-
sponding typical time is -200 nsec, which is the time of
flight of ions with E/A =0.793 MeV/amu in the target
plasma. The latter duration is a few tens of ps. Those
times remain much shorter than video reading time, tak-
en as a reference clock. So, one records information im-

pinging on the OFD for 40 ms after the laser shot, which
allows visualizing the ion beam after plasma interaction.

One thus starts initializing the CO2 laser shot. The
shot sequence is secured by a robot charging capacitors
of various amplifiers. This step demands several tens of
seconds. Then, the robot produces an impulsion received
by a pulse generator. This latter finally gives an impul-
sion directed on the synchronization drawer of the ion-
laser system. The signal of the laser charging up is
phased with the tandem in order to adjust the shot se-
quence to the pulsed ion beam.

The synchronization of the laser to the tandem is
worked out so that the ion flow in the target chamber is
delayed to permit plasma ablation. A basic requirement
is therefore the simultaneous detection of the plasma and
ion beam in the target chamber. The ion beam is therein
localized by inserting a Au foil in its path. Secondary
electrons are then collected in a channeltron located 3 cm
ahead of the Au foil, and normally to it. During the ion-
plasma interaction one makes use simultaneously of an

impulse produced by the low-energy deviator or the tan-
dem (see Fig. 10). The plasma is detected through x rays
emitted during the heating period. This system thus pro-
vides a signal from heated plasma together with a syn-
chronous signal of the bunched ion-beam passage in the
target chamber. Those two signals are Qnally synchron-
ized.

VI. PRO JECTILE CHARGED DISTRIBUTION
IN DENSE PLASMA

Operating the SPQR1 device detailed above (Sec. IV)
enables us to study the interaction of Cuq+ ions in the
0.6 ~E/A ~0.8 MeV/amu energy range, with synchro-
nously fired C and Al plasmas. The corresponding hot
targets have an electron temperature 2~ T, (eV) ~110
and an electron density 10' ~ n, & 10' cm . They are
typically a few millimeters thick. The ion beam-plasma
interaction takes place at 1 mm (core} and 5 mm (corona)
above the cold target plate.

A. Ion transmission

We first pay attention to variations of the mean charge

gqYq
q= (6.1)gY =1,

q q
q

and relative intensity of four ionization states of the pro-
jectile distribution at the plasma exit. These variations
are taken first with respect to the interaction time of the
ion beam with plasma. The time origin is taken at the
plasma ignition. Such an evolution is contrasted to t
variations of mean fluence n, l calculated within the ex-
pression scheme detailed in Sec. III. To every (n, l, t)
point, there is a T, value measured by charge collectors
(Sec. IU). First, we pay attention to ion interaction with
the core, the dense part of the ablated plasma. The beam
center then flies 1 mm above the laser focal spot (Figs. 11
and 13). Next, we consider the interaction with the plas-
ma corona 5 mm above the target plate, as shown in Fig.
12.

In the dense region (Fig. 11), q variations for a Cu-Al
interaction at the plasma exit are correlated to n, 1 qde-.
cay consists of two negative slopes, with a change taking
place at t-20 @sec. Blond that value, q converges to
the inertial charge 9. n, l values are given in Fig. 11(a) by
the earliest dense plasma phase. When n, i ~10' cm

q —+10, and, when larger than 10' cm, it goes up to 11
and 12. Simultaneously, q increases steadily up to 11.7
(n, l-2. 10' cm ). Figure 12 displays similar trends for
a coronal plasma with an ion beam 5 mm above the tar-
get plate. Now, one no longer witnesses a correlation be-
tween n, l(t) and q(t). Although our modeling predicts a
decaying n, l, q steadily increases [Fig. 12(b)] up to t = 10
psec and reaches a plateau value q,„=12. It peaks at 13
before a swift decay. It should be appreciated that in the
plasma center [Fig. 11(b)] q decreases steadily, while in
the corona [Fig. 12(b}] it increases most of the time.
Nonetheless, in both cases q greater than or equal to the
initial value after 65 nsec with q —11.5. In the corona re-
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FIG. 11. (a) Mean linear electron density in expanding Al in

plasma at 1 mm from the target plate. (b) Average projectile
charge state q in terms of interaction time in an Al plasma for a
50-MeV Cu + ion beam at the 1-mm target plate.
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FIG. 12. (a) and (b) Same caption as in Fig. 10 for a beam at
the 5-mm target plate.

tions are parametrized by experimental conditions: mea-
sured T„plasma temperature T;„„„and Quence n, l at
time b t after laser ignition. Moreover, the quantities

gime, one observes q approximately equal to the constant
over a large n, l range, which emphasizes an equilibrium
charge.

These behaviors highlight a global agreement between
modeling and measurements. Figure 13 displays q and

Yq variations of Cu + ions in an Al plasma. The four
selected charge states enclose the maximum of the Y dis-

tribution. This behavior documents a nearly instantane-
ous ionization of energetic ion projectiles in a hot target
with moderate atomic number Z. It confirms earlier nu-
merical predictions. Figure 13 features a marked Y de-

cay for a fluence —10' e cm . All in all, one observes,
as expected, a rapid ionization stabilized on a plateau
value.

d =g(q —q)2F

width

Yq

0.1—

0.01 = Cug' 50MeV—

I r I s I r Irlrlrlslrl s I s I r I s Irlrlrlrlr ! r lr lr Iris

13

12

10

B. Charge distribution at 6xed N, and T, 1p17 1p18

Now, we turn to a thorough study of distributions of
projectiles charge states at the exit of C and Al plasmas.
The observation of a complete Y distribution is obtained
through a series of laser shots with fixed parameters (in-
teraction time, laser power, etc.). Resulting Y distribu-

nel (cm-2)

FIG. 13. Evolution of q and Y~ of four charges around the
maximum distribution, in terms of the mean electron linear den-

sity. Cu + ions flow 1 mm above the target plate in an A1 plas-
ma.
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FIG. 14. Yq distribution in a C target (Table I) with a Gauss-
ian fit.

FIG. 15. Yq distribution in an Al target (Table II) with a
Gaussian fit.

TABLE I. Experimental parameters of the Y, distribution featured in Fig. 14.

Plasma Heavy ions: g Y& =100

Tg

(eV)

70

Tint

(eV)
n, l

(cm )

8X 10" 12.7

qmax

Interaction at 1 mm
13 162.1

Width d

1.2

Asymmetry s

0.12

qG

162.8

TABLE II. Experimental parameters of the Y, distribution featured in Fig. 15.

Plasma Heavy ions: g Y& = 100

T.
(eV)

Tint

(eV) qmax
2 Width d Asymmetry s qG

2

90 5X 10" 13.3
Interaction at 5 mm

13 178.6 0.9 —0.13 178.7

TABLE III. Experimental parameters of the Y, distribution featured in Fig. 16.

Plasma Heavy ions: gY& =100

T.
(ev)

Tint

(eV)
n, l

(cm ) qmax q Width d Asymmetry s 2
qG

1.5X 10" 13.9
Interaction at 1 mm

14 194.5 1.5 0.31 195.5

TABLE IV. Experimental parameters of the Y~ distribution featured in Fig. 17.

Plasma Heavy ions: g Y& =85

T.
(eV)

80

Tint

(eV)

80

n, l
(cm )

2X 10 12.9

qmax

Interaction at 1 mm
13 168.2

Width d Asymmetry s

0.35

2
qG

168.1
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q =q+d
average quadratic charge

s=g(q —q) F d

(6.2)
Cu9+ 50 MeV

expt

Gauss

asymmetry, and q,„are also tabulated.
On captions featuring experimental Y data, one also

superimposes a Gaussian distribution

100
I

Y =(2nd )
' exp[ —(q —q) i2d ], (6.3)

with the same q and d as the experimental distribution.
Usually, q is not an integer. However, q =q,„ for sym-
metric cases. So, let us first consider a C target with ini-
tial temperature T, =70 eV and T;„„,=5 eV (cf. Table I
and Fig. 14). The ion beam penetrates the dense plasma
core 1 mm above the target plate with a time delay
ht =200 nsec. Then, observed Yq distribution is very
close to a Gaussian for q=q. Discrepancy slightly in-
creases with!q —

q .
The Al target with initial T, =90 eV is displayed in

Fig. 15 (see also Table II). Then t=2. 1 @sec. Now, the
ion beam is probing the plasma corona at 5 mm from the
cold target plate. T;„„,and n, l are consequently smaller
than in the previous case. Y distribution is again well
fitted by a Gaussian which shows a bit of narrowing with
respect to the experiment.

The negative s value signals the largest asymmetry for
q

~ q. In Tables I and II, T, and n, l feature rather simi-
lar plasma conditions, which shows that the plasma ion
density is largest for the smallest Z atomic number, when

I
I

I
I
I
I

I
I
I

I
I
I
I

I
I

\
'I

\
\
\

1

1
\

l

I I

9 10 11 12 13 14 15 16 17

FIG. 17. Y~ distribution in an Al target (Table IV) with a
Gaussian fit.

n, l is kept constant. As a consequence, the charge-
exchange recombination is expected to be larger in Al
than in C plasma, which yields smaller projectile ioniza-
tion in Al than in C. These expectations indeed appear
documented in Figs. 16 and 17 (see, respectively, Tables
III and IV) for an incoming Cu + beam at a 1-mrn target

Cug+ ——C

100—

~ expt

--o-- Gauss
—~- theory (SSM)

100—

Cu ' 50MeV

Cu ' 50MeV

10

Yq (%) Yq(%)

10

N I = 1.5 x 1 018 crrl-2

0.1
1

10 11 12 13 14 15 16 17 18 0.1

9 10 11 12 13 14 15 16 17

FIG. 16. Yq distribution in a C target (Table III) with a
Gaussian fit. The SSM theoretical result is obtained for a densi-
ty n 5+ =3X10' cm

FIG. 18. Comparison of Yq distributions in C and Al targets
with T, =80 eV and n, I =4X 10' cm
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FIG. 20. Width d and asymmetry s in terms of n, i for an Al

target at 80 eV.
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and parameters are those already encountered in Fig. 18.
One observes that d and s decrease when n, l increases.
For all n, l one gets d (1 and S +0.05. These d and s
values are systematically below their cold (gas or solid)
matter equivalent (same n, I ).

FIG. 19. Comparison of Yq distribution in C (T, =110 eV,
n, l=7X 10"cm ) and Al (T, =100eV, n,~=10' cm ).

plate. Figure 16 pertains to a C target with T, =60 eV
and ht =150ns (Table III). The theoretical SSM curve is
obtained for n 5+=3.10' cm . Here, s-0.3 accounts
for a moderately successful fit with a Gaussian distribu-
tion. The same remark applies to the Al case (Fig. 17).
Then, it appears useful to contrast Tables I and III,
featuring a nearly equal initial T, value. Only n, l is no-

tably difFerent. The largest n, l (Table III, C) also gets
larger values for the other parameters, which include q
and q,„. Then, one notices that for a lower bound-
electron density, recombination induced by charge ex-
change is also smaller, which increases projectile ioniza-
tion. It should be stressed that in Fig. 17 (Table IV) the
statistics are incomplete, with g Y =85 instead of 100.
It is also gratifying that a theoretical Yq distribution
based on the SSM model (Sec. II) fits pretty well the mea-
sured one given in Fig. 16.

The high-q part of the Y distribution is compared in

Fig. 18 for incoming Cu + ions interacting with different
targets featuring identical plasma conditions (n, l, T, ).
As expected from previous discussions, one observes a q
shift toward higher q values for a small Z (carbon) plas-
ma. Again, this result accounts for an enhanced bound-
bound recombination in Al. Figure 19, with very similar
but not identical plasma conditions, confirms a similar
trend.

C. Width and asymmetry

Width d and asymmetry s data are now reported in
Fig. 20, in terms of n, l variations, at fixed T, for a 50-
MeV Cu + ion stopped in a hot Al target. Conditions

VII. ION STOPPING IN DENSE PLASMA

As far as stopping is concerned, the SSM theory
developed previously in Sec. IIA provides an adequate
framework for analysis that is analogous to the one al-
ready used for ion-stopping measurements in dense and
fully ionized hydrogen (SPQR2) projects). First, we con-
sider the stopping of 50-MeV 29Cu

+ ion s in C and Al
plasmas, in terms of linear electron density, at fixed T, .
The measured mean ion exit energy

QEq Yq
q

QYq
q

g Yq =100
q

has to be compared to the corresponding SSM calculated
value

E„),=E~—hE,
b,E= mean theoretical energy loss (2.7) . (7.1)

In Fig. 21(a), E and E„&,are compared to an 80-eV Al
plasma ~vith an electron temperature T, =80 eV. The
corresponding n, l ranges between 10'~ and 10'q cm
As expected, measured hE increases with the average
quadratic charge ZI=q . In Fig. 21(b), the target is a
carbon plasma with 10' ~ n, 1 ~ 8 X 10' cm and
T, =60 eU. Measured hE increases with ZI and also
with n, l, which confirms the basic SSM trends for a
nonhydrogenic target. A very significant result is that
fixed for T, and n, ; a lower Z target is likely to produce a
larger energy loss. This feature appears well documented
for E in Figs. 21(a) and 21(b), which exhibits a larger
stopping in a C plasma. Actually, E=40 MeV is reached
as soon as n, l=8. 10' cm for C, whereas the same E
value demands n, l =2. 10' cm for Al.

Figures 21(a)—21(c) demonstrate a good agreement be-
tween calculated and measured average energy losses.
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Cu ' 50MeV —— Al (T, = 80eV)
(a)

10

E(MeV)—

Eexpt

~ Eca(c

1017 1 018

nel (cm-2)

10»

(b)

10
Cu ' 50MeV - C(Te=60eV)

E(MeV) Eexpt

~ Ecatc

However, theory systematically appears slightly above
experiment. Nevertheless, the largest discrepancies are
only a few percent.

It should be noted that in Figs. 21(a) and 21(b), the
average target ionization is around 5 for C and 8 for Al.
So one deduces n, l in both cases. One witnesses an
enhanced stopping by a factor 5 in C relative to that in a
cold target with the same n; l. In Al, the enhancement is
3.2.

In Figs. 21(a)—21(c) curves are given just for guiding
the eyes. These results are the first confirmation of the
EPS effect in nonhydrogenic hot targets at several tens of
eV.

VIII. CONCLUSION AND SUMMARY

The experimental investigation reported here concerns
essentially the stopping and charge-state distribution of
50-MeV Cu + ions at (0.7 —0.8) MeV/amu interacting
with a laser-ablated C or Al plasma. The novelty of this
work consists in synchronizing plasma production and
diagnostics with inflight beam spectrometry. The space-
time expansion of the laser-ablated target is modeled by
taking initial laser irradiation and measured velocities of
collected plasma charges as limit conditions.

We have first demonstrated that mean ionization of an
ion beam in hot C and Al targets with T, on the order of
a few tens of eV and n, l —10' e cm is larger than in the
equivalent cold gas. In the present plasma case, the equi-
librium charge is not reached, even though the plasma
linear densities correspond to thicknesses of the cold tar-
get that are sufficient to get the equilibrium projectile
charge.

These findings highlight the importance of bound-state
electrons in the target plasmas. These electrons are
indeed responsible for the important recombination of
projectile ions through exchange with target bound
states. For fixed T, and n, values, it is the target with the
smallest Z which produces the highest projectile ioniza-
tion. Post ionization at the plasma exit looks negligible.
Ion charge distributions appear nearly Gaussian. Their
widths are smaller than those pertaining to equivalent
cold targets with the same n, l. Their asymmetries are
also of the same order of the cold gas equivalent.

Distributions obtained in Al plasma ( T, = 80 eV)
demonstrate a decay of width and asymmetry when n, l
decreases. Ion stopping gets enhanced by a factor of 5 in
a C plasma (T, =60 eV) and by a factor of 3.2 in Al plas-
ma (T, =80 eV) when compared to their cold target
homologous with the same n, I These res.ults are of obvi-
ous interest in asserting the feasibility of inertial
confinement fusion driven by intense ion beams.
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APPENDIX A: ELECTRON DENSITY PROFILE
AT THK END OF LASER PULSE

Cu + 50 MeV —— Al (T, = 30 eV)

13

Laser light is essentially absorbed in the vicinity of
critical density

E(MeV)

40 expt~ Eca 12 m, eowL m;
2
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FIG. 21. Measured mean energy E,„~t of Cu ions with 50
MeV initial energy compared to SSM E„&, (7.1): (a) Al target
( T, =80 eV); (b) C target ( T, =60 eV); (c) Al target ( T, =30 eV).

2dr
with pV, r =const,pV„r (A2)

One considers a pointlike absorption at p =p„.
Restricting to p (p„, the plasma remains transparent,

whereas for p=p„, the light flux transforms into heat
flux. We can therefore write, in spherical coordinates,
the usual [14,15] hydrodynamic equations pertaining to
charge, momentum, and energy conservation.

Restricting ourselves to the first step with a stationary
flow, this system may be integrated through
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for the continuity equation,

(p+pV„)= —2pV,
dr

2/7
Xp

n, (r & r„)=ns 11—6.51ogip
4

for the momentum equation, and also

p2 r)Tq
pvr' e+ "& r'y—T'"

z p' grp .

QL ~ r&rc

0, r(r„
1.2r p

3e 2fp

4/3

for the energy conservation. QL is the flux of electromag-
netic fiux. r„ is the radius such that p =p„. The solution
of Eqs. (A2}, as worked out by Afanas'ev [14],makes use
of a reference Jouget point rz with expansion velocity
equal to local sound velocity. So, one writes the reference
velocity as

' 1/2
Vp1+6.4 log 1p 4

'2
1.2rp

wher«s 0 17~...r p r

(A5)

T(ro) =0, V„(ro)=0, p(e„)=p„. (A3)

The solution with limit conditions (A3) is worked out
through a dimensionless parameter

21/8
y,"4Q, m,
7/4 11/4 Zper r p

When rp
& r & r„,one gets

T(r)=Ts 1+15.4 1—1.2rp

7e 7rp
log, p

1—
2/7

(Z+1)ksTs=m, Vs .

The initial plasma is taken as a sphere with a radius
equal to that of the laser focal spot rp. In practice, one
looks for solutions fulfilling T, (r »ro}=T,„, the ion
temperature measured by charge collectors discussed in
the main text. At the other extreme, one assumes that T,
and the expansion velocity vanish at the target spot, so
that

'2 1/2t —
7Lh(t)= 1+ (B1)

which models the spherical expansion through

APPENDIX B: SPACE-TIME EVOLUTION
OFN, AND T,

In order to determine the space-time pro51es for n, and
T„one considers a system with a homogeneous expan-
sion at every fiuid point. The Kidder [15] Lagrangian
formalism is well suited to this problem. It makes use of
the particle's position at given time tp=~l, end of laser
pulse, with vector P,o (components x, ,x2, x3). At time t,
a particle position is P =P(Pto, t) and the velocity of Quid
around P at t is U —BP/r}t. Then, if one considers a
given volume element at the initial time, it becomes
dr=h (t)dro at a future time, where h (t) is dimension-
less and t-dependent only.

In a one-dimensional situation, the space component
behaves as r(ro, t)=h(t)ro and the velocity as o„(ro,
t ) = (r)Ir IBt ) = ro(r}h /"r)t ).

The t dependence may be given a Bobin-Reisse expres-
sion [19]

n, (r)=ns 1 —6.41og,o

1.2rp
—1/2 (A4}

T,(ro, t)=
Tp

'2 (B2)

In the domain r & r„,one obtains

( Tcr max rcr
T(r &r„)=T,„1+ T r

4/3 n, (ro, t)= alp
' 2 3/2

I+
(B3)
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