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Visible spectral lines from n =3, An =0 transitions in N* and N** ions are used for measuring the
plasma electron density and temperature in a region of two colliding blast waves, propagating through a
1.5-10-Torr nitrogen atmosphere. The blast waves originate at the tips of two aluminum rods irradiated
with two beams of the Naval Research Laboratory (NRL) Pharos-III 1.054-um-wavelength Nd:glass
laser operated at an energy of 200-430 J for each beam in 5-ns pulses. An electron density in the
colliding-blast-wave region of N, ~10'® cm ™ was deduced from Stark broadening of spectral lines from
N ions. An electron temperature of T, ~4 eV was measured in this region from a spectral-line intensi-
ty ratio between N2* and N ions. Near one target, an electron density of N, ~8X 102° cm > was deter-
mined from series-limit x-ray spectral-line merging; a mean electron temperature of kT, ~225 eV was
determined from x-ray line-intensity ratios. Some evidence was found for enhanced velocities for blast
waves propagating through a plasma formed by a preceding blast wave.

PACS number(s): 52.25.Nr, 52.25.Rv, 52.35.Tc

I. INTRODUCTION

The study of blast waves created by the interaction of a
laser-produced plasma with a low-density gas is impor-
tant for the understanding of numerous processes in
space physics, plasma chemistry, and hydrodynamics [1].
Numerical modeling often has been applied to laboratory
experiments and the results compared with detailed diag-
nostic measurements, in part to verify existing codes. Of
expanded interest is the interaction of two intersecting
blast waves. Such dual colliding blast waves have been
studied in electromagnetic shock tubes, beginning in the
1960s at moderate relative speeds [2], and are expected to
produce effects that are different in location, scale, densi-
ty, temperature, and duration as compared to those of in-
dividual blast waves, along with a strong interaction re-
gion.

The experiments described here represent an attempt
to experimentally study the time dependence of the spec-
tra from colliding and interpenetrating high-Mach-
number (> 100) blast waves on a laboratory scale [3].
Two laser beams are directed onto aluminum targets, and
the resulting plasmas expand into a nitrogen atmosphere
at pressures varying from 1.5-10 Torr, in the “collision-
al” regime [4]. Various diagnostic techniques are used to
determine the effects.

In this paper we mainly discuss time-resolved spectro-
scopic diagnostics of nitrogen ions over a wavelength
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range of 460—464 nm. From these we deduce the ionic
species present, the plasma electron temperature and den-
sity, and the shock-front position, all as a function of
time after target irradiation and of distance from the tar-
get in the vicinity of the expanding and interacting blast
waves. The densities derived are compared with inter-
ferometric measurements [5].

In addition to these late-time and distant measure-
ments in the visible spectral region, we also obtained
values for the initial hot plasma electron density and tem-
perature near the aluminum targets, using x-ray spectro-
scopic measurements. Such measurements are of consid-
erable interest as initial conditions in a global model of
the experiment. We measured the x-ray spectral emission
at both targets simultaneously on each shot while incor-
porating some spatial resolution to determine the limit of
expansion of the hot aluminum plasma between the tar-
gets.

II. EXPERIMENT

The experiment was performed in a 1.2-m-diam. vacu-
um chamber, typically evacuated to a pressure of
5X 107 Torr prior to each shot. Two beams from the
Pharos III laser system operating at 1.054-um wave-
length were directed into the vacuum chamber after pass-
ing through 2.2-m-focal-length lenses. They were focused
to a typical diameter of 500 um onto the ends of two
aluminum-rod targets of 2.5-mm diameter separated by
30 mm, as shown in Fig. 1. The laser energy on target
varied from 200 to 430 J per beam, and the pulse dura-
tion was 5 nsec. Hence the irradiance on target was in
the range of (2—4)10'> W/cm? per beam. The two beams
were measured to be simultaneous to within 0.5 nsec.
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FIG. 1. Schematic of the experiment. Time-resolved optical
spectroscopic views are into the page at the points indicated by
x’s. The x-ray spectrograph viewed the entire aluminum-plasma
plumes, while the axis of spatial resolution is shown shaded.

LASER 2

A. Time-resolved visible spectroscopy

A region of plasma of approximately 4 mm in diameter
was viewed spectroscopically through a fiber-optics cou-
pling to a 0.5-m focal length Czerny-Turner type spec-
trometer (Fig. 1). A fast streak camera was attached to
the exit port such that its entrance slit was located at the
focal plane of the spectrometer. For most of the experi-
ments the streak camera was operated at a speed of 10
usec/sweep, and an absolute temporal resolution of
<200 nsec was obtained (limited by the entrance slit
width). The output of this streak camera was coupled to
a charge-coupled device camera. The image obtained
was transferred to a computer for storage and data pro-
cessing. A spectral resolution of <0.05 nm was mea-
sured for the system, using a low-pressure xenon lamp.
The measured gradients are limited by the field of view
and temporal resolution obtained; however, the relative
differences found for varying wave and viewing condi-
tions are not expected to be affected by such limitations.

As indicated in Fig. 1, the visible spectroscopic mea-
surements were performed at a position 5 mm towards
the incoming laser beams and at two positions along the

TIME (psec)

FIG. 2. Sample visible spectrum for the same dual-plasma
shot as analyzed in Fig. 3, case (c), viewing off-center at 7.5 mm
from the nearer target. N II spectral lines originate from N* ni-
trogen ions, etc. The wavelengths are indicated in nanometers.
Asterisks denote two major lines analyzed for electron density
and temperature. Time is measured here from the start of the
spectral luminosity, not from that of target irradiation.
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FIG. 3. Electron density in the blast-wave region vs time
after target irradiation for three conditions and for a nitrogen
fill pressure of 1.5 Torr. Same shot as shown in Fig. 2. For case
(c), the viewing position is 7.5 mm from the nearer target.

axis between the target tips, namely, at the “midpoint,”
in order to observe the collision of two equal blast waves,
and “off center” at either 7.5 or 10 mm from one target
(4 or 1 the total 30-mm separation, respectively), in order
to observe the interpenetration and/or reflection (or col-
lision followed by regeneration) of one blast front with
the other. Both single- as well as dual-laser plasma ex-
periments were performed with one and two beams, re-
spectively.
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FIG. 4. Electron density in the blast-wave region vs time
after target irradiation for three conditions and for a nitrogen
fill pressure of 5 Torr. For case (c), the viewing position is 7.5
‘mm from the nearer target.
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FIG. 5. Electron density in the blast-wave region vs time
after target irradiation for a nitrogen fill pressure of 10 Torr and
for two successive shots. This is case (a), i.e., dual colliding
blast waves viewed at the midpoint between targets. Good
reproducibility and experimental uncertainties in the relative
density of 15% are shown.

B. X-ray spectrography

Time-integrated x-ray emission spectra from the plas-
ma were recorded on Kodak direct-exposure film (DEF)
using a slitless bent-mica crystal spectrograph that
covered the wavelength range of 0.4-1.6 nm (0.8-3 keV
photon energy). This spectrograph viewed the plasmas in
a direction tangent to the target surfaces, i.e., into the
page in Fig. 1. The entrance was located 30 cm from the
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FIG. 6. Electron temperature in the blast-wave region vs
time after target irradiation for three conditions and for a nitro-
gen fill pressure of 1.5 Torr. For case (c), the viewing position is
10 mm from the nearer target.
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FIG. 7. Electron temperature in the blast-wave region vs
time after target irradiation for three conditions and for a nitro-
gen fill pressure of 5 Torr. For case (c), the viewing position is
7.5 mm from the nearer target.

plasmas. As such, the spectrograph viewed both plasmas
expanding from the target tips with some spatial resolu-
tion along the axis between them, as indicated by the
shaded line in Fig. 1. To obtain such spatial resolution,
an entrance slit was installed parallel to the dispersion
plane of the spectrograph. This slit was quite wide
(1.5-2 mm) in order to obtain adequate intensity for
single-shot exposures. The slit width was too large to
resolve the x-ray source size itself, but did serve to isolate
the two target plasmas on the spectrograms and to show
that the hot target plasma did not expand beyond 1-2
mm, i.e., much less than the 30-mm separation. A 12.5-
um-thick beryllium filter with ~80% x-ray transmission
for the wavelengths of interest served as a visible-
radiation shield. An additional covering of 80-um-thick
polyethylene (CH,) with a transmission of ~70% was
added to prevent punctures in the beryllium from target-
debris impact.

III. RESULTS

A. Plasma composition

A sample streak spectrum is shown in Fig. 2. This par-
ticular spectrum was obtained at a nitrogen fill pressure
of 1.5 Torr and off center (10 mm from one target), and
was chosen in order to show a wide array of species. The
wavelength region shown is rich in relatively intense
n=3, An =0 spectral lines from N* and N?% ions (N 11
and N 111 spectra). The wavelengths indicated have been
compiled and tabulated by Striganov and Sventitskii [6].
These lines, and in particular the two highlighted by as-
terisks, namely N 11 463.0543 nm and N 111 463.416 nm,
were used for the temperature and density diagnostics de-
scribed below.
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Also indicated in Fig. 2 are a pair of N V lines at
460.373-nm and 461.998-nm wavelengths. This species
was only observed off center (i.e., not at the midpoint).
Not shown and out of range of this spectrum is a N 1v
triplet with 347.871-nm, 348.299-nm, and 348.496-nm
wavelengths, observed with a duration about twice that
of the N V lines. These N 1v and N V lines from N3* and
N** ions, respectively, are thought to be due to electron
capture into excited states by the next higher ionic
species and subsequent radiative decay, after being
formed near the target and “frozen in” the expansion.
According to modeling, they are not expected to be
formed in the nitrogen expansion region itself [4]. These
spectral lines peak near the target and then rapidly disap-
pear in the blast wave region where the density increases
(see Fig. 2), as would be expected from such an electron-
ion collisional recombination process (rate proportional
to N2) at low temperatures. Hence, considering their ori-
gin, no localized diagnostics were attempted on these ion-
ic species.

Also present at low intensities on some shots was an Al
Il spectral line at 466.3054-nm wavelength from Al*
ions. This species was observed to always arrive late and
probably originated in boiled-off debris traveling relative-
ly slowly from the target surface. No Al III spectral lines
were observed.

B. Blast-wave-region plasma parameters

1. Electron density

The electron density was determined from the half-
width of the N 1 3p3P,-2s3P, spectral line at
463.0543-nm wavelength, broadened by the Stark effect.
Experimental data at lower densities have been compiled
[7], and the width scales [8] linearly with electron densi-
ty. From this we arrived at the scaling relation
8A=0.33(N, /10'®) nm, where 8A is the full width at half
intensity and N, is measured in units of cm 3. An uncer-
tainty of £30% is expected from the compiled data. For
an electron density of 1X10'® cm ™3, a linewidth of 0.33
nm greatly exceeds the instrumental resolution. The
Doppler linewidth is estimated to be ~0.02 nm for the
~4 eV temperature reported below, i.e., negligibly small.

Measured electron densities are plotted versus time
(measured from target irradiation) in Figs. 3 and 4 for ni-
trogen pressures of 1.5 and 5 Torr, respectively. Refer-
ring to Fig. 1, the three curves in each of Figs. 3 and 4
represent (a) dual colliding blast waves viewed at the mid-
point between the target, (b) a single blast wave, also
viewed at the midpoint, and (c) dual interacting blast
waves viewed away from the collisional midpoint at 1 the
target separation distance, i.e., 7.5 mm from the target.

Considering first the midpoint viewing data, it is ob-
served in Fig. 3 for a nitrogen fill pressure of 1.5 Torr
that the peak electron density is 1.6 times larger with two
colliding plasmas (a) than for one plasma (b). This is not
apparent, however, in Fig. 4 at a higher fill pressure of 5
Torr, where there is no enhancement of the peak electron
density by the collision. Furthermore, at late times
(>1 psec) it can be seen in Fig. 4 that the on-axis elec-

tron density is sustained at a level =2 times higher for
colliding blast waves (a) compared to the single-plasma
case (b). (This is most likely also present at the lower
pressure in Fig. 3 but was not observable at such late
times.) Finally, for the 5-Torr case shown in Fig. 4, it is
noted that the electron density measured spectroscopical-
ly is in excellent agreement with that obtained from inter-
ferometry [5] for one dual-plasma shot.

For the dual-plasma, off-center (c)-type curves in Figs.
3 and 4 there are two peaks, and the second one is greater
by 1.3 to 1.4 times. The first peak occurs earlier than for
(a) and (b) because of the closer proximity to one target.
For the shots shown in Fig. 4, the total distance of travel
from the closer target to the viewing position (5 mm to
the front) was 9 mm, and the first peak occurred at 0.26
usec, for a mean velocity of 35 mm/usec. The second
and stronger peak arrives at 0.56 usec after target irradia-
tion with a velocity of 41 mm/usec, whether it originated
at the farther target or as a wave from the nearer target
reflected by the second plasma or regenerated after the
collision at the midpoint (the total distances are approxi-
mately the same). In either case there appears to be less
attenuation in velocity for the second blast wave to reach
the viewing point after traveling through a preheated
plasma (in one direction or the other), compared to a
R 7372 attenuation with distance R from the source for
transport through a cold gas.

Plotted in Fig. 5 for comparison is the increased elec-
tron density for a 10-Torr nitrogen fill pressure for two
dual-colliding-plasma type-(a) shots. A complete com-
parison with types (b) and (c) shots was not possible be-
cause of the low intensity of N II lines and the virtual ab-
sence of N III lines from a single target at this pressure.
This figure is useful in showing the reproducibility ob-
tainable for two shots obtained at nearly identical condi-
tions.

Notice in Figs. 3-5 that the peak electron density is in
the range of 10'® cm™? and rises with increasing fill pres-
sure, as might be expected. For comparison at different
pressures, the experimental uncertainty in determining
the relative electron density from measured linewidths is
estimated to be £15% and is indicated in Fig. 5. The un-
certainty in the absolute values for the electron density is
estimated to be £33%. These uncertainties are not ex-
pected to affect the overall differences in features found
and discussed herein, only in the absolute values deduced.
Some peak values for electron density are included in
Table I.

2. Electron temperature

The electron temperature in the nitrogen plasma can
be obtained from the intensity ratio between spectral lines
of two different ionization stages [see Eq. (13-4) of Ref.
[8]1]. In the present case the two ionic species are N+
and N?* and the corresponding N 11 and N III spectral
lines used are for transitions and wavelengths of
3p 3P,-25 3P, at 463.0543 nm and 3d ’Ds,,-2p *P, ), at
463.416 nm, respectively (indicated by asterisks in Fig. 2).
The N 11 to N II line intensity ratio scales as
(T2’?/N,)exp(—41.3/T,) in this case; i.e., is a very sen-
sitive function of the electron temperature.
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TABLE 1. Peak parameters in the blast-wave region at the midpoint between targets, from time-
resolved visible spectroscopy, and for single- and dual-blast waves.

N,(10" cm™3)? T, (eV)® (v) (mm/usec)®

P (Torr) Single Dual Single Dual Single Dual
1.5 0.35 0.56 3.85 4.75 45 58
5 1.2 1.25 4.4 4.5 28 29

2N, accuracy = +15% relative, £33% absolute.
bT, accuracy = 12% relative, £10% absolute.

°Average velocity {v ) obtained from 15.8-mm distance and time of peak N, signal.

Wavelength-integrated line-intensity ratios yield abso-
lute electron temperatures in the range of kT, =3.5-4.5
eV for all fill pressures and blast-wave conditions, at the
times at which the temperatures are maximum. In ob-
taining these results, we used measured values for N, at
the same points in time. Such temperatures are reason-
able for the appearance of spectral lines from singly and
doubly ionized atoms. Some peak values for electron
temperature are included in Table 1.

Because the line-intensity ratio is a sensitive function
of temperature, an estimated error of +£15% in perform-
ing the measurements, coupled with a similar error in
measuring N,, reflects as only a 2% uncertainty in the
relative temperature. This is important when comparing
ratios of temperatures for different blast-wave cases such
as (a) and (b) to (c) above and for different nitrogen pres-
sures, and is shown in Fig. 7 as error flags on one curve.
This is not the precision of the absolute temperature mea-
surement, however, which is discussed below.

The validity of this method of determining the electron
temperature depends on the assumption that the popula-
tion in the higher-lying n =3 level in the N* ion is in
partial local thermodynamic equilibrium (LTE) with the
population of the ground state of the N*>* ions, as defined
by Eq. (6-55) of Ref. [8]. For kT =4 eV, this LTE condi-
tion is achieved when the electron density exceeds
2X10' ¢cm ™3, which is clearly satisfied for this experi-
ment. More restrictive is the requirement that the popu-
lation of the upper level for the N I1II spectral line in the
N27 ion be in complete LTE with its own ground state.
According to Eq. (6-60) and the discussion following Eq.
(6-64) in Ref. [8], such complete LTE is achieved when
the electron density exceeds 7X 10'7 cm 3 for the present
case. This would be valid for the higher densities at a fill
pressures of 5 and 10 Torr, according to Figs. 4 and 5.
However, for a pressure of 1.5 Torr and for lower densi-
ties at all fill pressures, complete LTE may not exist.
Hence, the line-intensity ratio formula may be differ by as
much as a factor of 2 because of variations in the N2*
upper level population. Added to this is the effect of an
uncertainty in the absolute value of the electron density
of +33%, discussed above. This reflects as only a £3%
uncertainty in the temperature. Hence, the overall un-
certainty in the absolute electron temperature due to
measurement errors, deviations from LTE, and electron
density uncertainties is expected to be approximately
+£10%. This is indicated for the data in Table I.

The measured electron temperature values are plotted
versus time in Figs. 6 and 7 for nitrogen fill pressures of

1.5 and 5 Torr, respectively, and for the same shots,
views, and electron densities shown in Figs. 3 and 4. No
electron temperatures were obtainable at 10-Torr nitro-
gen fill pressure, because the N III spectral lines were
unobservable. Excellent shot-to-shot reproducibility in
temperature was obtained, similar to that for the electron
density. From Fig. 6, the peak temperature measured
on-axis is higher by ~24% for a dual-plasma shot than
for a single plasma, for a nitrogen fill pressure of 1.5
Torr. Also, as for the electron density, there apparently
is a less dramatic difference in (extrapolated) peak tem-
peratures at early times for the higher-pressure case
shown in Fig. 7. No sustained increase in electron tem-
perature at late times at 5 Torr is apparent in Fig. 7, even
though this was the case for the electron density as dis-
cussed above.

For the type (c) off-axis dual-plasma shots in Figs. 6
and 7, again, as for N,, there are two peaks. However, in
this case the temperatures are approximately equal, once
again reflecting the lack of sustained increased heating
after blast-wave collision at late times. Otherwise the
data support the conclusions reached above.

C. Target region plasma parameters

1. Electron density

A microdensitometer tracing of a typical x-ray spec-
trum of an aluminum target obtained near a target sur-
face is shown in Fig. 8. The dominant spectral lines are
the n-to-1 (n being the principal quantum number), K-
series Stark-broadened Al XII and Al XIII resonance
series of heliumlike and hydrogenic Al''* and Al'?*
ions, respectively, as indicated.

A value for the electron density in the aluminum plas-
ma can be obtained from the merging of these lines at
large principal quantum numbers n. To deduce the elec-
tron density (N,), which is responsible for the Stark
broadening, we use the Inglis-Teller relation [9] in the
version given in Eq. (5-46) of Ref. [8].

From a careful analysis of spectra such as depicted in
Fig. 8, we estimate that the 7—1 and 8-1 transitions of
the heliumlike Al''* ion begin to merge with the contin-
uum, yielding electron densities of Ne=12X1020 cm™?
and 4.3X10%° ¢m 3, respectively, for an average value of
N,=8X10% ¢cm ™3, within +50%. This will be used in
the next section in determining the electron temperature
by a sensitive method that does not reflect this large an
uncertainty. This mean value is also included in Table II.
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FIG. 8. Microdensitometer tracing of an x-ray spectrum tak-
en at an aluminum target showing the resonance lines of H- and
He-like ions, including the intercombination (I.C.) and satellite
(Sat.) lines.

Another effect that obliterates high-level lines is a
lowering of the ionization potential in a plasma environ-
ment [8]. An estimate of this effect shows that the elec-
tron density required to submerge the n =8 level is
4X10%2 cm 3, which is much higher than critical (107!
cm3) for the laser used. Hence, this effect is negligible
for our conditions.

2. Electron temperature

We used two methods of determining the electron tem-
perature in the recombining plasma formed near the
aluminum targets from the soft x-ray emission, namely,
(a) the relative population densities of high-n energy lev-
els, and (b) intercombination-to-satellite line-intensity ra-
tios. These will be discussed in sequence.

For plasmas in local thermodynamic equilibrium be-
tween excited states, the reduced population N (n)/g(n)
of an excited ionic state of principal quantum number n
and statistical weight g (n) follows a Boltzmann distribu-
tion; i.e., it is proportional to exp[ —E (n)/kT,], where
E (n) is the excitation energy measured from the ground
state. Hence, In[N(n)/g(n)] is linear in E(n) with a
slope determined by kT, the electron thermal energy. It
is also linear with y(n), the ionization potential of level =,
because E (n)+x(n) equals the ionization energy mea-
sured from the ground state. Following these arguments,
the electron temperature is conventionally [10] obtained

TABLE II. Average plasma parameters in the target vicinity,
from time-integrated x-ray spectroscopy on Al-target plasmas.

N,=8X10"(+£50%) cm™3
T.(a)=210 eV (£30%) from high-n series line intensities
T,(b)=235 eV (£20%) from intercombination/

satellite line ratios
{T,)=225 eV average for methods (a) and (b)

by plotting log,o[N (n)/g(n)] vs x(n) and determining T,
from the slope, as shown in Fig. 9 described below.

Referring again to the typical spectrum shown in Fig.
8, we began by measuring the relative photographic den-
sities of the spectral lines in the n —1 resonance series of
heliumlike Al''*. This photographic density is linear
with exposure for Kodak DEF x-ray film for density
values less than unity [11]. Both the film sensitivity and
crystal efficiency are relatively constant over the narrow
spectral range between compared lines. Such high-~ lines
do not have significant self-absorption, i.e., they can be
considered to be optically thin to their own radiation.
After minor corrections for variations in window
transmissions, the relative line intensities were converted
to relative reduced upper-state densities N (n)/g(n), us-
ing known oscillator strengths [12].

The logarithm of this ratio is plotted versus y(n) for a
typical shot in Fig. 9, at a nitrogen fill pressure of 5 Torr.
The slope of the line fitted to n =5 and 6 data points
represents a best fit for kT, =165 eV in this case. Lower
levels (n <5) have progressively reduced intensities and
effective densities because of self-absorption [10]. Data
for n =7 are not available because of a blending with an
overlapping 3-2 Balmer-a transition in hydrogenic Al'2*,
as seen in Fig. 8. For n > 8, the lines are too weak in in-
tensity and blended with the continuum to be useful.

Notice in Fig. 9 that N(3)/g(3) is significantly less
than N (4)/g(4), so that a line through these two points
would yield a negative temperature. Hence, a
population-density inversion exists, leading to possible x-
ray lasing at a wavelength of 12 nm in this case. This is a
typical phenomenon observed in all shots here and previ-
ously [13-17]. In a similar plot under near-vacuum con-
ditions (0.054 Torr), the population-density inversion was

6.4 T T T —
n=2 ®
6.3[ .
= 6.2f 1
<
5 SLOPE GIVES kT = 165 eV
<
Z 61r 1
o
o
® 4 J
6or T~ POPULATION INVERSION
59r e 3 1
6
5.8 . . . .
0 100 200 300 400 500

IONIZATION POTENTIAL OF LEVEL n (eV)

FIG. 9. Reduced upper-state densities vs ionization potential
for an excited level n, where a fit at high n yields the plasma
electron temperature near a target. Also shown is a population
density inversion between n =4 and 3 levels. The nitrogen fill
pressure is 5 Torr.
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found to be much less. This implies that the presence of
the gas enhances the inversion, either by increased cool-
ing and collisional recombination [13,15,16] or by charge
transfer [14,16,17].

A total of 16 shots analyzed yields an electron temper-
ature using this method varying from 100 to 300 eV, with
an average value of 210 eV. An uncertainty of £30% is
estimated. These results are included in the summary
below, including Table 11, along with those from method
(b) to be described next.

Another (b) very sensitive temperature diagnostic is the
ratio of relative intensities between the heliumlike Al XII
2p 3P-1s 'S intercombination line (I.C. in Fig. 8) and the
heliumlike 2s2p-1s2s or 2p>-1s2p doubly excited transi-
tions (blended here), which are satellites (Sat. in Fig. 8) to
the hydrogenic Al XIII 2p-1s Lyman-a transition. All of
these transitions produce optically thin lines with negligi-
ble self-absorption, which is a great advantage over other
resonance-line-ratio techniques.

Assuming that the 2p P level is populated by recom-
bination and is in Saha equilibrium with the continuum
and the hydrogenic 1s 'S ground state, the population
density ratio between these two energy levels is known.
The doubly excited state can be assumed to be populated
by dielectronic capture, also from the 1s hydrogenic
ground state. Hence, in the ratio of intensities
I(IC)/I(Sat) the 1s-state density cancels, and the tempera-
ture dependence in the relative line-intensity ratios for
I.C. and Sat. upper levels is mainly exponential, with a
weak residual electron-density dependence. Such an
analysis has been completed by Fujimoto and colleagues
[18]. The sensitivity of the intensity ratio to temperature
is very strong, making the measurement quite accurate.

Once again, as described above, the relative line inten-
sities between these two lines were measured on each
shot, and the ratios were used to obtain a second value
for the electron temperature. The results, included in
Table II for the 16 shots analyzed, varied from 200 to 260
eV for an average value of 235 eV. The uncertainty in
this value is estimated to be +20%. The average temper-
ature obtained by this (b) “ratio” method is slightly larger
than for the “‘slope” method described as (a) above, but
well within expected uncertainties of both methods.

The electron temperatures derived from analyzing data
from many shots is plotted in Fig. 10 versus laser energy.
The #1 and #2 designations refer to particular laser
beams. There is an indication of a peak temperature in
the vicinity of 220-260 J laser energy. If this overall
average peak is indeed valid, it probably derives from
variations in coupling of the laser energy to the target.
The average temperatures are given in the figure and in
Table II, along with the electron density. Higher peak
temperatures may be present and not detected because of
the integrations performed in the measurements; future
numerical simulation of the conditions may predict such
early-time enhancements.

IV. SUMMARY AND CONCLUSIONS

The plasma data obtained from visible and x-ray spec-
tral measurements and analyses are collected in Tables I
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FIG. 10. Electron temperature near target surface vs laser
energy from both “slope” and “ratio” measurements and for
two targets, #1 and #2 (see Fig. 1). A possible maximum at
low energies is apparent.

and II. The time history of the density and temperature
in the regions of the colliding blast waves as well as the
initial conditions at the target, respectively, should be
useful for comparison with detailed modeling.

It was not possible to distinguish between a transmit-
ted and a reflected (or regenerated) blast wave producing
the second peak in density observed in off-center viewing.
Most likely it is the latter, because the mean free paths
are extremely short at the measured conditions. Future
numerical simulations, based on these diagnostics, could
shed light on such interpretations. Similarly, gated im-
ages of the plasma were inconclusive as to the degree of
penetration and regeneration. The higher density mea-
sured at the second peak compared to that for the first
represents the partial after-effect of the collision at mid-
point, probably along with some reflection or regenera-
tion. These conclusions are supported by spectroscopic
data obtained on other shots at the same pressure and at
other pressures. While it is inconclusive from the present
measurements as to what degree the colliding blast waves
interpenetrate and reflect or reform after collision, it can
be concluded from the arrival times for the approaching
and postinteraction blast waves that the average velocity
is higher in traversing a region of plasma formed by a
preceding blast wave than for transport through a cold
gas.
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FIG. 2. Sample visible spectrum for the same dual-plasma
shot as analyzed in Fig. 3, case (c), viewing off-center at 7.5 mm
from the nearer target. N 11 spectral lines originate from N ™ ni-
trogen ions, etc. The wavelengths are indicated in nanometers.
Asterisks denote two major lines analyzed for electron density
and temperature. Time is measured here from the start of the
spectral luminosity, not from that of target irradiation.



