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The temperature-density phase diagram of a model binary mixture in two dimensions is inves-
tigated using a semi-grand-canonical Monte Carlo simulation scheme which allows for exchange
between the two species while keeping the total number of atoms fixed. The gas-liquid and the
gas-solid regions of the phase diagram are mapped out using the efficient block analysis method in-
corporating finite-size scaling of the various coexisting densities. An ordered square lattice structure
is seen to be stable at low temperatures. Interesting short-range ordering phenomena resulting in
a “disorder line” in the fluid phase are also analyzed and compared with results from liquid-state

integral equation theories.

PACS number(s): 64.70.Dv, 61.20.Ja, 64.70.—p

I. INTRODUCTION

The study of binary alloys which tend to form ordered
structures is an active subject of research because of their
theoretical and technological interest. Lattice models
of binary alloys [1] have yielded much insight regarding
phase stability in these systems. Models consisting of
two species of atoms A and B occupying lattice sites and
interacting with (antiferromagnetic) Ising-like Hamiltoni-
ans have been used to study order-disorder transitions [1]
in realistic substitutional alloys such as Cu-Au or Fe-Al.
Ordering phenomena in such lattice systems are by now
rather well studied [1] using a variety of techniques such
as, e.g., computer simulations [2,3], mean-field [4], and
cluster variational theories [5,6]. On the other hand,
whole categories of questions remained untouched and
are as yet unanswered. Hardly any theoretical work ex-
ists studying these alloys (or simplified models) in their
liquid phase trying to understand the interplay of the
ordering tendencies with packing considerations; most
simulations of binary liquids study systems whose con-
stituents are distinguished only through a difference in
their atomic sizes [7]. Simple A-B ordering will be frus-
trated in close-packed structures (e.g., fcc lattices in three
and the triangular lattices in two dimensions) and so in-
teresting effects are bound to arise in the liquid phase
where the ordering tendency competes with the forma-
tion of locally compact structures (dodecahedrons and
icosahedrons in three and hexagons in two dimensions)
in the high density fluid phase. An immediate question
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which arises is whether it is at all possible to have a
liquid (in addition to the fluid phase) and thus a liquid-
gas transition in these systems, and whether there is any
short-ranged or long-ranged ordering phenomenon pos-
sible in the nonsolid phases. A related question can be
addressed: are there any precursor effects of superstruc-
ture ordering in the melt of an ordered alloy?

In this paper we make a first step towards that direc-
tion and study the phase diagram of a binary mixture
of two constituents A and B such that there are short-
ranged attractive interactions between atoms of opposite
species and repulsive interactions between those of the
same species (in addition to the core-core repulsion). We
choose to study our system in two dimensions since it
is computationally less demanding and since we are in-
terested in frustration effects which would probably be
larger in two rather than in three dimensions. Also, our
model may have some experimental relevance in systems
of adsorbed molecules on substrates [8] where the interac-
tion is anti-ferromagnetic as opposed to a ferromagnetic
case studied previously [9-11].

The central result of this paper, namely, the phase di-
agram of our prototype model system, is shown in Fig.
1(a). We see that the anticlustering or ordering interac-
tion gives rise to a low-temperature A-B ordered square-
lattice solid phase [see Fig. 1(c) for a snapshot], which co-
exists with a gas. At higher temperatures there is a small
region where we observe coexisting gas and liquid phases
[Fig. 1(b)]. An interesting feature we reveal is that the
liquid actually possesses short-ranged A-B ordering be-
low a temperature Torq(p), which is also shown in Fig.
1(a) as a “disorder line.” Understanding the interplay
between the standard gas-liquid-solid transitions and the
order-disorder phenomena of binary mixtures hence is the
general theme of our study.

The organization of the rest of the paper is as fol-
lows. We start with introducing our model binary fluid,
the simulational details, and the block analysis technique
for calculating the phase diagram in Secs. IT A, IIB, and
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FIG. 1. (a) Temperature-density phase diagram of the anticlustering binary mixture as obtained from Monte Carlo sim-

ulations.

Circles denote phase coexistence points for the gas (G), liquid (L), and A-B ordered square lattice solid (S)

phases; the horizontal line denotes the triple temperature. The “disorder line” Torqa(p), denoting the onset of short-ranged
A-B ordering in the fluid phase (DF, fluid without short-range order; OF, fluid with short-ranged order), is also shown by
squares (MC simulation) and a solid line (PY theory). (b) Snapshot picture after 100000 MCS/particle for p* = 0.3 and
T* = 0.32 showing gas-liquid co-existence. (c) Snapshot picture after 100 000 MCS /particle for p* = 0.5 and T* = 0.22 showing
gas-ordered—square-solid coexistence. Note that the two different atomic species in (b) and (c) are distinguished by dots and

circles.

I1C, respectively. In Sec. II D we give a short account
of liquid-state integral equation theories which were used
to obtain theoretical estimates for the pair distribution
functions, the compressibilities, and the “disorder line”
for comparison with simulation results. We discuss our
results for the homogeneous fluid and the disorder line in
Sec. III A and the phase diagram in Sec. III B. Finally,
we conclude this paper in Sec. IV and point out possible
directions of future work.

II. MODEL AND METHODS
A. The binary mixture

In order to motivate our model for the binary fluid and
the particular ensemble we are interested in simulating
we first recall briefly the, by now, standard model used

to simulate ordering phenomena in crystalline solid mix-
tures. To this end, consider a perfect lattice having sites
which may be occupied by an A- or B-type atom. Using
occupation variables ¢! and c¢? (cA= 1, if site i is occu-
pied by a particle of type A and ¢! + c? = 1) one may
theoretically describe such a system with Hamiltonians
of the form (for a review see Ref. [1])

H= Hy + Z[cfcvaA(r,- - l'j) +2 C?ch’UAB(I'i — l']')
1<j

+cPcPupp(ri — ;)] + 3 _[cf pa(r:) + cPus(ri));
T

(1)

r; is the coordinate of site 2, the v’s are pair potentials,
s and pp are chemical potentials, Hg represents other
degrees of freedom such as lattice vibrations, and we have
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left out the trivial kinetic energy contribution. For con-

venience one can transform to pseudospin Ising variables

{S; = £1} using
cf=01+8)/2 cF=01-S)/2 . (2)

Keeping only pairwise interactions v44, vpp, and vap,
and neglecting any multiparticle forces for simplicity we
arrive at the Ising Hamiltonian Hyging:

Hlsing = - ZJ(ri - rj)SiSj - H ZSI . (3)

1<j
The interaction potential J(r; — r;) is given by

J(I’,‘ — !‘j) = ’UAB(I',' — l'j)/2
—{vaa(ri —r;) +vpp(ri —r;)}/4 (4

and the constant “magnetic field” H; contains the chem-
ical potentials

1

H, = 5{2”/1,4(1'1' —r;) —vps(r; — ;) — (uB -ILA)}.

i#j

(5)

Note that in this formulation one has made a change of
ensemble where one goes from a grand-canonical ensem-
ble (1) with fixed chemical potentials for both the species
to a semi-grand-canonical ensemble [Eq. (3)] where only
the chemical potential difference is fixed.

Inspired by the above formulation of the alloy Hamilto-
nian for a lattice system, we now introduce our simplified
model designed to study an anticlustering fluid mixture.
First, we specialize to the simple (most symmetric) case
where vg4 = vpp and puy = pp getting H; = 0 and
J(r;—r;) = {vap(ri—r;) —vaa(r;i —r;)}/2. Second, we
choose the following, square well, forms for v4p(r; —r;)
and vga(r; —rj):

—€, r;—r;j| <A
”AB(ri_rj)z{ 0, }l‘i—P;I>A; (6)

€, r;—ri| <A
o ={0 RINSL O

Finally, but most importantly, we relax the constraint
that the position vectors r; lie on a perfect lattice and
include a core-core repulsion term in the Hamiltonian
to prevent the system from collapsing in the thermody-
namic limit. Our (two-dimensional) model Hamiltonian
therefore reads

H=-> Jr:i—1;)8:8+» Ulri —1;) (8)
i<j i<J
with the simple choice for the interaction potentials

r<o
T> 0,

v ={ % (9

oc<r<A

rT>0 (10)

—€,

0 ={7:

for the interaction potentials. We complete the definition

of the Hamiltonian by choosing the nontrivial value (see

Sec. III) A = 1.40 for the width parameter and € = 1 to
fix the arbitrary energy scale.

Our model system thus consists of disks in two dimen-
sions which have an additional Ising spin degree of free-
dom attached and the interaction between the disks con-
sists of a hard disk part and a square well (step) part if
the spins point in opposite (same) directions. These Ising
spins are allowed to flip, thus enabling one to change the
identity of any particular disk. This additional degree
of freedom (present in the chosen semi-grand-canonical
ensemble) is expected to improve the equilibration dy-
namics of the model though the values of the various
thermodynamic quantities in the thermodynamic limit
should be the same as that obtained by keeping the spins
fixed in time (as one would do in the standard canonical
ensemble), a fact which was explicitly checked by us.

B. Details of the simulations

We perform Monte Carlo simulations [12,2] for the sys-
tem described by Hamiltonian (8) with N = 1000 par-
ticles in a two-dimensional square box of area (volume)
V' with periodic boundary conditions. We use the well
known Metropolis algorithm to make particle displace-
ments and spin moves starting from either a configuration
generated by a previous run or from a high temperature
configuration with random particle positions and ran-
domized spins with total magnetization M = ) . S; = 0.
Typically at any state point, we simulate for about 10—
20000 Monte Carlo steps (MCS)/particle in order to en-
sure that equilibrium is achieved; the various averages
are then calculated over a further 100000 MCS /particle.
During the course of the simulation the fraction of up
and down spins fluctuate around 1/2. This is only to be
expected since our system is symmetric with respect to
A and B particles so that a state corresponding to equal
chemical potentials results in equal molar fractions of A
and B atoms.

The density p* = po? = (N/V)o? of the system is
varied between 0 and 0.7 and the temperature T* =
B~ !/kpe between 0.2 and 1.3, such that typical fluid
parameters were set up, except at densities above 0.65
and temperatures below 0.3, where (square lattice) solid
structures are found (see Sec. III B). We calculate the
partial pair distribution functions g,,(r), the average
energy, the specific heat, and the density distribution
function Pr(p) (see Sec. II C), from which fluid state
isothermal compressibilities pkgTxT(p,T) and the coex-
istence densities pgas, pliq, and psolia in the two-phase re-
gions were obtained in the thermodynamic limit (see Sec.

I1C).
C. The block analysis technique

In this subsection we give a brief account of the block
analysis technique which has been used to obtain fluid
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state compressibilities and the gas-liquid and gas-solid
coexistence curve for our model in the thermodynamic
limit. By now, this is a rather well known and reliable
method that has been used to obtain useful information
in lattice systems [13], classical fluids [14], and recently
in a “quantum spin fluid” [9]. This method is an exten-
sion of finite size scaling techniques which are a standard
tool for the analysis of phase transitions of lattice mod-
els [2,12].

The key idea consists of dividing the system into a
number of subsystems, of length L, and building up the
density distribution function Pr(p) by keeping track of
the density fluctuations in these subsystems; the den-
sity of the total system is, of course, strictly constant
in our Monte Carlo simulation in the NVT ensemble.
The densities of coexisting phases can be estimated re-
liably from the distribution function. The behavior of
the compressibility [14,9] and the location of the criti-
cal point [14,9] can also be extracted from the informa-
tion contained in the distribution functions. Before going
into more detail, a few words with respect to the Gibbs-
ensemble method [15] are in order. While the spirit of
the Gibbs-ensemble approach is related to the attractive
idea of directly studying phase coexistence between two
system cells, one cell being in the fluid state and one
in the gas state, which can exchange atoms at constant
pressure [15], the distinguishing feature of our approach
is the possibility to systematically studying size effects
on relevant quantities. As will be demonstrated explic-
itly in Sec. III we find such extrapolations to the ther-
modynamic limit crucial in the case under consideration;
first investigations of size effects in a restricted version of
the Gibbs-ensemble are presented in Ref. [16]. Also the
Gibbs-ensemble method in practice works only for fluid-
state (gas-liquid and fluid-fluid) phase equilibria, while
the present technique, although it may need more com-
putational effort, is straightforwardly useful to identify
solid phases as well [cf. Figs. 1(a) and 1(c)].

In the statistical mechanics of many body systems it is
a familiar concept [17] to divide the system into cells or
blocks of finite dimension L. Defining the particle number
in the block as N;, with Y, N; = N, the density p; in
the sth block becomes

N; S
=t [ ==
pl Ld’ Mb’ (11)

where M, is an integer and S is the linear dimension
of the total system (V = S? in d dimensions). Thus
(S/L)® = Mg subsystems are studied simultaneously
which improves the statistics. Note also that in one sim-
ulation run we use the same particle configurations to in-
vestigate several choices of M; simultaneously, and thus
the study of a single (but large enough) system already
allows an estimation of finite size effects.

We focus attention on the moments of the distribution
function

(M) = / P*Pr(p)dp , (12)

where Pr(p) is the average of the density distributions

Pr(p;) fori=1,..., Mg, i.e., all subsystems are averaged
together. The zeroth moment is fixed by normalization of
probabilities and the first moment is of no interest either,
since (p) = N/S? is held fixed. The second moment,
by standard fluctuation relations [17], is related to the
isothermal compressibility

(M) ={(p = ()1

= L™p)*kaTxy" ; (13)
here our notation emphasizes that X;L) is the standard
isothermal compressibility only in the thermodynamic
limit N — oo and hence L — oo, while for small L
we expect systematic deviations due to finite size effects.
For a state within the one-phase region, the distribution
Py (p) is approximately Gaussian if L by far exceeds the
correlation length £ of the order parameter fluctuations
(i.e., density fluctuations), L > &,

_ Lz | (8
o) = Gri@pm e p[ 2<(Ap)2>L}

2rd
St
2(p)2ksT X1

(14)

This relation suggests that one can extract the system
compressibility in the one-phase region by fitting Gauss-
ian functions to the average density distribution func-
tions Pr(p). Assuming a leading boundary correction
term x2C the fitted (L-dependent) compressibilities X;L)
can then be plotted against 1/L or M,

L £
A =xr 122 (£)] (15)
and xr = X;m) can be extracted by extrapolating to

The situation is different for a state in a two-phase
region where (14) has to be replaced by a combination of
two Gaussian functions

L
pl(iq) —{n) 1 [ —(p — plad)?L?

PL (p ) & L L L as ex L as
l(iq) - Péas) Pz(;as) x? Z(Péaz)szTX%

L
(p) — pSed 1

+
(L) L -
Plie, — Phas P\ X
—(p — i)’ L?
X ex [m (16)
2(P1iq )2ksTx7

again assuming that L >> £; for notational simplicity we
specialize here to gas-liquid coexistence and only mention
that an analogous formula applies for gas-solid coexis-
tence. The relative weights of the two phases are fixed
according to the lever rule [17,14].

In the ansatz (16) we have approximated the distribu-
tion function as a superposition of two Gaussian func-

tions centered around the densities pf;’;,Z and pfif’l) of the
two coexisting phases. Thus (16) is not eract even in the
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limit L > £, since interfacial free energy contributions
are neglected [13,14,9]. It can be shown in analogy to
the arguments presented for lattice gas model that, for
Pgas < p < Pliq, the decrease of In Pr(p) is not propor-
tional to the volume, as suggested by (16),

In Pr(p) x — LY, (17)
but the leading decay occurs proportionally to the inter-
face area

In Pr(p) < —L%71. (18)

Nevertheless we stress and we will demonstrate in the
result section that (16) is a useful concept to describe
the system for densities p in the vicinity of the gas or
liquid density. Similarly one can obtain the coexistence
densities in the thermodynamic limit

(L) — 1- B¢ (&
coex — Pcoex [ Pcoex (L)] > (19)

assuming a leading interface correction term pBS_.

To obtain the phase diagram one places simulation
points in the two-phase region and obtains the distri-
bution functions Pr(p). The position of the peaks in
the distribution functions may then be used to obtain
(L-dependent) coexistence densities. In general an ex-
trapolation L — oo (19) is then required to obtain the
phase diagram in the thermodynamic limit. While it is
true that for average densities well within the spinodal
region one expects to see a double peaked form for Pr(p)
as suggested by (16) we point out here that very long
simulation times may be required to allow for the system
to coarsen sufficiently such that this is actually observed.
We have found that the phase diagram may be mapped
most efficiently by placing simulation points close to the
expected liquid and gas coexistence densities based on
extrapolation of the coexistence curve calculated from
previous runs.

D. Integral equation theories for fluid-state
distribution functions

We have computed fluid state partial pair distribution
functions and the compressibility from standard liquid-
state theories to compare with our simulation results.
We include here a short discussion introducing these in-
tegral equation theories for liquid mixtures mainly for
completeness; detailed information can be obtained from
such standard texts as Ref. [18].

For an isotropic, homogeneous fluid mixture of p com-
ponents with composition z,, (1 = 1,...,p) the Ornstein-
Zernike equation [18] relating the pair correlation func-
tion A,y (r) = guu(r) —1 to the direct correlation function
cuw(r) takes the form

hyu(r) = cou(r) + pZm,\ /cu,\(|r —r'|) hap(r') dr'.
)
(20)

The above equation states that the total correlation in a
fluid between two particles of species p and v consists of a
direct part denoted by c,, () and an indirect part medi-
ated by all other particles in the system. Equation (20)
can be taken to be a definition for the direct correla-
tion function. To obtain the partial pair distribution
functions we need another equation (a closure condition)
which involves ¢,,(r) and h,,(r). Various approximate
closure conditions exists in the literature [18] which may
be used to obtain reliable estimates for the distribution
functions, but the accuracy of any one of these approxi-
mations is difficult to predict a priori. We have checked
our simulation results against the predictions of three
different closure approximations: the hypernetted chain
(HNC), the Percus-Yevick (PY), and the mean spherical
approximation (MSA) given by

exp{—BVou(r)H1 + huu(r) — cou(r)} (PY) (21)

. {exp{—ﬂVuu(T)}exp{huu(T)—Cuu(r)} (HNC)
Goul\T)=

exp{—BV, (M H1 + huu(r) = cou(r) — BV, ,(r)} (MSA) .

The pair potential between species p and v has been
denoted by V,,(r). Note that for the MSA closure one
needs to separate the interaction into a purely repulsive
hard core V,,(,‘P and a tail V,,(,i) whose nature depends on
the species involved, i.e., attractive for AB and repulsive
for AA or BB in our model. We solve these equations
numerically using the efficient algorithm of Gillan [19]
in two dimensions for various densities and temperatures
for the composition z4 = zp = 1/2. Our results are
discussed in Sec. III A.

Once the partial distribution functions are obtained, it
is a simple matter to compute the isothermal compress-
ibility x7 for the binary mixture

Zwumupévu(o) =1- XOT/XT (22)

vp

with pkgTx%= 1; ¢ denotes the Fourier transform of c.

f
III. RESULTS AND DISCUSSION

A. The homogeneous fluid

In Fig. 2 we compare the results for the pair distri-
bution functions g,, = h,, + 1 obtained from the sim-
ulation with the results of the integral equation theories
for p* = 0.5 and T* = 1.0. In this region of the phase
diagram we find excellent agreement with the Percus-
Yevick result, whereas the hypernetted chain and the
mean spherical approximations are seen to be consider-
ably poorer. Note the density enhancement of B particles
around A particles and short-ranged concentration fluc-
tuations reminiscent of ionic liquids [20]. To compare fur-
ther our simulation results with the prediction of liquid
state integral equation theories, we focus on the isother-
mal compressibility x7. In the fluid phase the density
distribution in subsystems of size £ < L <« S is found
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FIG. 2. Pair distribution functions (a) gaa(r) and (b)
gap(r) in the fluid phase (T = 1, p* = 0.5). Simulation data
(symbols) and results from various integral equation theories
(lines) as described in the text. Solid line, PY; long dashed
line, HNC; short dashed line, MSA.

to be a Gaussian function as explicitly demonstrated by
showing the fits using (14) with variable prefactor and
width; see Fig. 3(a). The subsystem size dependent com-

pressibilities X§~L ) can be obtained from the fitted widths
using (13). In Fig. 3(b) we show a scaling plot (15) of the
compressibilities X:(pL) to the thermodynamic limit x7 by
extrapolating M, — 0. We note an ezcellent agreement
of this value with the result of the Percus-Yevick theory
marked with a cross at M, = 0; using only the largest
(useful) subsystem without extrapolation would yield a
value being 10% too high. We remind the reader that it
is not at all straightforward to obtain such compressibil-
ities in the thermodynamic limit using grand-canonical
or Gibbs-ensemble methods. However, such good agree-
ment is only possible at high temperatures, far away from
the critical point. Upon lowering the temperature we
observe first of all a dramatic increase of xr especially
for p* = 0.3, which already signals the critical point of
the gas-liquid coexistence region. Investing considerably
more computer time (to determine accurately the critical
point and then approaching it close enough to measure
xT) we could in principle even obtain the corresponding
critical exponent. In addition to this we observe large
differences between the Monte Carlo values of the com-
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FIG. 3. (a) Density distributions Pp(p) for various block-
ings M, = 10 (circles), 12 (squares), and 16 (triangles), and
the corresponding Gaussian fits (full lines) in the fluid phase
(T* =1, p* = 0.5). (b) Comparison of simulation and PY
values for the isothermal compressibility at p* = 0.5, T* = 1.
The cross denotes the PY value pkgTxr, the squares denote
the simulation results pkBTxqu in different subsystems of
size M, and the line is a linear fit of the simulation data. (c)
Plot of the isothermal compressibility in the thermodynamic
limit pkpTxT versus T for densities p* = 0.3 (circles), 0.4
(squares), and 0.5 (triangles). The lines denote corresponding
PY results and agree at high temperatures with the simula-
tion data.
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pressibilities and the Percus-Yevick results, see Fig. 3(c),
even at temperatures twice as large as the critical temper-
ature where we believe the simple extrapolation relying
on (15) to be still valid. These deviations are due to the
diverging correlation length and consequently a break-
down of the Percus-Yevick approximation. Although it
may be possible to devise better integral equation the-
ories [21] which are expected to be valid also near the
critical point, we do not embark on such an endeavor
here.

Next, we attempt to quantify the short-ranged A-B
ordering in the fluid state in the following way. We begin
by defining a function F(r)

_ 9aa(r) —gaB(r)

Fr) gaa(r) +gas(r)

(23)

guided by the idea that this quantity is an r-dependent
measure of the difference in the concentration of the
species.

The asymptotic decay of F'(r) may be either uniformly
positive (F(r) o< exp[—r/€]) or oscillatory (F(r) o
exp|—r/&] cos(ar + ¢)), where a characterizes the period
of oscillations. If in the parameter space of the model a
line exists which separates these two behaviors, one calls
this line disorder line [23]. In the context of simulations,
however, it is more convenient to consider a related be-
havior of the Fourier transform: In the case of no order
the Fourier transform F(q) is expected to show only a
trivial maximum at ¢ = 0, whereas a maximum at non-
vanishing g values can only occur if some kind of short-
range order on a length scale ~ ¢7! is present in the
liquid. In Fig. 4(a) we present this function F'(q) for one
density and different temperatures and one can clearly
distinguish two regimes with and without a maximum at
gmax 7 0. Thus, below a density-dependent “transition
temperature” we find some kind on short-ranged order in
the fluid. The type of this ordering is visualized in the
configuration snapshot in Fig. 1(b): the liquid patches
possess locally an ordering of the type ----A-B-A-B----
along mildly curved lines which is reminiscent from the
perfect unfrustrated antiferromagnetic A-B ordering of
the square lattice solid in Fig. 1(c). While this is not
a phase transition (the specific heat and the compressi-
bility show no singularities) it represents a sharp change
in the nature of short-range order in the fluid. This max-
imum wave number gmax 7 0 is plotted for different den-
sities versus temperature in Fig. 4(b) and we can locate
the corresponding effective transition temperature T4
by the sharp jump of gmax. The resulting short-range
“disorder line” T,.4(p) is presented in the phase diagram
Fig. 1(a) (squares) as a function of the density. Hav-
ing integral equation solutions for the radial distribution
functions we can also calculate this curve using this ap-
proach. We have used the best approximation for the
present g,,(r), the Percus-Yevick closure, to obtain a
theoretical estimate for T,.q(p), which is also shown in
the same figure as a line. Although the theoretical curve
is qualitatively similar and even quantitatively correct at
high temperatures, we note deviations from the simula-
tion results mainly at low temperatures since the Percus-

Yevick approximation for g(r) becomes worse. Related
curves where the behavior of correlation functions change
(disorder lines) have occasionally been discussed for var-
ious lattice models [23], but to our knowledge this is the
first time that such a line has been found for an off-lattice
continuum model of a fluid.

B. The phase diagram

We have used the block analysis technique described
in Sec. II C to obtain the phase diagram shown in Fig.
1(a). Below a critical temperature T, =~ 0.37 we observe
a flat two-phase region with coexisting gas and liquid
phases. The usefulness of the block analysis method in
conjunction with the Gaussian approximation even for
such difficult problems is self-evident. The coexistence
densities were obtained by placing simulation points close
to the “expected” phase boundaries (based on extrapo-
lation of data obtained from previous runs) inside the
coexistence region, and extracting the peak positions of
the density distribution functions; see Figs. 5(a), 5(c).
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FIG. 4. (a) Function F(g) (defined in the text) versus
q for different temperatures at p* = 0.5. At 7" < 0.9
we observe the onset of a maximum of F(g) at a nonzero
value of ¢g. Symbols show simulation results for T* = 1
(open squares), 0.9 (triangles), 0.7 (diamonds), and 0.5 (filled
squares). (b) Position of the ¢ # 0 maximum of F(q) versus
T* for p* = 0.1 (open squares), 0.2 (open triangles), 0.3 (dia-
monds), 0.4 (filled circles), 0.5 (filled squares), and 0.6 (filled
triangles). The points are joined by lines for visual help.
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and 5(e) for typical samples from the gas, liquid, and
solid regimes. Contrary to our previous experience with
the block analysis [14,9] a finite size scaling also of the
coexistence densities was crucial to obtain meaningful re-
sults especially in the gas phase. Thus the position of the
peaks in these distribution functions pg,’gx were plotted
as a function of M, as suggested by (19) and the values
for the coexistence densities in the thermodynamic limit
Pcoex Were obtained from extrapolation to M, = 0; see
Figs. 5(b) and 5(d). The observed size dependence in the
gas phase is dramatic, see Fig. 5(b), whereas the solid
phase does not show any size effects within the statistical
scatter of the distributions, see Fig. 5(e), and the liquid
phase densities are subject to only mild shifts, see Fig.
5(d).

The strong size effects on the density distribution can
be qualitatively rationalized by inspecting representative
configurations. We show typical snapshot pictures after
about 100000 MCS/particle in the gas-liquid [Fig. 1(b)]
and in the gas-solid regions [Fig. 1(c)]. The gas-liquid
interface appears to be unusually “rough” although the
system has been quenched deep in the two-phase region
(p* = 0.3, T* = 0.32). The coarsening dynamics is also
seen to be extremely slow and a double peaked struc-
ture [9] for Py (p) was never observed by us at any length
scale L for this system within our simulation times. The
gas phase seems for our systems size of 1000 particles not
well separated from the liquid phase as in usual cases, but
it is rather formed by filamentlike or meander-like struc-
tures near liquid droplets. At some places one can even
recognize quasi-one-dimensional structures of liq- A- B- A-
B-. - . strings anchored with one end at a liquid droplet.

The solid phase is well defined and possesses at suffi-
ciently low densities an A-B ordered square lattice struc-
ture; see Fig. 1(c). This phase is stabilized since it al-
lows for a complete unfrustrated - - -- A- B- A-B-- - - antifer-
romagnetic ordering in two (orthogonal) directions in two
dimensions. Note that this is different from the mecha-
nism in a similar ferromagnetic model in Ref. [9] where
a width parameter of A’ = 1.50 stabilizes [9] the square
lattice at some region in the phase diagram: in case of
a square lattice the four nearest and four next-nearest
neighbors can lower the magnetic energy by 8¢, whereas
the six nearest neighbors of the triangular lattice can only
contribute by 6e. In the present case with an antiferro-
magnetic interaction the basic plaquette (and the com-
plete infinite system) of the square lattice is unfrustrated
with respect to A-B substitutional order, whereas the
corresponding triangular plaquette has to be frustrated.
As the system is compressed we expect a transition to a
hexagonal phase which is the close packing limit for hard
disks; however, the A-B ordering in this triangular phase
is necessarily frustrated.

Finally we mention that even with the large density
difference between liquid and solid, see Fig. 1(a), we
cannot use the density block analysis method for map-
ping that part of the phase diagram, but rather a method
as devised in Ref. [11] would be appropriate. On the
other hand, we can obtain reliably the gas-solid coex-
istence densities from the block analysis. The distribu-
tion function Pr(p) for the same statepoint (p* = 0.5,

T* = 0.22) as the snapshot Fig. 1(c) is shown in Fig.
5(c). The prominent square solid regions result in well
defined peaks on many length scales, whereas the density
of the gas phase is so small that it cannot be resolved any
more with the given particle number so that a zero den-
sity peak appears in the density distribution. The fact
that the surfaces of the solid are smooth, see Fig. 1(c), is
reflected in the density plot Fig. 5(c): the peak positions

corresponding to Pz(;fx) do not show any systematic size
dependence for the given resolution. Another quantity
which we can reliably estimate from the block analysis is
the triple temperature Tiiple = 0.3 from the associated
sharp density jump in the phase diagram; see Fig. 1(a).
Furthermore the solid coexistence density does not in-
crease as the temperature is lowered considerably below
the triple temperature.

Another possibly interesting observation is the pres-
ence of pronounced four-fold local order in the liquid
phase (the fluid phase was already discussed in Sec.
III A) similar to the solid phase; compare Fig. 1(c) with
the liquid regions in Fig. 1(b). This may indicate the
possible presence of a tetratic phase [22] as discussed in
the framework of two-dimensional melting [22]. How-
ever, our present tools (the block density distributions
and the pair distribution functions) are, of course, not
designed to probe such angular ordering phenomena; ex-
tensive developments and investigations aiming to im-
plement block distributions for bond-orientational order
parameters [25,11] are currently in progress [24].

IV. SUMMARY, CONCLUSIONS,
AND FUTURE DIRECTIONS

In summary, we have introduced a model system in two
dimensions which is designed to study the competition
between ordering and packing tendencies expected to be
present in liquid anticlustering binary alloys. Two tech-
niques were used in this investigation: Monte Carlo sim-
ulations in conjunction with finite size scaling in form of
the block analysis technique for density distributions and
analytical liquid state theories. Deep in the fluid phase
we find excellent agreement with the integral equation
theories for the radial distribution functions and com-
pressibilites; the latter could be obtained from the simu-
lations in the thermodynamic limit. When approaching
the critical point the analytical results start to deviate
considerably from the simulation data.

The major goal of the study was the detailed mapping
of the low-temperature-low-density part of the phase
diagram. We find the fluid phase to be locally struc-
tured with respect to A-B ordering below a “disorder
line” which can also be obtained analytically in the high-
temperature regime. Although frustration of the ordering
tendency leads to no long-ranged order in the fluid state,
the lowering of the free energy produced by short-ranged
A-B order in the liquid is sufficient to produce a liquid-
gas transition in this system. The low-temperature solid
phase has a long-ranged A-B ordered square lattice struc-
ture for sufficiently low densities. At high temperatures
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one expects the solid phase to have a substitutionally phase diagram requires the use of block distribution func-
frustrated triangular lattice with no long-ranged A-B or- tions using bond-orientational order parameters [25,11]
der. However, we devoted the present study to liquid- which is currently under investigation [24]. The possible

state properties and a thorough study of this part of the presence of a tetratic phase [22] having strong fourfold
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FIG. 5. Density distribution Pr(p) in subsystems and finite size extrapolation of coexistence densities. (a) Py (p) versus p*
for a typical state point in the two phase region close to the gas phase (p* = 0.05, T* = 0.26). The density distributions are
shown for M, = 9-14 (larger M, results in flatter curves). (b) Plot of the position of the peaks of Pr(p) as a function of Mp;
the infinite system limit is taken by extrapolating the linear fit to M, = 0. (c) and (d) as in (a) and (b) but for (p* = 0.4,
T* = 0.32). (e) Pr(p) in the gas-solid coexistence region, for M, = 8,10,12, and 14 (p* = 0.5, T* = 0.22); note that the
peak positions are independent of the length scale and the presence of a zero density gas peak in addition to the high density
peak corresponding to the solid.
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bond-orientational order with no long-ranged positional
order is also a challenging project for future investiga-
tions.
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