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A comprehensive study of the macroscopic transport parameters of self-similar interfaces is presented.
The iteration of a simplified equivalent leads to the prediction of a simple mathematical expression for
the impedance of fractal electrodes in d=2 and 3 dimensions. The same value is predicted by scaling ar-
guments and verified by extended numerical simulations in d=2. Experiments on model electrodes
confirm the theoretical prediction. We introduce the approximate concept of an information fractal. It
gives a very simple access to the theory and a description of the regions of the fractal surface which are
really active for the transport. The same result should apply to transport across fractal membranes and
to certain Eley-Rideal heterogeneous catalysis processes.

INTRODUCTION

Transport across rough or porous surfaces is a basic
problem in the study of several natural or industrial pro-
cesses. For instance, in the design of high-current bat-
teries it is natural to consider porous electrodes as a
means of increasing the net output current. Any process
that is limited by transport across a surface or interface
can be enhanced in this way. This is probably one of the
reasons why in nature many systems such as plant roots,
villi in the human intestine, or lung alveoli are found that
have a ramified geometry that can be considered as ap-
proximate examples of large-area “fractal” structures
[1-3]. In the case of a membrane, neutral reacting
species are brought to the surface by diffusion currents
instead of electrical currents and the transport across the
membrane plays the same role as the redox reaction on
the electrode [4]. The same type of problem may appear
in heterogeneous chemical reactions or in the Eley-Rideal
mechanism of heterogeneous catalysis [5,6]. In the last
case molecules have to diffuse before reacting on irregular
surfaces.

The problem is best stated in the electrochemical frame
because frequency-dependent transport can easily be
studied experimentally by impedance spectroscopy. A
variety of experimental studies have indicated that most
often the impedance of electrochemical cells behave as

Z=Ro+k(jo) . (1)

R represents the electrolyte resistance, o is the frequen-
cy of the ac applied voltage, and j=(—1)!"2, This
behavior is called “constant-phase-angle” (CPA) response
and 7 is the CPA exponent which depends on surface
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electrode roughness (k is a constant) [7,8].

There have been essentially two approaches to aid in
understanding this phenomenon, an old problem in elec-
trochemistry [9]. First, it can be attributed to a particu-
lar distribution of microscopic transport parameters on a
planar surface [10]. Second, it can be related to the elec-
trode surface geometry. (Both phenomena can occur
simultaneously in experiments.) The understanding of
the influence of the surface geometry on the net transport
is the general problem to which this paper is devoted. In
recent years, experimental and theoretical works have
been focused on the relationship between fractal
geometry and the CPA exponent [5,11-31]. Both self-
similar and self-affine fractal surfaces have been explored
with the objective of determining if the CPA exponent 7
of Eq. (1) is related to the dimensionality D or Hurst ex-
ponent H. A more ambitious objective is to provide an
algebraic expression for the impedance that can be used
to compare the performance of fractal interfaces with
nonfractal ones. For fractal surfaces there exist exact
algebraic results for the impedance only on specific model
electrodes and no general conclusion can be drawn
[13-15].

Recently it has been realized that an exact mapping ex-
ists between the response of an electrode under dc condi-
tions and the net diffusion across a membrane of the same
geometry [4,32]. In addition it can be shown, using
linear-response theory, that a simple and direct connec-
tion exists between the ac and the dc response [15,32,33].
These equivalences were used to investigate the proper-
ties of both fractal and nonfractal electrodes (and related
processes such as transport across membranes). Apply-
ing these ideas, Meakin and Sapoval have shown that for

3333 ©1993 The American Physical Society



3334

a variety of self-similar ramified fractals in d =2, the
constant-phase-angle exponent is related to the fractal
dimensionality of the electrode surface D by

n=1/D (2)

for the case of electrodes embedded in a two-dimensional
space [33]. This relationship between 7 and D is support-
ed by a scaling argument based on the fact that the infor-
mation dimension of the harmonic measure is 1 in d =2
[34]. Equation (2) was first proposed by Le Méhauté, but
was supported by an erroneous gauge argument [11].
Nyikos and Pajkossy gave the same result based on di-
mensional analysis [or 7=1/(D —1) for electrodes em-
bedded in d =3] [13]. However, Liu and co-workers and
Sapoval, Chazalviel, and Peyriére gave exact counterex-
amples on specific model electrodes [12,14,15]. (This
contradiction will be explained later.) Halsey and Liebig
[23] and Ball [35] proposed recently a slightly different
relation.

At the same time, a method based on an iteration cal-
culation of a simplified equivalent circuit had been pro-
posed by Keddam and Takenouti [24]. In its initial form,
the equivalent circuit approach predicted that the CPA
exponent 1 was not a function of the fractal dimension D
of the electrode and accordingly, preliminary low-
frequency experiments seemed to contradict relation (2).
(The early experiments of Nyikos and Pajkossy were per-
formed at high frequency on model electrodes of large
size, a situation in which impedance measurements can
be perturbed by the effect of parasitic capacitances.) In
order to clear this contradiction we have undertaken a
joint effort including a more complete set of simulations
and experiments which now give compatible results. We
also present an equivalent circuit approach together with
a crossover argument from which we are able to predict
that 7 follows relation (2), but also predicts an algebraic
expression for the impedance. This simplified approach
permits us to obtain an algebraic formula which is very
well verified by the diffusion simulations. The compati-
bility between the experiments and both theoretical ap-
proaches provides a complete result on the fractal elec-
trode problem in d =2, at least for self-similar ramified
electrodes.

ITERATED EQUIVALENT CIRCUIT IN d =2

The purpose of this section is to show that an
equivalent circuit approach permits a simple description
of this problem. The simple approximate calculation that
we describe predicts an impedance that will be verified by
the numerical simulations discussed in the next section.

We start with the smallest element of the two-
dimensional (2D) fractal electrode. It is supposed to be a
linear piece of metal of length / and thickness b. It is a
capacitor with impedance

Z,=(jywlb) !, 3)

where ¥ is the specific capacitance of the interface. The
fractal generator is made of a segment of length P/, which
is cut in P equal parts of length /, of which N are kept
and M identical segments are added. The electrode is
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FIG. 1. Deterministic fractal electrode. Here N=2, M =3,
P=3, and D=log,(5)/10go(3). Top, geometry of the experi-
mental cell; bottom, construction of the fractal electrode.

3 high frequency

L=IP

n

Z,
BL,
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Z

FIG. 2. Equivalent circuit used to approximate the problem.

Top, the circuit; middle, the low-frequency approximation; bot-
tom, the high-frequency approximation.

n+1
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built by iteration as in Fig. 1. The “front” part is N
reproductions of the initial smaller parts and M
equivalent parts are added. The fractal dimension is

D=In(M+N)/In(P) , 4)

where P is the dilatation factor. We can imagine building
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the electrochemical cell by constructing the fractal by
iteration from the smaller element. At stage n +1 the im-
pedance Z, ., of the larger unit can be represented in
terms of the impedance Z, of the cell at stage » using the
equivalent circuit shown in Fig. 2 (top), which has an im-
pedance given by

B'R,+

The numerical factors B and B’ are to be discussed
later. The impedance of the real cell is then a finite con-
tinued fraction. This formula is apparently complex, but
we will only use the low-frequency and the high-
frequency approximations which are represented by the
very simple circuits shown in the middle and bottom of
Fig. 2.

From one stage to the next the electrolyte cell varies in
size but its resistance R, remains constant. The electro-
lyte resistance R, are squares of side /, P, P23, ... and
thickness b. For an electrolyte of resistivity p, the resis-
tance at the first stage is

Ry=pl/lb=p/b (6)

and R,=R, ;= --+ =R, in d=2. It is convenient to
study the recursion (5) using the reduced variable
z,=Z,/R,:

1 N
= + .
Zny1  zpt1 1 @

B M/(P—N)—28

The reduced variable z, has a modulus equal to
lzol =(pyel) '=A/I, (8)

where A=(pyw)~! is the scale length in the problem
[15]. We work at frequencies such that

A/l=|zy| >>1 9)
and for the first stages of iteration (7) reduces to
2y 41~2, /(N+M) . (10)

Whatever the values of B and 3’ the same dependence is
obtained because in this regime the cell impedance is
essentially that of the surface capacitance. The iteration
can proceed this way up to a critical value n =v(w) for
which z,,,, is of the order of 1

Zyo) =Zo(N+M) M@ =1 . (11)

The critical value v(w) is

M/(P—N)—28

v(w)=In|zy| /In(N +M)
=In(A/l)/In(N+M) . (12)

After the stage v(w) we reach a regime where z, <1 and
the iteration procedure (7) cannot be performed simply.
In this case the impedance of the electrode becomes
much smaller than the impedance of the electrolyte. This
is a situation in which the distribution of potential lines is
determined by the usual harmonic potential distribution
in the same geometry (the electric potential is the solu-
tion of Laplace equation with the boundary condition
that the potential is zero everywhere on the surface of the
electrode of interest). We write

zy =Zn,yte+zn,ode ’ (13)

where z, . and z, ,4. represent the electrolyte and the
electrode contributions, respectively. If we look for z, ..
for n large enough, the contribution of the electrode in
the recursion can be neglected. In this situation we know
that the electrolyte resistance must be independent of the
order of iteration (in d =2) because the cell geometry
remains similar from one stage to the next. This is an im-
portant constraint, which implies that (7) can be approxi-
mated in this regime by

z, 1 ~(1+2,)/P . (14)

This approximation implies that in Eq. (7) B must be
equal to 1 and that B’ is large enough so that the
influence of the geometrical irregularity on the current in
the total electrochemical cell can be neglected as a first
approximation. This is qualitatively justified by the
shape of the equipotentials near the electrode as they
have been computed by Evertsz and Mandelbrot in the
same geometry (see Fig. 3) [36]. The limiting value for
the resistance of the electrolyte is obtained by setting
Zy 4 1,yte = Zn,yte iN the previous relation, or

Zy— e~ (P—1) 7L (15)
But if B is equal to 4 and B’ is large, then relation (14), be-
ing a good approximation of (7), can be applied to the to-
tal impedance (13). The recursion relation for the elec-
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FIG. 3. Potential distribution for generation 1 and 4 of the
fractal electrode. (From Evertsz and Mandelbrot [36]; see Ref.
[38]). In this “zebra” representation the potential varies by a
factor of 2 from one separation line to the next. Whatever the
generation, the equipotential lines near the entrance of the pore
are only slightly perturbed by the existence of smaller pores.
Our approximation amounts to supposing that the equipotential
lines are flat at the entrance of each pore.

trode contribution is obtained by inserting
z,=(P—1)""+z, 4 (16)
in relation (14) to give
Zy41,0de = Zn,ode/ P - 17

This is a remarkable result because it tells us that the
electrode contribution is inversely proportional to the
size of the electrode, which increases by a factor P at
each iteration. It is a direct consequence of the invari-
ance of the electrolyte resistance when the cell is dilatat-
ed. For an electrode of size L the iteration must be per-
formed n (L) times such that the electrode size L is given
by

L=p"D (18)
or
n(L)=In(L /1)/InP . (19)

From (17) the electrode impedance is given by

IengthA] =1/py u)1

at @ _I'EILE'L.—»

length Ap=1 /pymz

FIG. 4. An equivalent representation of the result. Note that
the length of the effective working surface varies with frequen-

cy.

~~ y —n(L)+v(w)
zn(L),ode~P zv((o),ode

zp—n(L)+v(w)(N+M)—v(w)zo . (20)

Two asymptotic regimes have been defined. The first
one, obtained for n(L) <<v(w), corresponds to sufficiently
small object sizes. In this regime the cell impedance is
dominated by the surface impedance. The second asymp-
totic regime n(L)>>v(w) corresponds to large objects,
where the impedance of the cell is dominated by the elec-
trolyte.

Substitution of (6), (8), (12), and (19) in (20) gives the
admittance of the electrode

Y(L)=Lbp" '(jyw)" ! 1)

with n=1/D. There is a very simple way, illustrated in
Fig. 4, to describe this result. At a frequency o the elec-
trode admittance can be considered to be given by the ad-
mittance R ! =b /p multiplied by a number L /L (®) of
equivalent regions where Lc(co)=IP"“") is the size at
crossover. The size at the crossover is the size of the
electrode for which the surface impedance is equal to the
access resistance. It is given by

L (o)=1(A/1)'P (22)

and again formula (21) is obtained.

A CROSSOVER ARGUMENT
TO OBTAIN THE ADMITTANCE INd =2:
THE NOTION OF AN INFORMATION FRACTAL

For a given electrode, if the frequency is small enough,
the response will be purely capacitive because
n(L) <v(w). The admittance is capacitive and

Y=Ib(L/)’yo . 23)
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On the contrary if n(L)> v(w) and if the admittance is
of the CPA type, dimensional analysis imposes
that Y ~(length)!*"p" Y (yw)". For a real 2D cell
of thickness b the admittance is proportional to b so
that the expression of the admittance must be
Y ~b(length)p" Yyw)". .

If we now postulate that the admittance is a linear
function of the macroscopic size of the electrode L, we
can write

Y~Lbp" Nyo)(D)7! (24)

because the only other length in the fractal is the smallest
feature size (or lower cutoff) /.

The crossover frequency w, between the purely capaci-
tive and purely CPA regime is obtained when n(L)=v(w)
at a frequency w, given by Eqgs. (12) and (18)

w.~py)THNL/I)7P . (25)

At the crossover frequency (25) both expressions (23)
and (24) must be equal and by equating the exponents of

INFORMATION FRACTAL GENERATOR

S I

INFORMATION

1
- ] Ca ] FracTaL

()
L L

FIG. 5. Definition of the information fractal. At the top the
approximation of the working part of the fractal generator is
shown. This defines the generator of the information fractal,
which is built as shown. The information fractal indicates the
regions of the electrode that are really working at a frequency
®. These regions are indicated by the thick line. Correspond-
ingly they would also be the working regions of a membrane or
a catalyst with the corresponding values of o.
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L the result n=1/D is obtained. The crucial hypothesis
is the linear dependence of the electrode admittance on
the size L. This is itself a consequence of Eq. (14), which
follows from the fact that in d =2 the limit admittance of
the cell is that of the electrolyte which must be indepen-
dent of the order of iteration.

Using the high-frequency approximation, it is possible
to construct directly the set on which the current is really
absorbed. This is shown in Fig. 5. At the top the thin
line can be considered as the generator of the set on
which the current arrives on the electrode. It is the gen-
erator of a fractal object which can be called the “infor-
mation fractal” of the corresponding electrode [37]. The
information fractal is shown in Fig. 5. Its fractal dimen-
sion is exactly one which means that when measured with
a ruler .£ a number of rulers L /.£ must be found. When
measured with a ruler L (o) or larger, a number of rulers
L /L (w) are found. In the regime of interest / is smaller
than L (w). At the bottom of Fig. 5 we have represented
the zones that are effectively reached by the current at a
frequency where L, (w) is the smallest element of the in-
formation fractal. The current reaches equally all the ele-
ments of the structure of size smaller than L.(w), that is,
those which are under the thick line. In that sense the
working region has a dimension equal to D for rulers
smaller than L (w) and a dimension D;=1 for rulers
larger than L (). At a given frequency, the geometry of
the information fractal describes the working region of
the electrode. In a pure diffusion problem it would de-
scribe the working part of a membrane or of a catalyst.
Note that this notion of active information set can be ex-
tended to arbitrary geometries [38].

COMPUTER SIMULATIONS

We consider here the electrochemical cell shown in
Fig. 1(a) and we compute its response by numerical simu-
lations. The theoretical approach and the numerical al-
gorithm that we use are based on the exact analogy be-
tween the electrochemical problem and a diffusion prob-
lem in the same geometry [4,5,32]. They are described in
detail in Ref. [33]. We recall briefly the numerical pro-
cedure.

In the simulation random walkers are launched, one at
a time, from a randomly selected lattice site on the
counter electrode at y =1. The random walker is then al-
lowed to execute a random-walk trajectory taking on lat-
tice steps of length 1 near either of the electrodes and
longer off-lattice steps when it is far from either elec-
trode. As in Ref. [33] the lengths of the long off-lattice
steps are restricted so that the random walker cannot
reach either electrode in a single step. We used periodic
boundary conditions in the lateral (x) direction. If the
random walker reaches the flat electrode from which it
was launched, the random walk is terminated and a new
random walk is launched from a randomly selected (la-
teral) position at y =1. If the random walker attempts to
step onto an occupied site associated with the porous
electrode, it is absorbed with probability o (the sticking
probability) or returned to the unoccupied site that it pre-
viously occupied with probability 1—o. If the random
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walker is absorbed, a record is kept of the absorption
event and the random walk is terminated. In a real
diffusion situation most of the particles which leave the
diffusion source return to it. This is due to the fact that
the net flux, from Fick’s law, is proportional to the gra-
dient of the concentration and not to the concentration
itself. The net flux is due to the very few particles that
are absorbed before returning to the source. We then
want to find the probability p, of absorption of a particle
by the working membrane. The basic quantity that can
be measured in these simulations is the average number
(N, ) of random walkers that return to the smooth elec-
trode before a random walker is absorbed by the porous
electrode. The probability of absorption p, is the inverse
of {(N,). If N, is the number of sites on the diffusion
source (external electrode), p, the occupation probability
of a site at the source, and 1/7 the jump probability per
unit time, the number of particles which are launched per
unit time is pyN, /471. The steady-state flux ® is the prod-
uct of that number by the effective absorption probability
p, and

®=(p,N, /47)p, . (26)

The concentration is related to the occupation probabili-
ty p and lattice spacing a by

c=p/a’ @7

and the diffusion admittance Y is defined by ®=Yc,,
where ¢ is the concentration at the source. Then

Yp,=N,(a%/47)(N,) ! (28)

with Ny=(L /a)=(L /I)(I /a). The admittance comput-
ed this way corresponds to that of the total electrochemi-
cal cell. The electrode contribution must be found by us-
ing in relation (28) a value of {(N,)=(N,(c))
—{N,(c=1)) to subtract the electrolyte resistance con-
tribution [33]. The estimate becomes more accurate as
the results from more random-walk trajectories are aver-
aged. In most of our simulations the procedure described
above was continued until 15 000-20 000 random walkers
had been absorbed by the porous electrode. In these
simulations the dependence of (N,) on o was deter-
mined using 17 different values for o (c=27", n =0-16).

The results are shown in Figs. 6-9. In Fig. 6 a random
trajectory is shown for a sticking probability of 1073 and
for three different values of the lattice spacing: from top
to bottom the smallest element of the fractal electrode / is
equal respectively to a, 2a, and 4a. The numerical results
of the impedance calculation are given in Fig. 7 for [ =a,
2a,4a, . ..,64a. Apart from a small region correspond-
ing to the very large values of o, a CPA behavior is
found, followed by a crossover to a capacitive behavior
for very low values of 0. The fact that the large o region
does not show CPA behavior corresponds to the fact that
the random walkers do not explore the fractal geometry
but the linear geometry of the smaller cutoff length /.
Also in that region the electrode contribution is very
small and the numerical uncertainty is comparatively
larger.

In order to compare quantitatively the simulation with

the algebraic expression (21) we first discuss (21) in terms
of diffusion parameters. In the physical world, there exist
two basic physical quantities: the diffusion coefficient D
(which corresponds to p~!) and the coefficient of trans-

1=1,06=10"

81 L LATTICE UNITS

l=2,(t=10‘:|

81 LLATTICE UNITS

l=4,6 =103

81 L LATTICE UNITS

FIG. 6. A random walk trajectory for smaller and smaller
lattice spacing. Far from the surface of the fractal, long, off-
lattice steps are taken.
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FIG. 7. Results of the numerical simulations for the

geometry of Fig. 1.

port across the surface (permeability) W (which corre-
sponds to yw). (If ¢ is the concentration at the surface of
a linear membrane of length L, the net flux across the
membrane is cWL.) On a square lattice

D=a?%/4r, (29)
W=aoc /47 . (30)

The sticking probability o is not determined uniquely
from D and W but depends on the lattice spacing. The
true physical variable in that problem is the length
[15,33]

A=D/W=a/o . (3D

If D is substituted for p~! and W is substituted for jy® in

(21) the result Y, = ALbD'!""W7""! is obtained. We
have introduced a numerical factor A4 to take into ac-
count that relations (21) and (24) are proportionality rela-
tions. For the d =2 system in which the simulation is
performed, the value of b is b =1 so that the formula that
must be tested is

Yp,=ALD'" "W} (32)
and from (26-29) we predict that
(N,)=A lam lg~m'" ", (33)

Figure 8 shows a plot of {N,)c™"" ! (or supposedly
A~ with n=1/D =0.6826 as a function of o. A col-
lapse of all the data for all the values of / on a single hor-
izontal line is observed. In computer units a =1, so that
in these units (N, Yo" " != 4 ~!=1 within the simula-
tion noise as verified in the figure.

!

In(1/0)

FIG. 8. Data collapse plot of the CPA regime using Eq. (33).
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FIG. 9. Data collapse plot of the capacitive regime using Eq.
(35).

In the very small o regime, =1 and the admittance is
given by the total length of the fractal and

Y=I(L/1)°W . (34)

Using Egs. (27) and (29) the quantity (N,)o"""! is
found to be equal to

(N,)Yo"" '=(L /)" 21 /a]) ™" . (35)

Figure 9 shows the dependence of In({N,)c"/""!) on
In(1/01). For systems in which L /I is constant, as in our
case, a collapse of all the curves in the small o regime is
observed. The slope is measured to be approximately
equal to 0.316 to be compared with the theoretical value
1—7=0.317. A comparison of Egs. (32) and (34) indi-
cates a crossover between the CPA regime and the capa-
citive regime when

A/I=[L(0)/11", (36)

if A =1 is verified to a good approximation by the simu-
lations. The crossover distance L (o) corresponds to the
crossover L () but can be obtained directly from the
diffusion equivalence. It corresponds to the Euclidian
distance that a random walker that hits the electrode
with absorption probability o travels before being ab-
sorbed. The walk is terminated when the number of frac-
tal sites within the Euclidian distance L (o) or (I /a)
[L.(0)/1]P is equal to the average number of collisions
before absorption 1/0. This equality gives (36) indepen-
dently of the preceding discussion. Now, in the same
spirit, if we consider a coarse graining of the object to the
size L (o), the new sites can be considered as absorbing
random walkers with probability 1. On the renormalized
object, the fact that the information dimension D; of the
harmonic measure is exactly equal to 1 in d =2 implies
that the probability of adsorption by the surface for ran-
dom walkers that diffuse from the bulk is concentrated on
a subset of dimension 1. This means that the size mea-
sured in renormalized sites of the regions where the new
random walkers are absorbed is proportional to L and
then that the admittance is proportional to L as postulat-
ed above.

On the lattice the value of A/l is a /lo, so that for a
fractal for which L /I is given, the crossover should be
found for a value of a /I equal to (L /I)? independently
of I. This is what is observed in Fig. 9 in which the
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numerical value of the crossover is shown to be of
order 550. This value must be compared with
(L /1)P=(81)"/M=625.03. . ..

The overall conclusion of the simulations is a strong in-
dication that Eq. (21) is really an exact result because the
prefactor A is found equal to 1 within numerical uncer-
tainty. It also confirms that the simulations in Ref. [31]
were correct: the size of the inner cutoff length does not
influence the CPA exponent and the cell geometry does
not modify its value.

EXPERIMENTS

We first recall an already published determination of
the equipotential line distribution for deterministic self-
similar electrodes [24]. The experiment uses an ac poten-
tial probe to determine the equipotential line distribution
in the cell. The results are shown for two different fre-
quencies in Fig. 10. The equipotential distribution de-
pends on the frequency through the surface impedance.
The left-hand side of Fig. 10 (top) shows a distribution
corresponding to the high-frequency side of the cross-
over. This is characterized by the approximately ex-
ponential decay of the voltage in the central pore. On the
contrary, at 1 kHz the potential exhibits a more linear de-
cay which corresponds to the distribution below the
crossover (more precisely below the crossover, but very
close to it). We did not repeat this experiment at lower
frequency because it is rather tedius, but at still lower fre-

1TkH=

FIG. 10. Potential map for various electrodes and frequen-
cies. Top, the electrode of Fig. 1; bottom, potential distribution
for the Koch electrode. For the sake of clarity in this reduced
picture the values of the intermediate potentials have not been
written in the figure. The equipotential lines corresponds re-
spectively to 0.9, 0.8, and 0.75 in the A region; 0.9,0.8,...,0.4
in the B region; 0.9, 0.8, 0.7, 0.5, 0.3, 0.2, 0.1, and 0.05 in the C
region; and 0.9, 0.8, 0.7, and 0.5 in the D region.
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quencies the effect should be even more pronounced.
This is shown in the lower part of Fig. 10, which presents
the results of Ref. [24] obtained with the canonical Koch
electrode.

For practical reasons, the detailed impedance measure-
ments were made using, as a working electrode, a Koch
(D =1n4/In3=1.26. . .) profile with four levels of hierar-
chy built in a 1-mm-thick aluminum plate. Both sides of
the aluminum sheet were covered with a heat curing var-
nish before machining. Then the fractal electrode was
anodized at a very low current to form a uniform, a prin-
ciple capacitive, oxide layer. The anodization is a very
slow process which necessitates ionic transport through
the already formed oxide layer, and the current is then
uniformly distributed on the entire electrode surface (r is
very large). The electrochemical cell is schematically de-
scribed in Fig. 11. The electrolyte was an aqueous solu-
tion of Na,SO, with concentration ranging from 107 3M
to 107'M. The impedance measurements were per-
formed at open circuit potential.

The electrolyte cell was a conventional three-electrode
design: a fractal working electrode (WE), an aluminum
ribbon used for the local potential probe [reference elec-
trode (REF)], and an aluminum sheet as the counter elec-
trode (CE). The potential between the reference and the
working electrode was maintained constant by means of a
Schlumberger Model EI1286 potentiostat. At this poten-
tial a small-amplitude perturbing signal (AU=10 mV
rms at frequency f) was superimposed for impedance
measurements. The latter was carried out by a
frequency-response analyzer (FRA) (Schlumberger Model
FRA1250). A personal computer controlled all the mea-
surements and experimental results for Z(f) were stored
in a data file.

r ~N
PERSONAL COMPUTER
N J
f, Z(f) E GPIB BUS
e N
F.R.A.
AC Generator Analyzer

r
A

AU al AE
~
( "W.E
"tgr  POTENTIOSTAT
| o
a (CE

FIG. 11. Experimental setup for impedance measurement.
GPIB denotes a general-purpose interface bus.
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The results for the canonical Koch electrode are shown
in Fig. 12. The imaginary part of the cell impedance is
given for three electrolyte concentrations in the Bode
plot. A Bode plot is a plot of the logarithm of the im-
pedance, here of the imaginary part of the impedance, as
a function of the logarithm of the frequency. Note that
from relation (1), the imaginary part of the total cell im-
pedance is related to the electrode contribution only. A
CPA impedance is linear with slope —7 in the Bode rep-
resentation.

In the experimental results for the Koch electrode two
regions were observed. At low frequency there is a CPA
behavior with an exponent 74 smaller than 1. If the oxide
covering the electrode behaved as a true insulator, the
value of 7, should be exactly equal to 1. This is not the

10"
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PRIANE T
N
E
T102 |
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10 102 10° 10* 10°
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10 102 10° 10 10°
101 (‘
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™
2 40 L . 0.001M
z
N
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10 10? 10° 10 10°
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FIG. 12. Bode plot of the impedance of Koch electrodes for
several electrolyte concentrations: 0.1M, 0.01M, and 0.001M.
Im(Z) stands for the imaginary part of Z as defined in the text.
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case, but it is a common feature for oxydized electrodes
attributable to anomalous transport through the oxide
layer. In order to calibrate our results we have studied
the response of macroscopically flat electrodes prepared
under the same conditions, i.e., with the same current
density and duration. The impedances spectrum of
these flat electrode are shown in Fig.
13. The flat electrode also exhibits a CPA behavior and
the above calculations have to be modified accordingly.
Equations (3) and (8) must be replaced by
Zo=y"""jw) ™Ub)"" and |zo|=(py') o =A'/I
with A’=(py’) o ™. The quantity that is really mea-
sured and plotted in Fig. 13 for a flat electrode of area S
is —Im(Z)=sin(nyr/2)y' '@ "S~! from which the
values for 775 and ¢’ can be obtained for the three electro-
lyte concentrations. From the data of Fig. 13 the results
7o=0.74 and y'=4.5X10"° for the 0.001M solution,
1o=0.67 and y’'=4X10° for the 0.01M solution, and
7o=0.68 and y'=3.8X 10 ° for the 0.1M solution were
obtained.

At low frequency the impedance of the Koch electrode
should be that of the total surface:

—Im(Z)=sin(nyr/2)(y'16) (1 /L)’ ™ . 37

Taking care of the CPA behavior of the flat electrode
we can easily write the equivalent of Eq. (21) in the frac-
tal regime and predict

—Im(Z)~sin(qym /2D )pl /Lb)ply") P ™",
(38)

We may now compare the first-principle predictions
(37) and (38) with experiment using the values of ¥’ and
7, calibrated with the flat electrode, the geometrical pa-
rameters of the electrodes (I =0.3 cm, and L =3%=24.3
cm), and the electrolyte resistivities pg 13, =68 cm,
Po.oiny =680 Qcm, and pg o1 =6.8 k2 cm. These pre-
dictions are shown by the lines in Fig. 12. There is an
overall compatibility between theory and experiment.
Considering that there are no adjustable parameters, this

10°
+ 0.1M
8101 E'Q x 0.01M
< + 2 o 0.001M
e *ie,
~ 0 + B
107 + 4-:55
N M.
E 1 +§§5
T 10 "' | +Ea
Q%
++'QD
+ %
102 | ! ! M|
10 102 108 10* 10°
FREQUENCY (Hz)

FIG. 13. Bode plot of the impedance of planar electrodes for
several electrolyte concentrations: 0.1M, 0.01M, and 0.001M.
The planar electrode presents itself a CPA behavior with an ex-
ponent 1,. The high-frequency anomaly is an experimental ar-
tifact due to the method of measurement.
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FIG. 14. Bode plot of the ratio of the impedance of the frac-
tal electrode to the impedance of the planar electrode. The
curves have been arbitrarily translated for clarity.

set of experiments can be considered as a fair
confirmation of the theoretical approaches discussed
above. In this frame, we consider that the experimental
results are compatible with relation (2), but cannot be
considered as a proof of this relation.

The fact that there still exist small discrepancies be-
tween theory and experiment as apparent in Fig. 12 can
probably be related to a more complex behavior of the
flat interface itself or to the fact that the oxide is not real-
ly distributed uniformly on the fractal electrode. To il-
lustrate this point (and the difficulty in general of these
determinations) we give in Fig. 14 the Bode plot of the ra-
tio Im (Zg, . )/Im (Zg,). At low frequency it should
present a horizontal line up to the crossover frequency.
Above the crossover it should be linear with a slope of
—NgNcpa T Mo="0{1—Ncpa). The real behavior is not as
simple as that. This may be due to the fact that the
crossover is not sharp or to a slight dependence of 1, on
the frequency. The crossover is in principle given by the
equality of (37) and (38) when A, =I(L /1) or

o, = [sin(nym/2) /sin(nyr /2D )PP~
X(LPpy’ /1?1y~ | (39)
but the crossover frequency is difficult to determine with
precision on the Bode plot itself.

EXTENSION TO d =3 ELECTRODES

If the electrode is a cylinder based on a self-similar
fractal cross section of dimension D, its dimension is
D’'=D+1. If the height of the cylinder is L’ its ad-
mittance would be Y=~LL'’p" Nyw)U" ! with
n=1/(D'—1).

We show below that the circuit iteration procedure can
be used in d =3 to generalize this formula. We consider
now a fractal surface which is made in the following
manner: a square (or a triangle) is cut in P equivalent
smaller squares or triangles. In the same manner as in
d =2, N parts are kept on the front and M are added.
The fractal dimension of the surface is now
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D=In(N+M)/lnP'/? . (40)

If the smallest element of the 3D fractal electrode is a
square of side /, it possesses an impedance

Z,=(jl*yo) . (41)

Equation (5) is still valid, but from one stage to the
next the electrolyte impedance R, varies. R, is the resis-
tance of a cube of side /, Ry=p/I, R, is the resistance of
a cube of side P!/?, then R, =R,/P'/?, and

R,=R,/P"*. (42)

Using the reduced variables z,=Z, /R, the iteration
equation (7) is now

P2 _ N P—N
Zit1 Ztl 1 ’
m,B+ 1
Zy, B,+ Zy
M/(P—N)—mpB

(43)

where m represents the number of (vertical) walls of the
pore. The reduced variable z, keeps the value given in
(8). For the first stages of iteration relation (43) reduces
to

2z, 41=PY%2, /(IN+M) . (44)

The critical value n =v(w) for which z,,,, is of order 1
is now given by

Zyy =ZoPY O AN+ M) V@ =1 (45)
and v(w) is given by
v(w)=In|zy|/In[(N+M)/P'/?]
=In(A/1)/In[(N+M)/P'?] . (46)

After this stage we reach a regime in which z, <1 and the
iteration procedure (43) cannot be performed simply. In
the case where z, <1, (43) can be crudely approximated
by using a first-order approximation:

2z, =PV (1+z,) . 47

To obtain (47) we have postulated 3=1/m to ensure that
the impedance of the total cell in that regime is inversely
proportional to the size of the cell. Equation (47) shows
that the reduced admittance 1/z, of the cell is essentially
real. Using a separation between the electrolyte and elec-
trode contribution as in Eq. (13) we obtain for the limit-
ing value of the electrolyte contribution, which is the
principal term in (47),

Zp— o e~ (PV2=1)71 (48)

The electrode contribution to the cell impedance is ob-
tained by replacing this value in (13) and (47)

~ 172
zn+1,ode~zn,ode/P . (49)

For an electrode of size L the iteration must be per-
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formed n (L) times such that

L=IprL)/2 (50)
The electrode impedance is given by

z,ypy~ P12 (51)
and using (41), (42), (46), (50), and (51) the result

Y=L%" Yyo)I" ! with n=1/(D—1) (52)

is obtained. The same result can be obtained through a
crossover argument similar to that used in the d =2 case.
For a given electrode, if the frequency is small enough,

the response will be purely capacitive because
n(L)<v(w). The admittance is capacitive and
Y=IXL/’vo . (53)

On the contrary, if n(L)>v(w), the admittance is of
the CPA type. For a 3D electrode of size L the admit-
tance must be proportional to L”" where D; is the infor-
mation dimension. From dimensional analysis the admit-
tance must take the form

Y~L"p" (yo)UX with D, +X=n+1 (54)

because the only other length in the fractal is the smaller
feature of size /. The crossover frequency w, is obtained
when n(L)=v(w,) or from Egs. (46) and (50)

w.=(pyl) AL /P (55)

At this crossover frequency both expressions (53) and
(54) for Y must be equal and by equating the exponents of
L the relationship

n=(D;—1)/(D—1) (56)

is found. If the information dimension is equal to 2 in
d=3,1=1/(D —1) as given by the iteration procedure in
which D;=2 was assumed. In d=3 there could exist
different values for D; [39]. If we limit ourself to what
could be called ‘corrugated” surfaces, which are
“opaque,” the value D;=2 holds most probably and
n=1/(D—1).

In their early analysis of the response of ramified elec-
trodes Sapoval and Chassaing claimed that the crossover
frequency was approximately inversely proportional to
the size of the electrode [40]. This fact is not compatible
with Eq. (55) and the experimental results must be reex-
amined within the framework of this section. This will be
published elsewhere.

The procedure described above (first the use of dimen-
sional analysis, which constrains the power-law ex-
ponents in the fractal regime; second the use of the exact
expression for the low-frequency impedance; and finally
the matching of the high-frequency and the low-
frequency impedance at the crossover frequency) is more
general than described here. For the case of the Cantor
bar electrodes or for the case of the modified Sierpinski
electrodes one can find all the results of Refs. [12] and
[15] by applying directly this method.
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CONCLUSION

Because much confusion exists in this field, and for the
sake of generality, we must discuss different (or apparent-
ly different) results. First, there exist fractal geometries
which do not obey the same laws. It is the case of the
Cantor bar and Sierpinski modified electrodes, but these
electrodes are self-affine and not self-similar. In that
case, there exist not two but three characteristic length
scales: the large and small lateral cutoffs and a height pa-
rameter. Also the structure of the information fractal
may be very different. In particular, for the “generalized
modified Sierpinski electrode” the exponent is not a func-
tion of the fractal dimension only, but also of the aspect
ratio of the pores [15].

For the case of connected spherical pores, Sapoval,
Chazalviel, and Peyriere proposed [15] that the CPA ex-
ponent was not a function of the fractal dimension, but
their calculation was valid only in the approximation in
which the insertion of extra pores into a given pore would
not change the capacitive surface of this pore. This does
not apply to a true self-similar geometry. The case of
dense 2D porous electrodes studied recently by Meakin
and Sapoval corresponds also to a very different type of
geometry [41].

In the case of a nonblocking surface, of macroscopic
area S, described by a Faradaic resistance r the response
(52) can be extended to

st(pl)(Z—D)/(D—l)(r—l+ij)1/(D—l) . (57)

The quantity » !+ jyw represents the surface admit-
tance. If the ‘“flat” surface itself has a CPA response,
» 14+ jyo should be replaced by r "' +7'(jw)™ (where 7,
can be temperature dependent).

In summary, we have presented a comprehensive study
of the response of singly connected self-similar electrodes.
We have given four different approaches to this problem.
The two theoretical approaches are a theory of scaling
and an equivalent circuit iteration. Both these theories
contains approximations. The scaling approach predicts
“scaling relationships” where the prefactors are unknown
but are expected to be of the order of unity. The iteration
procedure is approximate in two ways: the equivalent
circuit is a very simplified description of the real field in
the cell and the iteration itself is approximated. Within
these restrictions this calculation predicts a value for the
impedance in which the prefactor is exactly one. The nu-
merical simulations not only confirm the scaling forms
but also indicate that the value of the prefactor is one
within numerical uncertainty. This is an indication that
the renormalization and coarse-graining procedure used
here, although approximate, is an appropriate way to
treat this problem. In this case the difference between the
exact problem and its approximate version are not per-
tinent to the prediction of the real impedance for a self-
similar geometry provided that we are far from the cross-
over. The experimental results are compatible with these
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theories without any adjustable parameters. This may
bring an end to a controversy on this question. The con-
cept of information fractal may be developed to find the
active zones that is those parts of the electrodes which
are really “working” at a given frequency. This will be
published elsewhere [38].

Finally, the same results should apply to transport
across fractal membranes and to certain Eley-Rideal
heterogeneous catalysis processes [5,6].
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