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Critical amplitudes in 6nite-size scaling relations show a singular dependence on the range of the in-

teractions, R. The respective power laws are predicted from phenomenological crossover scaling con-
siderations. These predictions are tested by Monte Carlo simulations for medium-ranged Ising square
lattices. It is speculated that some deviations between the simulation results and corresponding predic-
tions may be due to logarithmic corrections.
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I. INTRODUCTION

It is widely recognized that critical fiuctuations (say, in
an anisotropic ferromagnet become more and more re-
duced as the range R of the (exchange) interactions in-
creases [1—18]. As R ~~, simple mean-field behavior is
recovered, as the well-known Ginzburg criterion [4,8]
shows. On the other hand, close enough to the critical
temperature T, for finite R, one always observes the non-
classical critical exponents, differing from those of the
Landau theory. As is widely known (e.g., [5,6]), this
universality of the critical exponents is true for all (arbi-
trarily large but finite) values of R, and a different
behavior in the limit R —+ ~ implies a singular variation
of critical amplitudes with R. For simplicity, let us con-
sider the order parameter M(t, R) of the ferromagnet at
zero field:

t~4 "'"R"&)1— (3)

while the crossover to the non-mean-field critical
behavior should occur for t' "' R"being of order unity
(note R is measured here in units of the lattice spacing

M=t"'M It'4 "'"Rd]-
where d is the dimensionality, t the distance from the
critical point, t =1—T/T„and M(g) some scaling func-
tion which describes the crossover from Landau-like crit-
ical behavior [M =BMFt'~, with BMF =M(~ ) being the
critical amplitude BMF in the mean-field (MF) limit] to
the nontrivial (Ising-like) critical behavior,

M=B(R)t~,

where p is the critical exponent (of the Ising universality
class in this case, e.g. , p= —,

' for d =2 [7]). The choice of
the crossover scaling variable g in Eq. (1) is motivated by
the Ginzburg criterion [4,8], which says that mean-field
theory is self-consistent as long as

and hence dimensionless). Now, Eq. (1) is consistent with

Eq. (2) only if M(g«1) ~g', with Y=(2p —1)/(4 —d),
and this implies as well that

B(R)~Rdr Rd(2P —i)/(4 —d) (4)

v being the critical exponent of the correlation length. In
the present paper, we wish to extend the consideration
performed in Eqs. (1)—(4) to finite-size scaling, in order
to estimate the singular variation of the finite-size-scaling
amplitude B(R) with R (and amplitudes for other quanti-
ties as well). Section II presents a phenomenological
theory that combines finite-size scaling and crossover
scaling towards mean-field critical behavior. Some care is
necessary here, of course, as mean-field theory does not
satisfy hyperscaling relations (dv=2p+y, y being the
susceptibility exponent [1—3]), and this leads to a
different structure of finite-size scaling in the mean-field
limit [25—27]. Section III then introduces the Ising mod-
el on the square lattice with an extended range of cou-
plings and presents Monte Carlo simulation data for that
model. Section IV analyzes these data in terms of the
theory of Sec. II and discusses its applicability. Some
concluding remarks are given in Sec. V.

It is the aim of the present paper to consider the analo-
gous problem in the context of finite-size scaling
[9,19—21], extending previous work that considered a re-
lated problem for polymer mixtures [22,23]. Apart from
this work on polymers and early work [24] on the
specific-heat rounding in the Baxter model for various ra-
tios of coupling constants, such crossover problems in
finite-size scaling have not received much attention. As
is well known, critical singularities such as those de-
scribed by Eq. (2) are rounded (and shifted) in finite sys-
tems, e.g. , for a (hyper)cubic box with all linear dimen-
sions equal to L, the absolute value of the order parame-
ter behaves as [19—21]

M=B(Rg, -",
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II. PHENOMENOLOGICAL THEORY OF FINITE-SIZE EFFECTS IN ISING-LIKE SYSTEMS
WITH A MEDIUM RANGE OF INTERACTIONS

We consider an Ising-type system in a (hyper)cubic lattice of linear dimension L and periodic boundary conditions.
The free energy can be written as [27]

F= —ks TlnZ = —k&T ln fX)gexP —f „d x PctMFP +—'uP + ,'ksT—[RVP(x)] ] (6)

From Eq. (7) it is obvious that the probability distribu-
tion PL (P) of the order parameter is simply

PL (p) ~exp[ L "( ,'ctMFQ—+ ,'u—p )) . —

From PL (P) it is straightforward to derive the finite-size-
scaling relations for mean-field systems [25—27]:

gl. —= —3+ &s &I l&s &2L gMF(tMFL" —),
I. —& lsl &L

—L

L[&s &
——& lsl & l/'(k

Ld/2g (t Ld/2)

(8)

(10)

Here, k~ is Boltzmann's constant, Z the partition func-
tion, P(x) the order-parameter field, c and u are con-
stants, and tNI„ is the relative temperature distance from
the mean-field critical temperature.

In the limit R ~~, order-parameter fluctuations get
suppressed, and thus the functional integral in Eq. (6)
gets replaced by an ordinary integral [25 —27],

F~F = —k~ T lnZ~F

= —k&Tln f dpexp[ L "(2ctMFQ—+ 4up )] .

field critical region will differ from their counterparts

g»,.„s(gi), M»;„s(gl ), and fi„„s(gl ) in the nonclassical Is-
ing critical region. Note that for Eqs. (12)—(14) one must
use the distance t = 1 —T/T, (from the true critical
point, of course), which di6'ers from tMF due to a shift of
the critical temperature [1—3]:

TMF T o(- R
—d

C C
(15)

Equation (15) can be understood from Eq. (6) by consid-
ering nonuniform order-parameter Auctuations in the
framework of a Gaussian approximation around the
mean-field limit (see also [27]). This shift is not of in-
terest to us here. Furthermore, in Eqs. (12)—(14) we have
postulated that the amplitudes of all scale factors (for
ML, for yL, and for the temperature scale) must exhibit a
singular dependence on the range of interaction parame-
ter, R, while apart from these power-law factors R, R,
and R)' defining new exponents%', x, and y, there is no R
dependence: the functions g»;„(gl ), M»;„(gl ), and

g»;„(gl ) are universal. The prediction of these ex-
ponents A, x, and y is the main interest of this section.

We do this simply by using Eqs. (8)—(10) in the mean-
field critical region, but add the variable g defined in Eq.
(3) as a second argument of the respective scaling
functions (actually it is more convenient to use
gi —g2/(4 —d) tR 2d/(4 —d) ).

Here, s is the normalized order parameter of the Ising
model considered summing over all lattice sites i,

s=L gS;, S;=+1 .

g(tL d/2, tR 2d/(4 —d)
)

M, =L, "4M(tL. '",tR""4 "'),
Ld/2g(tL d/2 tR 2d/(4d))

(16)

(17)

(18)

g, =g„,„,(R~tL ")
I. Ising

,(R ~tL ")
(12)

(13)

In our notation we have anticipated that the scaling func-
tions gMF(gMF), MMF(gMF), and fMF(gMF) in the mean-

The quantities written down in Eqs. (8)—(10), namely, re-
normalized coupling constant (or normalized fourth-
order cumulant, respectively) gI, order parameter ML,
and susceptibility yr (for t &0), are the quantities com-
monly recorded in Monte Carlo simulations [20,21,28]
and hence considered here. Now for R large but finite,
Eqs. (8)—(10) hold only in the mean-field critical regime,
which according to the Ginzburg criterion [4,8] is given
by Eq. (3). In the opposite regime, where t' "' R «1
holds, we must have the standard finite-size-scaling rela-
tions [19—21]:

g(CMF~P ) gMF(PMF) ~

M(0MF 0' ) ™MF(kMF)

X(0MF& 0 ) XMF( 0MF )

(19)

(21)

in order for Eqs. (8)—(10) to result simply in the limit
R —+ ao. More interesting, of course, is the inverse limit

g ~0, in which Eqs. (19)—(21) must yield the nontrivial
critical behavior [Eqs. (12)—14)]. This implies a singular
variation of the scaling functions g(gMF, g'), M(gMF, g'),

Note that here in the argument tI. we have also re-
placed t~„by t, which is legitimate, because in most
cases of interest (2 & d & 4) the shift of T, relative to T,
is much larger than the temperature range around T„
where the crossover from Ising behavior to mean-field
behavior occurs. Therefore t, and not t~F, must be used
in Eqs. (16)—(18). We shall return to this point at the end
of this section.

Obviously, we have to have simply [gMF = tL "/ ]
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and f(gMF, g') in this limit. So,

g(PMF 0 0) gi i s((MF"

where

2/( dv)L i/vtaR 2dal(4 —d)=RyttL ' v (235MF

Thus the mean-field-scaling variable gMF is raised to the
power 2/(dv), in order to change the power of L from
d/2 to 1/v [compare Eqs. (8) and (12)], and then the
power (a ) of g' has to be chosen such that gM/F( )g" sim-

ply yields the scaling variable g„;„. Obviously, Eq. (23)
then implies that

log L&

I across

eean fl

149 tcross

-log t

Ising finite size scaling

caling

2/(dv)+a =1, a =1—2/(dv)= —a/(dv), (24)

where in the last step the hyperscaling relation d v =2 —o,
was used, 0. being the specific-heat exponent. Using the
exponent a from Eq. (24) again in Eq. (23) then fixes the
exponent A,

%'=2da/(4 —d)= —2(a/v)/(4 —d) . (25)

which implies

ycc(R&t) —v t(4 —d)/2Rd& 1 (26)

The factor of proportionality in Eq. (26) should be of or-
der unity. On the other hand, in the mean-field critical
region [where Eq. (3) holds] we must have

In d =3, we have [29] a=0. 11, v=0. 63, and hence
%'= —0.35. In d =2, where a=O implies a logarithmic
divergence of the specific heat, we suspect that %=0 im-
plies a lnR correction in Eq. (23).

Another check on this result [Eqs. (23)—(25)] can be
obtained from the following reasoning: in the nonclassi-
cal critical region, finite-size scaling [19—21] merely
expresses the principle that "L scales with the correlation
length g,

" i.e., the variable g„;„can also be written as

—R AtL i Iv —
(L /g )

i /v

FIG. 1. Schematic log-log plot of the relevant characteristic
lengths versus the temperature distance t from the (true) critical
point. In the mean-field regime, where hyperscaling does not
hold, there are several characteristic lengths: Apart from the
correlation length gM„of the order-parameter correlation func-
tion, a thermodynamic length l(t)=[y(t)/M (t)] /" matters,
since it enters the finite-size scaling with periodic boundary con-
ditions (thus a length L, &g„„,scales with I, while a length
L2) g„„, scales with g). At t =t„„,ccR "/' "', there is a
smooth crossover, i.e, . gM„(t) and l(t) merge and also match the
correlation length g(t) of the Ising critical regime.

/-1/2 —2PI(dv)L —d/4/-ibM r /2/(dv)gia)
5MF ising ~ SMF

=R L ~ M (R tL' ).Ising (29)

The exponents a and A in Eq. (29) are already fixed, of
course, and the power of BCMF= tL / in front of the scal-
ing function in Eq. (19) has also been chosen such that
the power L " is turned into a power L ~ . The
power b of g' in Eq. (29) must now be chosen such that
the t dependence of the prefactors cancels:

x now in Eq. (13), we discuss M(gMF, g') in Eq. (20) for
small g':

ML =L "/ M(gMF, g'~0)

(27)

where g is another constant of order unity and R only
enters in as a factor. Now we postulate that the cross-
over from Eq. (27) to Eq. (26) at t' '/ R"=1 must be
smooth, i.e., for

2d /(4 —d)
cross

both g and gMF must be of the same order of magnitude:

L —P/vt ll2 —2P/(dv)t bg 2dbl(4 —b) —L —P/v

hence,

2P(/dv) +—b=0, b =2P/(dv) —
—,
'

and (d v =y +2P)

2db 4P/v —d (2P—y ) /vX=
4—d 4 —d 4 —d

(30)

(31)

(32)

= +RA dl(4—d) pg 4/(4 —d) (x g —Avg 2dv/(4 —d)
bMF (28)

Equating the powers of R on both sides of Eq. (28) again
yields Eq. (25).

Figure l summarizes this situation in terms of a
schematic log-log plot of the characteristic lengths versus
t. For t„„,« t «1 (the left part of the plot), we have
the mean-field regime; for t « t„„,the Ising regime. In
the mean-field regime, L needs to be compared to l; in the
Ising regime, L needs to be compared to g'. Of course, in
reality the crossover is smooth and may spread over
several decades of t [17]. In order to derive the exponent

Using @=1.24, P=0.325, and v=0. 63 for d =3 [28], we
estimate x = —0.95 in d =3, while P= —,', y = 4, and v= 1

in d =2 [7] yields

x= —
—,
' (d =2) . (33)

~ 2d (P—1/2)/(4 —d) P (34)

which is the same result as in Eq. (4).

Again, a check is obtained, noting that for L ~ ~ in Eq.
(13), the powers of L must cancel out, and, therefore,

+~~t~= g t(2~ X)/v —2@~/v jl(4 d't~
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Lr»t r~(d~) 't~R «~( d)=Lr»R (36)

hence,

It remains to consider yL in Eq. (18) for small g':

L d/2g (g gl 0)—g2gl(dv 1)—gicL d/2g (g2/(dv)gia)

=R~Lr y „„(R~tL'
) . (35)

Again, the exponents c and y follow from requiring that
the exponent of t in the factor in front of the scaling func-
tion vanish,

large R is much smaller than T„„,and can be treated as
a higher-order correction. Hence, we find that the case
d =2 is marginal and suspect that this may again be a
source of logarithmic corrections [12]. [Another loga-
rithmic correction has already been proposed on the
grounds that a/v=0 in the d =2 Ising model; see Eq.
(25).] Thus, it is a somewhat nontrivial matter to check
what happens in the case of the d =2 Ising model with a
variable interaction range R. This will be done, using
Monte Carlo simulations, in Secs. III and IV.

and

2y/(dv) —1+c=0, c =1—2y/(dv), (37) III. MONTE CARLO RESULTS
FOR THE ISING MODEL

WITH EXTENDED-RANGE COUPLINGS

=R 2d( &
—r)/'(4 —d)t —r (39)

On the other hand, this result can be derived directly
from a crossover scaling assumption for the susceptibility
analogous to Eqs. (1)—(4):

2dc 2d —4y /v (4P —2y ) /v =2x
4—d 4—d 4 —d

If one considers the limit L ~ OD in Eq. (14), powers of L
must cancel, and, hence,

y ~ R ~ —r~t —r =R (4~—2r+2~r )/t(4 —d )~~t —r

We consider an Ising model on a square lattice of
L XL sites with periodic boundary conditions. A spin
variable o. is assigned to each site with the values of +1.
The spins couple to all z sites within a distance of R (in
the units of the lattice spacing) with the same interaction
constant J )0, while the interaction for distances larger
than R is zero. Then the effective range R of interac-
tion is defined as usual:

R = g (r; —r. ) J, .

j (wi)

&= gr —ig(R dr(4 —d)/2) ~ r rR 2d(—i r)/(4 d—)—(40) (44)

as expected.
Here we note that this treatment can also be used to

derive crossover scaling forms right at T„ t =0; we only
have to take Eqs. (16)—(18) and construct from the vari-
ables gM„, g' (which both contain t) two other variables

gM„, gM„/g': in the latter variable, t has canceled out, and
now the limit t —+0 can easily be taken. This yields the
following scaling forms [using (gM„/g') instead of
gM„/g', for convenience]:

In the last step of Eq. (44) we used the fact that J;.=J in-

dependent of distance inside the maximal interaction dis-
tance. We study the cases R =1 (which also yields
R =1, z =4; this is the nearest-neighbor Ising lattice, for
which the solution is known exactly, of course [7]),

R ' =2(R '=-,', z =g),
R =4(R =

—,', z = 12),
gi(LR —4/(4 —d)

)
C

=L 'g '(LR ' ')

(41)

(42)

(43)

R & —g(R 2 —25, z =24)

R =10(R =6,z =36),
= lg(R =,z =4g)

and

R =32(R =—",z=80) .

We have located the transition temperatures for the Is-
ing model with extended-range coupling, by carrying out
a Monte Carlo sampling of the fourth-order cumulant of
the magnetization distribution gI (T) defined in Eq. (8).
This quantity is believed to be particularly useful, since
within both Ising and mean-field limits one expects
[20,24] that the curves gl (T) intersect at T, in common
intersection points g ""s(T, ), g "(T, ). It presents a
difhculty, of course, that no such unique intersection
property holds in the crossover regime between both lim-
its [cf. Eq. (41)], where a crossover occurs between both
limiting values, given as [26,30]

g"'"s(T, )= —1.835, g "(T,)= —0. 812 . (45)

All these scaling forms can also be used to obtain the ex-
ponents x and y by requiring that Ml fr ~L ~/" and

gl. lz. ~Lr as L~ao. As it should, this reasoning
C

confirms Eqs. (32) and (38). We also note that Eqs.
(41)—(43) can be considered as special cases of the general
crossover finite-size-scaling description given by Binder
and Deutsch [22].

We now return to the problem of disregarding the shift
of T, relative to the mean-field critical temperature T,
or the problem of replacing tM„with t [Eq. (15)] which is
equivalent. For 2 (d (4, the shift ( T, " T, ) /T, is-
much larger than the distance T„„„butone should note
that this fact does not matter, as one can renormalize the
original Ginzburg-Landau-Vf ilson Hamiltonian and
define an "effective" renormalized mean-field transition
temperature close to the true T, . For d (2, the shift for
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FIG. 2. Plot of the cumulant gI (T, } versus L. The horizon-
tal straight line indicates the asymptotic Ising value
g"'"si T, ) = 1.83 [30], while diff'erent symbols give our numerical
results for several choices of R (R = 1, diamonds; R = 2,
squares; R = —,triangles; R = 6', inverted triangles; R
circles}.

As a consequence, T, can be found only by studying rath-
er large lattices where gi ( T, ) has actually settled down at
its asymptotic (Ising) value g'""s(T, ). Figure 2 shows the
behavior of gL for selected values of R. Thus, we have
found it necessary to include linear dimensions up to
L =80 for R 18 and up to L =220 for R =32. Since
the medium range of the interactions slows down the
speed of the algorithm considerably, it is not straightfor-
ward to study this problem for still larger choices of ei-
ther R or L, although this would clearly be very desir-
able.

Once T, (R ) has been determined (Fig. 3), we can
proceed with the analysis of the data for gI IT, ML IT,
and yL J T in order to compare with the predictions of

C

Sec. II. On each run, about 10 Monte Carlo steps per
spin have been used for the small systems and about 10
for the systems with large R; independent runs were
used to estimate the statistical errors. Our data are col-
lected in Tables I and II (data for the nearest-neighbor
case can be found in many papers and hence are not list-
ed here; since the interpretation of our data for larger
values of R is not completely straightforward, we fee1 it
may be useful to document them for future use).

Figure 3 shows that only data for R )—", roughly fol-
low the asymptotic relation for the shift of T„Eq. (15).
This is no surprise, because Eq. (15) is expected to hold as
R~~ and there is no reason why it should hold for
R & 2, in particular since then the depression of T, rela-
tive to the mean-field value is more than 20%. It is con-
ceivable that there is a logarithmic correction in the shift
of T„too. Also, the whole crossover scaling treatment of
Sec. II is expected to hold in the limit R ~~, LR of
order unity only, and the question of which of the data in
Tables I and II are already within that limit needs serious
discussion. This problem will be discussed in Sec. IV.

10-

0.9

N
0.8

0.7

0.6

0,5
0

I

0.25 0.5

R

1

0.7'5 10

FIG. 3. Plot of T, /z versus R . Both exactly known limits
(Onsager's exact solution for z =4 and the mean-field result for
z ~~) are indicated by arrows.

IV. ANALYSIS OF THE MONTE CARLO DATA
VIA FINITE-SIZE SCALING

Figure 4 gives a log-log plot of all data for k~ T,yL /L
versus L/R . Obviously, the data for small R (R ~ —", )

do not satisfy the scaling form at all, as was predicted in
Eq. (43), but for small R such a failure of scaling is not
unexpected. Figure 4 clearly shows that for small R we
do not encounter at all a mean-field region in which
k&T,gI /L would be independent of L. So in further
tests of Eqs. (41)—(43) we only include data for the three
largest values of R (Figs. 5 —7): It is seen that for
( I

m
I )I, there is rough agreement with the proposed

scaling form, Eq. (42), while for the other two quantities,
systematic deviations from the scaling suggested by Eqs.
(41) and (43) are clearly apparent. As was also to be ex-
pected, there were somewhat larger errors in the case of
the cumulant (Fig. 7), since it is more diIIlcult to sample
with high statistical accuracy than low-order moments of
the magnetization distribution, and it is also more sensi-
tive to possible small errors in the location of T„since
gL ( T) has a somewhat steeper variation with temperature
there than the other quantities.

From Figs. 4—5 we conclude that Eqs. (41)—(43) can be
valid only for R ))1, and if this crossover scaling
description becomes valid in this limit —which is certain-
ly not proven by our data, although Fig. 5 is
suggestive —the approach to this limit is rather slow. As
discussed in Sec. II, there are reasons to expect logarith-
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TABLE I. Critical-point properties for the models with R =2, 4, and 8. T, is in units of the critical temperature of the nearest-
neighbor model. We estimate that the statistical error for ML is typically at most 1 in the last digit shown, while it is about 2 for
k& TgL, and about 3 for gL in the last digit.

R —2, T.=2 32

kB TcXL

R =4, T, =3865 R =8, T, =8.63

k8 TcXI.

4
8

16
24
32

0.804
0.733
0.672
0.636
0.611

0.826
2.67
8.61

17.3
29.6

1.818
1.818
1.825
1.824
1.820

4
6
8

10
12
14
16
24
32
48

0.720
0.695
0.672
0.653
0.639
0.627
0.615
0.587
0.566
0.540

1.110
1.854
2.76
3.87
5.03
6.38
7.98

15.2
24.2
47.3

1.699
1.748
1.771
1.782
1.794
1.801
1.803
1.817
1.824
1.833

6
8

10
12
14
16
24
32
40
50
60

0.609
0.586
0.568
0.555
0.545
0.535
0.507
0.491
0.475
0.464
0.455

2.06
2.94
3.93
4.96
6.06
7.29

13.3
20.2
29.6
41.2
54.7

1.631
1.672
1.699
1.722
1.741
1.753
1.781
1.802
1.804
1.817
1.824

mic correction factors, which might possibly account for
the deviations from scaling apparent in Figs. 5 —7, but
since our speculative treatment of Sec. II yields no infor-
mation whatsoever on the precise exponents p of factors
(lnR ) that might occur, and the data clearly do not span
a wide enough range of R that one might unambiguously
fit such corrections to the data, we have not attempted to
follow this possible line of reasoning further to explain
these discrepancies.

It is also of interest to try to extract the amplitudes
3 (R) of the susceptibility [k~T,yl = A (R)Lr '] and
B(R) of the magnetization [Eq. (5)] directly from the
data, without relying at all on the crossover scaling
analysis: This way, the theory of Sec. II is tested in a
very direct manner, unbiased by any assumptions of how
to analyze the data.

However, while the data for ( ~m )I at T, do have a
significantly broad regime where we can see Eq. (5) and
hence extract B(R) rather unambiguously, the reliable
estimation of 2 (R ) is more of a problem, as Fig. 8 shows
where k~ T,yL /L ' is plotted versus L: One sees only a
rather slow approach to the "plateau" value which is our

estimate of A (R). An alternative estimation was also
tried, plotting k& T,gl versus L ' and fitting a straight
line to the data. This approach is preferable, if the dom-
inating correction to scaling is just a regular background
term,

k~ T,yL = Co(R )+ A (R )L '
In fact, we do expect a background term of order unity.
However, a fit to this form shows that Co(R) systemati-
cally increases with R and becomes much larger than uni-

ty for our largest choices of R. Moreover, the data for
small L clearly do not fall on the straight line, indicative
of other corrections to scaling, presumably with a term
L ' with a correction to scaling exponent x, in between
zero [which would yield Co(R)] and y/v (the leading
term). In the absence of knowledge of the precise form of
such corrections in our model, we have not tried to in-
clude them in the analysis. The above fit, which attri-
butes all corrections to a term Co(R), yields estimates
that are only slightly —but systematically —different
from our estimates in Fig. 8, and such deviations may

TABLE II. Critical-point properties for the models with R =10, 18, and 32. T, is in units of the critical temperature of the
nearest-neighbor model.

R =10, T, —:13 575

ML

T, =18.67

ka T.Xi

R =32, Tc:32.386

kB TcXL

12
14
16
20
24
32
40
50
60
70

0.504
0.494
0.486
0.473
0.463
0.448
0.438
0.427
0.420
0.411

5.05
6.14
7.23
9.50

12.2
18.0
24.3
34.0
44.3
56.9

1.656
1.678
1.700
1.732
1.752
1.782
1.804
1.815
1.823
1.830

8
10
12
14
16
24
32
40
50
60
70

0.493
0.476
0.464
0.453
0.449
0.423
0.411
0.400
0.393
0.385
0.378

3.15
4.13
5.14
6.20
7.22

11.9
17.0
23.0
29.5
38.6
48.6

1.584
1.614
1.643
1.643
1.709
1.710
1.750
1.775
1.806
1.820
1.827

80
100
120
140
180
220

0.301
0.302
0.300
0.292
0.287
0.274

52.0
73.0
91.9

121
187
252

1.774
1.801
1.823
1.824
1.833
1.813
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incorporated a crossover scaling description based on the
Ctinzburg criterion in the finite-size-scaling [22] descrip-
tion and derived predictions for the singular variation of
finite-size-scaling amplitude factors A (R) for the suscep-
tibility, and B (R) for the order parameter at T, . This
theory should hold for all dimensionalities 1 & d & 4.

An attempt has also been made to test these predic-
tions for the d =2 Ising model, by carrying out simula-
tions in the two-dimensional Ising model with constant
interaction of a spin with z neighbors, where z varied
from z =4 (the nearest-neighbor case) to z =80 (which
corresponds to R =—3.67). Our data show clearly, howev-
er, that for R (2, there is not yet any sign of a crossover
to mean-Geld behavior, and even our largest value of R
has presumably not yet reached the regime where the
theoretical predictions are valid. It is not, however,
straightforward to study significantly larger values of R,
since increasing R means slowing down the speed of the
program, and at the same time one needs to significantly
increase L, since one needs to stay in the regime L ))R
(for a meaningful test of our predictions, one needs to lo-
cate T, very accurately). As critical slowing down then
becomes more and more of a problem, development of a

cluster algorithm for these medium-range Ising models
may become necessary. Another theoretical development
which could be very useful would be to clarify the pres-
ence or absence of logarithmic corrections in d =2. We
do think despite these caveats, however, that the theory
of Sec. II should be useful in d =3, where no logarithmic
corrections are suspected and the approach to the mean-
field limit with increasing R is presumably faster than in
d =2.

An interesting variation of the present problem would
be the study of a model where the interaction is of medi-
um range but decays to zero smoothly: It is possible that
the sharp cuto6'of the present model complicates conver-
gence to universality.

Finally, we wish to draw attention to some other relat-
ed problems: One is the approach towards the mean-field
spinodal criticality with R ~ c)c), when one simulates
metastable states in Ising models [31]; the other is the
crossover from Ising to mean-field critical behavior in a
kinetic Ising model with competing fIip and exchange dy-
namics [32]. In the latter case, however, the inverse
problem of the problem considered here occurs, since any
small admixture of random exchanges between arbitrary
distant spins makes the asymptotic critical behavior
mean-field-like, and thus unlike Fig. 3 (where a line of
transitions with d =2 Ising exponents ends in a mean-
field critical point), one has a line of mean-field transi-
tions at T, (p) ending in Ising (non-mean-field) criticality,
if the fraction p of random spin exchanges is zero. But a
crossover finite-size-scaling analysis similar in spirit to
the one presented here might be useful for these prob-
lems, too.
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