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Experimental loss rates due to emission from Ne, Ar, and Xe ions at high plasma densities
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Neon, argon, and xenon gases were introduced at small impurity concentrations to high-density hy-

drogen plasmas produced in a gas-liner pinch. The electron density and temperature as well as the im-

purity densities were obtained as a function of time by laser scattering. Energy considerations allowed

the derivation of radiative-energy-loss coefficients for the three elements in the temperature range from 5

to about 20 eV at electron densities of about 10 m . The inhuence of the density is clearly seen when

comparing different discharges; higher densities result in lower losses. Furthermore, losses are increas-

ing as the temperature decreases, instead of decreasing.

PACS number(s): 52.25.Vy, 52.25.Rv, 52.25.Qt

I. INTRODUCTION

The power radiated by multiply ionized atoms is an im-
portant issue in laboratory and astrophysical plasmas. It
represents a critical loss term, which has to be reduced as
much as feasible in some applicatjons, for others it is be-
ing deliberately optimized. Magnetically confined plas-
mas produced for thermonuclear fusion are the most in-
vestigated example of the first category [1,2]. Discharges
driven by pulsed high-power electric generators and used
as powerful radiation sources are typical of the second
category [3]. Another example are high-density laser-
produced plasmas, where radiation losses are desired as a
means for rapid cooling to achieve population inversion
for soft x-ray lasers [4,5].

The energy loss from plasmas by radiation occurs
through several channels, and the important physical
processes are line emission, radiative recombination,
dielectronic capture followed by line emission, and
bremsstrahlung. It is customary to express these losses in
terms of radiatiue energy loss-cocci-ents p [6] (radiative-
power-loss function or cooling rate are also used for this
quantity in the literature), i.e., power radiated per ion and
per electron. In general, the total radiative loss
coefficient p„„ is a function of electron temperature and
electron density for each atomic species, since each con-
tribution (pi due to line radiation, p„due to radiative
recombination, pd due to dielectronic recombination, and

pb due to bremsstrahlung) depends on the fractional
abundances of the ionic species. Only in the coronal lim-
it, where collisional transitions between atomic levels be-
come small and the fractional abundances are indepen-
dent of the electron density, are all energy-loss
coefficients functions solely of the electron temperature.

In this coronal limit, loss coefficients have been calcu-
lated for a number of elements by several authors. It be-
came evident that losses due to line emission always dom-
inate by at least an order of magnitude [7—10], until the
K shell is being substantially ionized. For the present ex-
periment it suffices, therefore, to consider only this loss
channel.

Most authors restricted their calculations to elements

of interest essentially to nuclear fusion. Post et al. [11]
obtained losses due to line radiation for 47 elements em-

ploying the "average ion model" for steady-state plasmas.
The uncertainty was expected to be a factor 2 —4 and even
larger for high-Z elements at low temperatures. Sum-
mers and McWhirter [10] were able to quote an uncer-
tainty of +50% for their calculations since they used
better data. They also cite extensively the relevant litera-
ture.

Zhu et al. [12] were the first to report experimental ra-
diation losses for iron ions by measuring absolutely the
emission of about 50 hnes from a 0-pinch plasma.

With increasing electron density collisions become im-

portant; population densities have to be calculated using
a collisional-radiative model and the ionic abundances
are determined by their respective collisional-radiative
rate coefficients. A thermodynamic equilibrium (LTE)
model becomes adequate only for very high densities.
Electron collisions shift the ionization balance and reduce
the population densities through collisional deexcitation.
As a consequence, radiative loss coefficients decrease gen-
erally with increasing electron density. Detailed studies
have been carried out for aluminum plasmas by Duston
and Davies [13] and by Keane and Skinner [14] for oxy-
gen. Gerusov used an approximate hydrogenlike model
for neon [15],and Galushkin and Kogan did their calcu-
lations for plasmas containing berylliumlike to hydrogen-
like ions [16].

At high densities, radiative transport will certainly
inAuence the radiation losses, and the assumption of an
optically thin plasma limits the maximum allowed plasma
dimension [15]. In transient plasmas, finally, the chang-
ing ionic abundances have to be properly taken into ac-
count [14].

II. EXPERIMENTAL SETUP
AND THOMSON SCATTERING

The investigations of radiation losses were carried out
on the gas-liner pinch, which has been described in detail
by Finken and Ackermann [17] and by Kunze [18]. In
principle, it is a large-aspect-ratio gas-pufF z pinch (the
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electrodes are 1 8 cm in diameter and 5 cm apart) with
two independently operated fast electromagnetic valves.
Through the outer valve the main gas (for the present ex-
periments it was always hydrogen) is introduced and
forms initially a thin hollow cylinder along the inner sur-
face of the evacuated glass chamber. It is preionized by
discharging a 50-nF capacitor (charged to 20 kV) through
50 needles arranged annularly underneath the lower elec-
trode, that communicate with the main chamber through
a mesh in the electrode surface. A discharge current
from a 1 1 .1-pF capacitor bank charged to 35 kV ac-
celerates the initial plasma towards the axis, where the
final pinch plasma is formed.

The second fast valve makes it possible to independent-
ly puff in impurity gases along the axis of the discharge
chamber. The amount can be controlled by varying the
pressure in the respective plenum and to some extent also
by adjusting the opening time of the valve with respect to
the outer one. For the present investigations the injec-
tion times were selected such that the impurity ions were
distributed evenly within the plasma column. The impur-
ities were neon, argon, and xenon gases, each with three
different concentrations.

The plasma parameters were studied by 90' collective
Thomson scattering employing a Q-switched ruby laser
(model K-1Q) at 694.3 nm; it delivered a laser pulse of 3.0
J with a duration of 30 ns. In order to resolve the narrow
central peak due to the heavy impurity ions in the spec-
trum of the scattered light, special attention was paid in
al 1 alignment procedures to minimize the spectral width
of the laser and especially the width of the apparatus
profile of the detection system. The power of the laser
pulse and its timing was monitored by a FND- 100 photo-
diode, which was placed behind the beam dump. The
continuum radiation of the plasma was monitored in a
10-nm band centered at 520 nm with an RCA Model
1P28 photomultiplier at the exit slit of a —,

' m monochro-
mator.

The light scattered by the plasma was focused onto the
entrance slit of a 1 m monochromator (Spex model 1704)
employing a 1:1 imaging optics. The plane grating of
1200 lines/mm was blazed at 1000 nm and hence the
spectrum could be recorded in second order with an
optical-multichannel-analyzer system (OMA II) posi-
tioned in the exit plane of the instrument It was gated
for about 90 ns. The reciprocal dispersion of this ar-
rangement was 0.0063 nm jchannel, and the apparatus
profile was obtained from Rayleigh scattering of the laser
in propane as well as with the help of a neon spectral
lamp; it had a full width at maximum (FWHM) of 0.025
nm.

The determination of plasma parameters by scattering
of laser light [19,20] is a well-established diagnostic tech-
nique for laboratory plasmas. For high-density low-
temperature plasmas, the scattering parameter a usually
is larger than 1 (a )) 1 ) and the scattering spectrum has a
width characteristic of the velocity of the ions. An
analysis of al 1 details of this "ion component" of the spec-
trum, however, allows the derivation of the electron tem-
perature and the ion temperature as well as the electron
density if only one species of ions is present in the plasma
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FIG. 1 . Example of line profile of scattering radiation ob-
tained at t = 125 ns after maximum compression. The plasma
parameters derived are T, = 15.0 eV, T; ~

= 14.0 eV, (Z ) =3.6,
0 7 X 10 m ~ num 1 6 X 10 m

[2 1]; the approximation by Salpeter [22] is employed for
this. An admixture of small amounts of impurity ions
modifies the ion component, and these effects have been
studied theoretically by Evans [23]. If a heavy-ion im-

purity is introduced into a light-ion plasma, the principal
effect is to superimpose an additional narrow peak, the
total intensity of which is proportional to the density of
the added impurities. Kasparek and Holzhauer [24] have
observed such spectra from plasmas containing two
different types of ions, but a systematic experimental
study of the admixture of impurities has been carried out
only recently by DeSilva et al. [25,26] employing the
very same experimental setup as used in the present in-
vestigations. A typical example of a spectrum is shown
in Fig. 1 ~ The narrow ion feature of the argon ions is su-
perimposed on the broad profile due to the motion of the
protons. The FWHM of this central peak yields essen-
tially the temperature of the impurity ions; its intensity
scales with the square of their mean charge and linearly
with its density [26]. Temperature and density of the
main plasma component are correspondingly proportion-
al to the width and the area of the broad spectrum, re-

spp

ective 1y .
As Fig 1 shows, al 1 single-shot spectra are obtained

highly resolved with details. Careful analysis of the
shapes without impurities revealed that electron and ion
temperatures of the hydrogen plasma were practically
equal. By fitting theoretical profiles of Evans [Eq. (3) of
Ref. [23]] to the experimental ones, it was possible to
derive electron temperature T, of the main plasma, tem-
perature of the impurity ions T;, electron density n,
and impurity density n; ~, or the mean charge ( Z ) of
the impurity species from each individual spectrum. For
this fitting procedure, theoretical profiles were convolut-
ed with the apparatus profile. Since the impurity peak is
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proportional to n; (Z ), either n; must be known or
(Z) must be obtained from different considerations in
order to obtain the other quantity. In ionization equilib-
rium, (Z ) is a function of temperature and density, and
if the low-density limit is applicable, it is a sole function
of the temperature. In this limit, (Z) can be deduced,
for example, from the calculations of A maud and
Rothenflug [27]. However, in a strongly ionizing phase
of the plasma, (Z) will be lower than the equilibrium
value, and in a recombination phase it will be higher. At
the time of maximum compression we assumed, there-
fore, ionization equilibrium (ionization times being shor-
test at the highest densities and temperatures), calculated
(Z ) from Ref. [27] employing the experimental tempera-
ture, and thus determined n; . We used this impurity
density for all other times before and after maximum
compression, assuming a constant mixing ratio of the im-
purity species in the plasma. In this way (Z) was ob-
tained for all other times without any further assumption.

The spatial emission of the plasma column was studied
in the midplane by imaging the cross section of the plas-
ma column onto the entrance slit of the monochromator
(width 30 pm, height 2.0 cm) such that the radial intensi-
ty distribution of the plasma was along the height of the
slit. The image at the exit slit thus rejected the radial in-
tensity distribution at a selected wavelength. It was
recorded with the optical multichannel analyzer (OMA
II) aligned such that the diode array was also along the
height of the slit. The spatial resolution was given by the
width (25 pm) of the diodes. The radial emission was
recorded for various times during the discharge and for
plasmas with and without added impurities.

For the observation of neon and argon the Ne III line at
267.79 nm was observed in fourth order and the ArIv
line at 291.3 nm in second order. The height of each
diode of 2.5 mm corresponded to a spectral width of 0.32
nm in second order and assured that the total line was
recorded. The emission without impurities was recorded
at the same wavelength intervals. This emission was sole-
ly continuum radiation. No suitable line in the visible
was found for higher ionization stages of Xe, and we take
the radius found for Ar also for the case with Xe. For
different concentrations of Ne, the radius of the plasma
column was practically the same as without impurity,
whereas with Ar it was larger by about 2.0 mm.
Different plasma parameters in discharges with and
without impurity are a consequence of an early impurity
gas injection: the impurity gas spreads and influences the
compression dynamics. Hydrogen is fully ionized in all
cases.

Figure 2 shows the time evolution of plasma parame-
ters for the pure hydrogen discharge and for one impuri-
ty case as an example: electron temperature (a), electron
density (b), impurity temperature (T; ) (c), mean charge
of the impurity (d), and plasma radius (e).

A. Plasmas with no impurities

d 3
dt 2

nkT OVo =P' o Pbo P o P~

where n is the total particle density (n =n, o+n; c=2n, o)

for a fully ionized hydrogen plasma, T,o is the average
electron temperature (T,o=T;o is derived from the

1

Power Loss (PE)

P ahrn

p dV/dt

100 200

Tizne (nsec)

300

15

10 — ' Power Loss (P,)

P Ohrn

0 p dV/dt

—10

—15
0 100

Time (nsec)

300

The power balance equation for a completely ionized
hydrogen plasma of volume Vo, when there is no power
loss other than by bremsstrahlung and recombination ra-
diation and by heat transfer to the electrodes, can be
written as

III. RADIATIVE-PO%'KR-LOSS CALCULATIONS

We assign the subscript 0 to all quantities of the plas-
ma when there are no impurities introduced, and the sub-
script i to those cases with impurities in the plasma.

FIG. 3. Ohmic heating Poh, rate of charge of the internal
energy dU/dt and work done on the magnetic field p dV/dt,
power loss to the electrodes PE and power loss by line radiation
PI, (a) discharge with no impurity, (b) discharge with 2.5 bars
neon in the plenum of the fast wave.
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analysis of scattered light spectra). Vo

=carol,
where ro is

the radius of the plasma column and l its length. The
term on the left-hand side of Eq. (1) represents the rate of
change of the internal energy of the plasma, and the
second and third term on the right-hand side are the
power radiated by bremsstrahlung Pbo and by recombina-
tion radiation P„o. The first term on the right-hand side
is the total input power, which is the sum of Ohmic heat-
ing, the initial kinetic energy of the implosion, and the
work done on (by) the contracting (expanding) pinch by
(on) the magnetic field B at the pinch boundary. The last
term PE is the power loss due to heat transfer to the elec-
trodes of the discharge chamber.

The power P in watts emitted by bremsstrahlung and
recombination radiation as given by Griem I6] is

I I
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FIG. 4. Rate coefficients for cooling by bremsstrahlung pb
and recombination radiation p„ for cases with no impurity (0)
and with neon (i) added.

where the electron density n, o is in m, the electron
temperature kT,o in eV, and the plasma volume Vo in m .
We can calculate the unknown power loss to the elec-
trodes from Eq. (1) after maximum compression once the
initial kinetic energy of the implosion has been thermal-
ized:

ionization energies up to the charge state Z multiplied
with the fraction f of the ions in this charge state,

d pol I2 dro
PE 3 (n.okT oVo)dt ' ' 4m ro(t) dt

z —1

&-=X f XE.
z=0I'l+9 2 Pbo Pro &

pro The quantity in the large square brackets of Eq. (4)
represents again the internal energy U. The total radiat-
ed power P„, iswhere g is the Spitzer resistivity. We assume homogene-

ous Ohmic heating of the plasma since the skin depth is
of the order of the radius of the plasma co1umn. (6)Ptof =PI +Pb+P +Pd

where P& is the power loss due to line radiation, Pb to
bremsstrahlung, P„ to radiative recombination, and Pd to
dielectronic recombination. For the present plasma con-
ditions Pd can be neglected.

We now take the power loss to the electrodes PE to be
the same in both cases with and without impurities and
use an effective Z,z for the calculation of Pb, P„, and the
Ohmic heating. For Pb, for example, we have

B. Plasma with impurities

The power balance equation with some impurity can be
written as

d 3

dt 2

(4)=P —P —Pini tot E
Pb; =1.69X10 n„((Z) n; +n;)(kT„)' V; .

The line radiation thus becomes
where n; is the proton density and E;,„ is the total ion-
ization energy of one ionic species, i.e., the sum of the

and the radiatiue energy loss-coeffi'c-ient due to line radia-
tion in Wm is obtained from

IV. RESULTS AND DISCUSSION

We now employ the experimental parameters to calcu-
late the individual terms of the power balance equations.
Figures 3(a) and 3(b) show, for example, the results of

PI
PI=

et imp

EXPERIMENTAL LOSS RATES DUE TO EMISSION FROM Ne, . . .
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discharges without and with neon impurity for one im-
purity concentration where the impurity gas pressure in
the plenum of the fast valve is quoted for identification of
the discharge condition. Thomson scattering spectra
confirm for discharges without impurity injection that no
considerable amounts of other impurities from the walls
or the electrodes were present. If there had been, they
would be accounted for in the loss term pE.

Figure 3(a) reveals that the internal energy U changes
rapidly after maximum compression at t =0 ns. If the
unknown power loss PE is calculated according to Eq.

(3), it too changes rapidly and assumes unreasonable
values. The conclusion is simple. After maximum
compression the plasma is not in equilibrium with the
magnetic field and has to relax first; it thermalizes and ex-
pands for about 40 ns till quasisteady equilibrium with
the confining field is established. Considerations of the
power balance according to Eq. (4) are therefore mean-
ingful only after that time. Figure 3(b) shows the corre-
sponding loss and heating rates for one discharge with
neon impurity: P& represents the power loss through line
radiation obtained by Eq. (4), after contributions by
bremsstrahlung and recombination radiation have been
subtracted. These contributions have been calculated
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FIG. 5. {a) Cooling rate coefBcient for neon derived from
three discharges with difFerent neon concentrations {3.0, 6.0,
and 10.0 bars filling pressure in the plenum of the fast valve,
which corresponds to impurity concentrations of 2.0%, 2.5%,
and 3.3%, respectively, obtained from Thomson scattering). {b)
pm, for neon.

Electron Teznperature (eV)

FIG. 6. {a) Cooling rate coefficient for argon derived from
three discharges with different argon concentrations (2.5, 5.0,
and 10.0 bars filhng pressure in the plenum of the fast valve,
which corresponds to impurity concentrations of 0.3%, 1.3%,
and 0.6%, respectively). (b) pin, for argon.
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with the experimental plasma parameters, and their mag-
nitude is illustrated in Fig. 4 for the different discharge
conditions. It is evident that line radiation indeed is the
main loss mechanism and that the derived experimental
loss rate may be interpreted accordingly. Figure 5(a) now
shows the loss rate coefficient for line radiation. For
comparison, the low-density loss rate coefficient calculat-
ed by Post et al. [11] is included. At about T, -=7 eV
their value agrees with the experimental values of the two
cases with the lower impurity concentration; the electron
density is 1X10 m . The losses decrease towards
higher temperatures and apparently with increasing irn-

purity concentration. However, this can be a density

kT, (eV)

15
12.5
10
7.5

n, (10 m )

2.6
1.9
1.4
0.7

pI (10 ' Wm)

6.4
6.5
8.0

20

15
12.5
10
7.5
5.0

3.1

2.3
1.8
1.4
0.9

2.7
3.8
6.4
9.5

19

TABLE I. Radiative-energy-loss coefficients for neon ob-
tained from different discharge conditions.
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effect as mentioned in the Introduction, since during the
discharge higher densities are correlated with higher tem-
peratures, and discharges with higher impurity concen-
tration usually also have higher densities.

For a density of 10 m, Gerusov [15] quotes a
reduction of the loss rate coefficient for neon by a factor
between 6 and 9 in comparison with the low-density
value. For oxygen this factor is even larger [14]. In or-
der to elucidate this density effect, we calculated the
product of loss rate coefficient and density (p, n, ), since
Keane and Skinner [14] predict a density variation pro-
portional to lln, for high densities. Figure 5(b) shows
the result. For the temperature range from T, =5 to 15
eV all three cases yield a value of p&n, =—1X10 W to
within a factor of 2, which corresponds to a loss rate
coefficient for neon of

pI -=1X10 Wm at n, —= 10 m, T, =5—15 eV .

TABLE II. Radiative-energy-loss coefficients for argon ob-
tained from different discharge conditions.

-S10

p&, 10.0 bar Xe

kT, (eV)

22.5
20
17.5
15
12.5
10
7.5

n, (10 m ')

1 ~ 8
1.5
1.3
1.1
0.9
0.8
0.6

p& (10 Wm )

7.0
5.7
4.8
4.2
4.4
4.9
6.1

10
10

Electron Temperature (eV)

FIG. 7. (a) Cooling rate coefficient for xenon derived from
three discharges with different xenon concentrations (2.5, 5.0,
and 10.0 bars filling pressure in the plenum of the fast valve,
which corresponds to impurity concentrations of 0.06%, 0.1%%uo,

and 0.4%%uo, respectively). (b) p~n, for xenon.

22.5
20
17.5
15
12.5

10
7.5
5.0

1.1
0.9
0.7
0.6
0.45

2.7
1.9
0.8

13.3
7.4
4.2
2.9
4.5

0.9
1.3
3.1
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TABLE III. Radiative-energy-loss coeflicients for xenon ob-
tained from different discharge conditions.

kT, (eV)

12.5
10
7.5

10
7.5
7.5

n, (10 m )

1.8
1.3
0.8
2.0
1.1
2.3

p, (10 W m')

1.7
1.4
1.9
0.8
0.7
0.6

The error bars on the curves of Figs. 5 —7 are estimated to
be a factor of 2. If the above value is corrected for the
density effect (a factor between 6 and 9), Post's value is
obtained to within a factor of 2, at T, = 15 eV; however,
the true loss rates are much higher than the low-density
value at lower temperatures.

Figures 6(a) and 6(b) show the results for argon; the
low-density values of Summers and McWhirter [10] are
included. All three cases give consistent results for the
product p, n, . It is nearly constant between 5 and 15 eV,
and it increases strongly from 15 to 20 eV. Both results
for neon and argon thus substantiate the predicted densi-

ty dependence ofpl at higher densities.
Again, when corrected. for the density effect, the loss

rates for argon will be higher than the theoretical low-
density values, the discrepancy increasing towards lower
temperatures.

Figures 7(a) and 7(b) show the results for the three
discharges with xenon. The loss rates are consistent for
about 9 eV. They differ, however, by more than a factor
of 10 at lower temperatures. We suggest that this most
likely is due to optical thickness, since the impurity con-
centration increases by a factor of 7 between the
discharge conditions. No theoretical calculations are
available for xenon.

The graphs of Figs. 5(a)—7(a) finally were smoothed
and the experimental energy-loss coe5cients with an es-
timated accuracy of a factor of 2 are summarized in
Tables I—III. They are given for various temperature
and density combinations realized in the experiment.
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