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Dynamic autoresonance and global chaos in a slowly evolving system
of two coupled oscillators
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A Hamiltonian system of two coupled oscillators, a linear and a nonlinear, is investigated analytically
and numerically in the case when the frequency of the linear oscillator is allowed to vary slowly in time.
%'e focus mainly on the dynamic-autoresonance (DAR) e6'ect, i.e., a persisting phase locking between
the two oscillators, accompanied by a large, though slow, energy exchange between them. The two-
oscillator model is motivated by the necessity, in some applications, of taking into account the energy de-

pletion of the driving field. The theory of the internal first-order resonances in two-dimensional Hamil-
tonian systems is generalized to the case of a slow parameter variation. Three constraints for the ex-
istence of DAR are found, and the theory is verified numerically. Also, several routes from order to glo-
bal chaos and from global chaos to order are observed numerically.

PACS number(s): 05.45.+b, 03.20.+ i

I. INTRODUCTION

The model of an oscillator driven by an external force,
periodic in time, is ubiquitous in physics. Its elementary
version is a linear oscillator with constant parameters
acted upon by a sinusoidal driving force. An important
generalization of the elementary model involves non-
linearity of the oscillator. Another generalization is al-
lowing the parameters of the oscillator and/or the exter-
nal field to vary slowly with time. Combining these two,
we arrive at the model of a nonlinear driven oscillator
with slowly varying parameters. This model has
numerous applications (see later) and it is not so simple
anymore.

The frequency of nonlinear oscillations depends on
their amplitude. Therefore the infinite growth of the am-
plitude, obtained for a linear, dissipation-free oscillator
driven by a resonant external force, is not possible for a
nonlinear oscillator with constant parameters [1]. How-
ever, if the frequency of the driving force is allowed to de-
pend slowly on time, it can be "tapered" in such a way
that the resonant growth will continue. If the change in
the driving frequency is slow enough, the oscillator will
continue to perform nonlinear oscillations around the
(time-dependent) resonant value of the action variable.
This eft'ect, which is called "dynamic autoresonance"
(DAR), or dynamic phase locking, was actually noticed
already in the early theory of the synchrotron [2]. Exam-
ples of DAR are well known in accelerator physics [3,4]
and free-electron lasers [5], where the phenomenon is ex-
ploited for particle acceleration and eSciency enhance-
ment, respectively. Recently, DAR has found applica-
tions in the plasma-beat-wave acceleration schemes [6,7]
and microwave excitation of the Rydberg atoms ("the
Rydberg accelerator" ) [8]. In essence, in the process of
DAR a slow drift is superimposed on the relatively fast
periodic changes in the amplitude resulting from the
"nonlinear" oscillations. Therefore, over a time interval
much longer than the period of the nonlinear oscillations,

the oscillator is able to extract a large amount of energy
from the driving source.

In all the above-mentioned works related to various ap-
plications of DAR, the energy of the external driving
force was assumed to be inexhaustable. In some of the
schemes mentioned, there are ranges of parameters, for
which the finiteness of energy stored in the external field
must be taken into account. Examples are provided by
the energy depletion of the two laser pulses, exciting an
intense plasma wave in the plasma-beat-wave scheme [7],
as well as by the energy depletion of the plasma wave it-
self in the process of particle acceleration [6].

A simple model system possessing the property of ener-

gy depletion is provided by two weakly coupled oscilla-
tors:

X)+X] =E'X2

X2 + co ( t )X2
=EX i

(la)

(lb)

where e is a small coupling parameter and co(t) is a slow
time-dependent frequency.

In the equation of motion (la) for the nonlinear oscilla-
tor, the "driving force" results from the weak coupling to
another (in our model, linear) oscillator rather than from
an inexhaustable external field. We shall see that the
model (1), though quite specific, possesses a number of
general properties.

Equations (la) and (lb) can be obtained from the fol-
lowing Hamiltonian:

x21+x22x41 ~2(t)x22

2 4 2

The present paper is devoted to the study of the model
(1) and (2). We first consider, in Sec. II, the "static" ver-
sion of the model (co independent of t) We start with .the
single-resonance perturbation theory with respect to e to
study the structure of the phase space of the static model,
and then verify the theory by numerical calculations.
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Also, we use the Chirikov criterion of overlapping reso-
nances [9] to interpret the transition to global chaos,
which is seen numerically in the static model. In Sec. III
we generalize the perturbation theory to describe slowly
evolving two-dimensional Hamiltonian systems in the
case of a weak coupling. We find an adiabatic invariant
for the motion near resonances, which makes this system
integrable for the majority of initial conditions and en-
ables us to describe the DAR effect. Also, we employ the
modified (time-dependent) Chirikov criterion [8,10] to
predict the time moment of the transition to global chaos
in the system with varying parameters. The results of
Secs. II and III are applied to the system (1) and (2) (the
"dynamic" model) in Sec. IV. We formulate and verify
numerically three criteria for the existence of DAR. In
Sec. V, we brieAy describe the development of explicitly
time depen-dent global chaos in the model (1) and (2). Sec-
tion VI contains a brief summary and conclusions.

II. STATIC MODEL

2E 0&
=F(i), I/&2), i)=cos '[x, /(4E, )], (8)

where F(to, m ) is the incomplete elliptic integral of the
first kind [11] with modulus m. From now on we shall
write K instead of K( I /&2). Inverting for x &, we obtain

x, =(4E, )' cn
2E 01

turbed oscillator, K (m) is the complete elliptic integral of
the first kind [11].

Inverting for E„we have

E, =WJ4", W =W '"=-O.S67.1

The cyclic frequency of the unperturbed first oscillator is

BHp
co = =BJ' B=4A—= 1 156.1 gJ 1

1

For the phase coordinate conjugate to J, we have [9]

We are starting with the system (1) with no explicit
time dependence: co(t)=coo=const. We shall call this
model static and rewrite its Hamiltonian (2) as a sum of
the unperturbed Hp and perturbed H, parts:

where cnm is one of the Jacobi elliptic functions. Using
the Fourier expansion [11]for cnw, we can rewrite Eq. (9)
in the following form:

where
~ 2 ~ 2 4 2 2X1+X2 X1 67PX2

2 4 2
+ +, H1 = Xix2

(3)

(4)

x, =&2DJ', g az„,cos[(2n —1)9,],
n =1

where

a2„,=cosh '[vr(n —1/2) ],
D =(&2'/K)(3'/4&2IC)'r =2 312 . — .

(10)

For the static model, the total energy is conserved,
H =const, while the corresponding equations of motion
have the form of Eqs. (1) with co =coo=const.

A. The unperturbed system

We first transform the unperturbed system to the
action-angle variables J, , J2, 0, , and 02. For the first
nonlinear oscillator we obtain [9]

J, = JE, , A = K(1/&2) .
4&v

(5)3'
J1 and E1 are the action and energy of the first unper-

Since a2, , /a2„+, ———23)) 1, the motion of the first oscil-
lator is almost harmonic, but essentially nonlinear.

For the second linear oscillator we have
x2=(2J2/coo)' cos92, where Jz=Ez/coo J2 and E2 are
the action and energy of the unperturbed second oscilla-
tor, respectively.

B. Perturbed system

Let us write the Hamiltonian (3) of the perturbed sys-
tern in the action-angle variables:

H(J, 9)= AJ& +coo J2 —e
&&2 Jz Ji g a2„ i Icos[92+(2n —1)9i]+cos[92—(2n —1)9i]],

COp n=1

4
COp

3
COpJM—

B (2n —1) B (2n —1)
(13)

respectively. It is seen that for energies larger than

where J=(J&,J~), 9=(9&,9i). If the term proportional to
e is treated perturbatively, we find resonances whenever
(2n —1 )toi(J&

) = co& =aio. The corresponding resonant
values of J1 and E1 are

E;„=Atop/B all the resonances can be excited, and
that the smaller the n, the higher the energy (and the ac-
tion) of the corresponding resonance. We assume that
E )E;„throughout the paper.

For sufficiently small e and for the majority of initial
conditions, we can treat the problem perturbatively [12]
and study the motion in the vicinity of (isolated) reso-
nances. The resonant part of the Hamiltonian of the stat-
ic model can be written as
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= 3 [(2n —1)JI ]
~ +coo(J2 —Ji )

—e,&2 (Jz —J, )' [(2n —l)Ji ]' cosOI,
COp

Now we apply the Chirikov criterion [9] of overlapping
of the first-order resonances to estimate the critical value
of e for the transition to global chaos:

~Ji. —Ji.+i ~ =1 (21)
—,
' [b,JI„+b,JI„+I]

where new variables have been introduced:

1Ji= Ji, Jq=J2+ Ji,
2n —1

'
2n —1

(14)

(15)

where J",„and J",„+,denote the resonant values of J, for
two neighboring resonances, while 6Ji„and 6J,„+1
denote the islands' widths, given by Eq. (20). Using Eqs.
(13) and (20), we rewrite criterion (21) in the following
form:

OI =(2n —1)0,—82, 82=02 . (16)

Since the phase 02 has become cyclic, J2 =const= C„.
This well-known integral of motion [12] makes the sys-
tem integrable for small e [13].

Now we calculate C„—J1, entering the interaction
term in (14), in the zeroth order in e (which is sufficient
for obtaining the "nonlinear frequency" and the width of
the resonant oscillations, see below, in the first order in
e' ). Omitting the subscript 1 in J, and H„we have

~4( 24n 2+ 2 )223 n

e,h
=—0.067

(4n —1)

X [23' (2n +1) L„' (E,coo)

(22)

Figure 2 shows e,„predicted by Eq. (22), as a function

COpC00

L„(E,coo)

C00

Ep Ep Ep
C —Jn 1

4
COp

C00

A

B (2YE —1)

(17)

15

10

where we have written E =E, which means that we do
not put any energy in the coupling term at t =0. The in-
equality E )E;„implies that L„(E,coo) )0.

The location of the fixed points of the Hamiltonian (14)
is given, in the zero order in e, by Eq. (13) for J, . On the
surface of section (x„p, ), defined by conditions x&=0
and@2 &0, we have

—10

-15

0 1

X,

I I

3 4

2irk +vr/2 2n k rr/2—
(2n —1) ' ' (2n —1)

(18)
(a)

for the stable and unstable fixed points, respectively.
Two important characteristics of the motion inside the

islands are the nonlinear period

R.O

1.0

23(n —1)/2

T=—9.8 ~
—1/2

(2n —1) L„' (E,coo)
(19) 0.0

estimated for the trajectories close to the stable fixed
point, and the resonance width (the maximum excursion
of the particles in the resonance):

b J, ,„bJ,„(2n—1) ~ L„'~ (E,coo)
-=7.69

JW JI p3( n —1)/2 2
1 67p

(20)

-1.0

-3.0
-PO -1.0 -04 0.0

X,

(b)

0.5 1.0 1.5

Figure 1 shows an example of the surface of section
(x„p, ) for E= 169, a=0.03, and co(t) =coo=4, obtained
numerically. The location of the fixed points coincides
with the theoretical prediction. Also, our estimates of
hJ „/J and the nonlinear period agree well with the
corresponding values obtained numerically for small e.

FIG. 1. The (x&,p&) surface of section for E =169, coo=4,
and @=0.03. (a) All the resonances up to n =4 are shown, the
n =1 resonance being the outer one. (b) Enlargement of the
central region. The resonances corresponding to higher values
of n are clearly seen.
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FIG. 2. e,h for different resonances (values of n), as predicted
by the Chirikov criterion for the transition to global chaos for
our system [Eq. (22)]. E= 169 and coo=4.
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III. SLOWLY EVOLVING HAMILTONIANS

Let us consider a slowly evolving, weakly perturbed
Hamiltonian

H =Ho(x, p, t )+FH, (x, p, t ), (23)

where Ho describes a system which was integrable when
there was no explicit time dependence in it, and H&
denotes a small "nonintegrable" perturbation.

For a general time dependence in Ho, there is no
canonical transformation, which would enable us to write
the first term in the form Ho(J, t ). However, if this time

of the number of resonance n. We see that the most un-
stable resonance is n =2, while for n ) 3 e,h grows with n

very fast. We shall concentrate in this work on the re-
gions of the surface of section where the resonances
n = 1, 2, and 3 are important.

Figures 3 —5 show the same surface of section for in-
creasing values of e. Up to a=0. 8, global chaos exists
only in the region of n =2, as predicted by Eq. (20). For
n =2, the value of e for which the last Kolmogorov-
Arnold-Moser curve is destroyed is found to be c.=0.65,
which is quite a good agreement with Eq. (22).

FIG. 4. The system en route to chaos. The central region of
the (x&,p&) surface of section for E=169, up=4, and @=0.6.
Secondary islands and stochastic layers are clearly seen.

H=HO(J, t)+eH, (J,e, t), (24)

where H, is still a periodic function of 0, and 02. The
unperturbed frequencies are now slowly time dependent.
Therefore, treating eH, as a perturbation, we arrive at
the same first-order resonances as before, but the reso-
nance conditions co2( Jz ) Icot(J, ) =r Is now become slowly
time dependent. In other words, the phase locking be-
tween the two oscillators can be preserved despite the
changes in the oscillator parameters, which can lead to
the corresponding (and possibly large) changes in the fre-
quencies coj and ~2.

Similarly to the time-independent case, we canonically
transform the Hamiltonian to the new variables J, O in or-
der to describe the motion in the vicinity of an isolated
resonance. Since the corresponding generating function

F=(rOI —s02)J, +O~J2 (2&)

dependence is sufBciently slow, J, and J2 become adia-
batic invariants [1], the part Ho integrable and Eq. (23)
can be rewritten as

1

/

0 /
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FIG-. 3. The central region of the (xl,pl ) surface of section
for E= 169, cop=4, and @=0.36. The stochastic layer in the vi-

cinity of the n =2 separatrix is seen.

FIG. 5. Global chaos in the system. The (x&,p& } surface of
section for E =169 ct7p=4, and @=0.8. The chaotic region is
generated from a single trajectory.
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H"(t) =Ho (J, t )+eH", (J,O„t ),
where

(26)

has no explicit time dependence, the results obtained for
the time-independent case remain valid, but with the ex-
plicit slow time dependence inserted into them. Averag-
ing over Oz, we obtain in first order in e

The resonance widths now become slowly time depen-
dent. In the case that they increase in time, the reso-
nances can eventually overlap, which gives us an estimate
for the time moment of transition to global chaos in the
system [8,10]. This time dep-endent Chirikov criterion
takes the form of Eq. (21), but with the explicit time
dependence added:

Ho(t)=H o( J, t) (27)
J",„(t)—J",„+,(t) I

,'[b J,„(—t)+bJ,„+,(t)]
(34)

Here J2 is again an integral of motion, which general-
izes the similar integral for time-independent systems.
However, in addition to the smallness of e, it requires
now the slowness of the explicit time dependence of the
Hamiltonian. Therefore the motion becomes effectively a
motion of a system with a single degree of freedom, slow-

ly dependent on time. The slowness of the time depen-
dence leads for the majority of initial conditions, to the
existence of an adiabatic invariant of the system, i.e., to
integrability. The exact criterion for the slowness of the
explicit time dependence is not easy to obtain. However,
it is clear that the characteristic time scale of the explicit
time dependence must be very large compared to the
(slowly time-dependent) characteristic nonlinear time
scale of the system (that is the nonlinear period of the os-
cillations around the resonance; see below).

Limiting ourselves to the Fourier components p —0, 1,
and —1 (that is, assuming that the higher components
fall su%ciently rapidly with p, as is normally the case
[12]),we arrive at the following expression:

H "(t)=Ho( J, t )+eHO (Jo, t)+2 He„, (J, t)cosO, , (29)

where we have assumed, without any loss of generality,
that the Fourier coefÃicients are real. Now we can use the
"pendulum approximation" [9,12] for the motion in the
vicinity of the resonances with the slowly time-dependent
values plugged into the equations. The nonlinear fre-
quency of the oscillations becomes

9(t) —=Q, (t) = [F(t)G(t)]'"
2K Ir

(30)

H", (t)=(H, (J,e, t))- = yH „,(J, t)exp[ —ip& ] .
p=0

(28)

IV. "DYNAMIC" MODEL: DAR, CONSTRAINTS,
AND ORDER-CHAOS TRANSITIONS

(2n —1)co, =~~ =a)(t), co(t) (2n —1)
Q)I

(35)

while the corresponding time-dependent value of the ac-
tion [see Eq. (13)] is

J", (t) =J, (~",(t) ) = co(t)
B'(2n —1)' (36)

We assume the characteristic time of the change in
co(t) being much larger then the typical nonlinear period
of the resonant oscillations (we call this criterion the first
constraint on DAR) and look at trajectories in the vicini-
ty of the first-order resonances. Then we can apply Eqs.
(26)—(28):

H "(t)= (H(J, o, t ) ),
= A [(2n —1)J,(t)]'"+~(t)[J,(t) —J, (t)]

—e [J,(t) —J,(t)]'"
&n(t)

X[(2n —1)J,(t)]'~ cos9, , (37)

where co(t) has been considered as constant when averag-
ing over 02.

For the integral of motion J2 we obtain

Now we apply the results of the preceding section to
our specific model of two coupled oscillators, described
by the Hamiltonian (2). The first-order resonance condi-
tion becomes

while the maximum excursion in the value of the action is
1/2

1J =J (t)+ J (t)=const=C
(2n —1)

(38)

where

F(t)
1tnax G(

(31) We calculate C„ to zero order in e, using the resonant
values of J, and J2 [which is equivalent to averaging over
the nonlinear period; see Eq. (28)]. Therefore we can
write

0 HOG(J",t)=
BJ(

F(J",t)= 2eH„, (J",t) . —

The superscript ~ denotes the value of J at resonance.

(32)

(33)

J2(t)+ J&(t)=C„1

2n —1

where

J;(t)=(J;(t));,
1

while for C„we have

(39)

(40)
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E (0) 0. 162

co (0) (2n —1)
(41)

where

24n

(2n —1)

—1 '4
. 23 "(2n —1)

where E(0) is the energy of the system at t =0.
Now, if we start a trajectory "trapped" in the island,

and change slowly the frequency co(t), the system will
remain in the resonance and Eq. (34) will hold for J, .
Under these conditions, the first integral (39) describes
the slow drift of the action variables J, and Jz, which can
lead to significant changes in the values of the actions.
Then, using Eq. (5), we see that by slowly increasing co(t)
we can continuously increase E& via the process of DAR.
Note that no special dependence of co on t is needed to
achieve the DAR regime. Figure 6 gives a numerical ex-
ample of DAR in this model. Shown is J&, on the surface
of section, as a function of time. We chose for co(t) the
simplest dependence co(t) =coo(1+at) with a small posi-
tive o.. In this example, an increase of more than three
orders of magnitude in the value of J& is achieved.

Equations (39) and (41) make it possible to draw the
plot of the drift motion of the system, i.e., motion on the
(J&,Jz) plane. Neither J& nor J2 can be negative, there-
fore, the integral (39) must break down when either of the
actions approaches zero and the corresponding oscillator
is depleted of its energy. The energy depletion presents
the second constraint on the existence of DAR. The
third constraint is related to the region in the (J„J2)
plane where global chaos develops. In order to roughly
evaluate the form of the boundary of this region, we can
use Eq. (34) and express J2, for a fixed value of e, as a
function of J, . Putting J2„(t)=J2„+,(t) (which is quite a
good approximation for n ) 1), we obtain

7/3J,„(t)=t J,„(t)]'", , (42)
J2 I

I
I

I
I

I
I

I
I

I
I

/
/. .

/
/

/
r

rr

J2 I
I

I
I

I
I

I
I

I
I

I
/

is a positive, n-dependent parameter.
Equation (42) defines a curve in the (J„J2) plane for

which the time-independent Chirikov criterion predicts
transition to global chaos in our model. Combining Eqs.
(39) and (42), we estimate the position of the intersection
point of the curve, describing the motion in the (J, ,J2)
plane in the regime of DAR, with the boundary of the
globally chaotic region. Note that, for a fixed n, the in-
tersection point moves with an increase of e towards
higher values of J&.

One can think about diff'erent possible scenarios of the
motion in the (J„Jz)plane, when DAR is sustained for a
sufficiently long time and leads to a considerable change
in the actions J, and J2. Three such scenarios are plotted
in Fig. 7. Figure 7(a) shows a trajectory, trapped in the
vicinity of a resonance in the "regular" region of the
(J&,J2) plane. If co(t) is a monotonusly increasing func-
tion of time, and the frequency variation is slow enough,
the trajectory remains in resonance (DAR regime) until
all the energy of the second oscillator is exhausted. Fig-
ure 7(b) shows another trajectory that begins in DAR.
This time, however, co(t) is a monotonously decreasing
function of time. In this case the resonance condition
breaks down when the trajectory enters the chaotic re-
gime, and it is the first oscillator which loses its energy,
but not all of it. Finally, Fig. 7(c) shows a trajectory that
begins in the chaotic regime and, because of the increase
of co(t), passes from the chaotic regime into a DAR tra-
jectory. From there on, the trajectory follows the route

Fn=
78.8 4.8+ 1+

(2n —1)

—1/2 '4 (43)

{a) {b)

I
I

I
I

I
I

I
I

I
I

/
/

{c)

0
0 5000 10000 15000 2MOO 250M 30000 35000 40000 45000 50000 55000 60000

t,ime

FICx. 6. DAR in the system. Shown is J& on the surface of
section vs time for a = 10

FIG. 7. Schematics of different scenarios for the motion in
the (J&,J2) plane. The dotted line represents the integral of
motion, Eq. (39), for fixed n. The dashed line represents the
solution of Eq. (42) (transition to global chaos) for fixed e and n.
The bold lines represent the actual motion in the corresponding
scenarios. (a) Energy depletion of the second oscillator. (b) A
trajectory changing from DAR to chaos. (c) A trajectory which
exists from chaos to DAR.
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similar to that shown in Fig. 7(a).
Let us return to the first (adiabaticity) constraint and

define the time scale of the nonlinear oscillations as
1/v(t) and the time scale of the change in to(t) as
co(t) l~(t). Then, we can loosely write the first constraint
as

nl cg (t)
Tchsnge (2n 1) &

where

2+( )23(n —i)/2
6„=2

n(2n —1) ~

/oi(t)f ((1, (44)

(45)
0 I I

0 10 20 30 40 50 80 '% 80 90 100 110 120 )30

J,

It is seen from (44) that, for a prescribed co(t), the adiaba-
ticity constraint requires suSciently large e.

An example where the first constraint breaks before
the second oscillator is depleted of its energy, is shown in
Fig. 8. The same dependence as before, to(t) =coo(1+at),
was chosen, but with a larger a. We see that the system
is locked in DAR until the resonance terminates and J&
remains constant from there on. Before this point is
reached, the monotonous increase in the value of J&
occurs. Besides, small oscillations in the value of J, [the
"nonlinear" oscillations averaged over by Eq. (40)] are
clearly seen. Finally, when the system leaves DAR, the
only oscillations remaining in the value of J i (after a rela-
tively short transition period) are the very small, non-
resonant oscillations, also seen in Fig. 8. We found that
the time-dependent values of the period of the nonlinear
oscillations agree well with the prediction of the theory.
Also, we checked that, for too large an a, the system al-
ways detunes from resonance and enters a nonresonant
trajectory, on which it remains forever. For the
prescribed linear frequency dependence and given initial
conditions, there is a maximum value of a for which
DAR regime still exists. We found this maximum to de-
pend strongly on the initial conditions, the typical values
varying between 10 and 10 (for the chosen parame-
ters E =169 and coo=4).

We compared the behavior of systems differing from
each other in the value of the parameter e alone For thi.s

0 SM 400 800 800 1000 1800 1400 1800 1800 8000
time

FIG. 8. Demonstration of DAR followed by detuning.
Shown is J&, on the surface of section, as a function of time.
+=10

FIG. 9. Energy depletion of the second oscillator. Shown is a
trajectory on the (J&,J2 ) plane for a = 10

purpose we had to choose trajectories corresponding to
similar initial conditions. For a given value of a, the time
at which each of the trajectories exists from DAR was
found. For these times, we calculated the right-hand side
of Eq. (44) multiplied by e' for each of the trajectories.
The values obtained were found to agree within 50%,
which is fairly good taking into account the strong
dependence on the initial conditions.

We checked numerically the integral of motion (39)
and whether the second constraint on DAR, namely, the
depletion of energy of the second oscillator, can be seen.
Figure 9 shows a trajectory on the (J„J2) plane close to
the resonance n =2, computed numerically for ca=10
An increase of two orders of magnitude in the value of J,
is observed, and the linear dependence between the two
actions, predicted by Eq. (39), is clearly seen. The values
of C„obtained numerically agree to within 2%%uo with the
values given by Eq. (41). Calculations for difFerent n

showed that the values of the slopes of the straight lines
obtained numerically coincide with the theoretical pre-
diction, —1(2n —1), with an accuracy of 6%. Also, the
second constraint predicts that as J2 approaches zero,
DAR must terminate. We found numerically (for orbits
not far from the stable fixed point) that the time moments
at which DAR terminates are not smaller than 0.8to and
never exceed to, where to is the time moment for which

J2 goes to zero according to the theory.
We verified that the second scenario [transition of

DAR trajectories to the chaotic regime; Fig. 7(b)] is real-
ized in the system. For this scenario to occur, a must be
negative. Figure 10 shows a three-dimensional plot in the
(Ji,Jz, t) space for a= —10 . Shown is a trajectory that
starts in the DAR regime and later exhibits chaotic
wandering in the values of the actions. The numerical
values of J& at which the trajectories become chaotic
were found to be smaller by a factor of up to 2 than those
predicted by the (time-dependent) Chirikov criterion (34).
It means that the DAR trajectories go farther than the
point at which the Chirikov criterion predicts their enter-
ing chaos. This deviation is understandable since the
"deeply trapped" trajectories are not destroyed when the
resonances have just overlapped.

The time-dependent Chirikov criterion for the model,



974 G. COHEN AND B. MEERSON 47

40—

30—

FIG. 10. Transition from DAR into chaotic motion. A
three-dimensional plot (JI,J2, t ) for a = —10

FIG. 11. Transition from DAR into chaos via a bifurcation.
A three-dimensional plot (J&,J„t ) for a = 5 X 10

Eq. (34), can be written as

(24n +2) 23 7/2
~ch =

(4n —1)

X [23'/ (2n +1) (J
+ (2 1 )3/2( J )1/4] —2 (46)

It is seen from Eq. (46) that we can expect the system to
become "more regular" with an increase of co(t). Physi-
cally it is clear because, for higher values of co(t), the
second oscillator becomes relatively more energetic and
less sensitive to the coupling. For DAR trajectories, this
effect is enhanced by an additional dependence of t h on
co(t) through J2. for an increasing (decreasing) co(t), J2
grows (decreases) accordingly.

We observed a single mechanism by which "trapped"
trajectories entered time-dependent chaos: the bifurca-
tion route, first studied for a one-dimensional kicked ro-
tor with slowly varying kicks [10]. Shown in Fig. 11 is a
DAR trajectory, bifurcating to a chain of secondary is-
lands and later to chaos. It is seen that DAR continues
inside a secondary island, until the trajectory becomes
chaotic.

As for the opposite process, i.e., exit from the time-
dependent chaos, we observed three variations of the bi-
furcation route: (i) the transition from chaos into DAR
on a primary island trajectory. This scenario is shown in
Fig. 7(c); (ii) the transition from chaos into DAR on a
secondary island trajectory, which later on bifurcates to
DAR on a primary island trajectory. This is the "mir-
ror" case of the order-chaos transition route presented in
Fig. 11; (iii) the exit from chaos into DAR on a secondary
island which later terminates on a regular, nonresonant
trajectory.

parameters vary slowly in time. Our motivation was to
study the dynamic autoresonance effect under conditions
of a finite amount of energy in the driver.

We started with a specific model of two weakly in-
teracting oscillators, one linear and the other nonlinear,
with no explicit time dependence ("static" model). We
studied the internal resonances in the system and transi-
tion to global chaos occurring for suKciently large ener-
gies. Theoretical predictions made on the basis of the
isolated-resonance approximation and Chirikov criterion
of overlapping of the resonances were shown to agree
well with the results of numerical simulations.

We generalized the well-known theory of internal reso-
nances in two-dimensional Hamiltonian systems to the
case of slowly varying parameters. In this case, the ap-
proximate integral of motion (38) was shown to hold,
despite possible large changes of J& and Jz. We applied
the theory to the "dynamic" version of the two weakly
coupled oscillators' model and found the regime of DAR.

We suggested and verified numerically three con-
straints on the existence of DAR. The first of them is the
same as in driven one-dimensional systems, and requires
that the explicit time dependence of the parameters be
slow compared to the nonlinear time scale of the corre-
sponding static remodel. The second constraint is similar
to that found in Refs. [8] and [10] for driven one-
dimensional systems and is related to the transition to
global chaos of the trajectories initially locked in DAR.
The third constraint has no analogs in driven one-
dimensional systems and involves the depletion of energy
of one of the oscillators. Also, the bifurcation route for
the time-dependent transition of the system from order to
chaos was observed, as well as three qualitatively
difFerent routes for the inverse process.
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