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Quantum coherence and its destruction (dephasing) by coupling to a dissipative environment plays an
important role in time-resolved nonlinear optical response as well as nonadiabatic transitions and tunnel-

ing processes in condensed phases. Generating functions of density-matrix elements and multitime coor-
dinate and momentum correlation functions related to these phenomena are calculated using a path-
integral approach by performing functional integration. The dissipative environment is assumed to be an
ensemble of harmonic oscillators and is taken into account by using Feynman-Vernon influence func-
tional. Closed-form expressions for generating functions in terms of the bath spectral density are de-
rived. The present theory generalizes earlier calculations of these quantities to arbitrary temperatures,
any dependence of the transition coupling on coordinates (non-Condon eft'ects), and arbitrary order in
the interstate coupling. Conditions for factorizing the Liouville-space generating functions that allow a
reduced description based on the classical Langevin equation are established. Possible applications to
four-wave-mixing spectroscopy and nonadiabatic rate processes are discussed.

PACS number(s): 05.40.+j, 42.50.Lc, 82.20.0b, 82.20.Kh

I. INTRODUCTION

Dephasing processes are crucial in the dynamics of op-
tical processes and curve crossing (nonadiabatic transi-
tions) in condensed phases. Dephasing takes place when-
ever a quantum system is prepared in an off-resonant ele-
ment of the density matrix which carries a phase (coher-
ence). That phase can be affected by coupling to other
degrees of freedom, which may result in the loss of coher-
ence (dephasing) [1—4].

In this article we consider a model Hamiltonian com-
monly used in the description of nonlinear-optical
response [5—7], nonadiabatic transitions [8—15] tunneling
[16,17], Josephson junction [18], etc. We derive closed-
form expressions for Liouville-space generating functions
which represent the density matrix of the reduced system,
and are essential in the theoretical description of these
phenomenon. The primary quantum system in taken to
be a two-level system with a ground state ~g ) and an ex-
cited state ~e ), and its Hamiltonian is given by

Hs =Ho+ E(t)Ht,

which is given by

HI = g ) V(p, q) (e ~+ I e ) V*(p, q) (g (1.4)

where V(p, q) is any function of the coordinate and the
momentum. In nonadiabatic curve crossing problems,
E(t)=1 and V(p, q) represents the nonadiabatic interac-
tion between the two states ~e ) and ~g ). In optical prob-
lems E(t) and V(p, q) =p(q) represent the radiation field
and the dipole interaction between the two states, respec-
tively. The potentials of the excited and ground states
are assumed to be harmonic (see Fig. 1):

U (q) =
—,'Mcooq

U, (q) =
—,'Mcoo(q +D) +Aco,

(1.5)

This system is a direct product of a two-level system and
a single harmonic coordinate. The choice of harmonic
potentials in this paper allows the incorporation of a gen-
eral model of the dissipative medium with an arbitrary
spectral density and temperature. By restricting the
model for dissipation it is possible to treat general anhar-

where

H =~g&H (g~+~e&H, (e~, (1.2)

with

2

Hs = + Us(q),

2

H, = +U, (q),
(1.3)

and p, q, and M represent the momentum, the coordinate,
and the mass, respectively. The interaction consists of
the time-dependent function E(t) and the operator Ht,

0cong
I

—D 0
FIG. 1. Potential surfaces of the linearly displaced

harmonic-oscillator system. The lower state is denoted by ~g ),
the upper by ~e ). The equilibrium coordinate displacement and
the energy difterence between two potential are expressed by D
and Ace,~, respectively.
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monic potentials. This will be discussed in Sec. V1. Since
the potentials of the system are harmonic, we may easily
study its dynamics by expanding the wave function per-
turbatively in the interaction. However, if the system is
further coupled to a dissipative environment, such as
phonons, the solvent, polarization fluctuations, etc. , its
dynamics should be described using the density matrix in
Liouville space rather than the wave function. The densi-
ty matrix allows a proper description of quantum coher-
ence and dephasing processes which play an important
role in the presence of dissipation.

Yan and Mukamel have developed a semiclassical
Liouville-space generating function procedure for the
propagation of the density matrix with dissipation
[19,20]. Applications were made to four wave mixing
spectroscopies. Semiclassical approximations were ob-
tained by expressing the density matrix using the Wigner
representation. In a pump-probe measurement, for ex-
ample, the approach allows the introduction of a door-
way state and a window state which are wave packets in
Liouville space and provide a physical picture for the
process. Another application to electron transfer in a po-
lar medium resulted in an expression for the rate that in-
terpolates between the adiabatic and nonadiabatic limits
[12]. Quantum tunneling via superexchange was also
treated using the same approach [21]. The potentials U
and U, used in the work of Yan and Mukamel are in gen-
eral anharmonic and the dissipation was incorporated us-
ing a Langevin equation, generalized to include quantum
coherence (off-diagonal elements of the density matrix).
Although the system was treated quantum mechanically,
the inclusion of a classical Langevin force necessarily lim-
its the applicability of this procedure to high tempera-
tures. This could be seen by calculating the linear ab-
sorption line shape and comparing it with the exact ex-
pression obtained using the fluctuation-dissipation
theorem [see Eqs. (C7)—(C9)]. Both expressions agree at
high temperatures and differ at lower temperatures. The
difference at low temperatures may be attributed to the
classical Langevin approach. If we use the quantum
Langevin force [22], the low-temperature behavior of the
line-shape function may be improved; however, this is not
enough. The system and the environment interact and
the environment carries the memory of the interaction.
This effect often denoted the memory effect" or the
"correlated effect" of the environment [3] is particularly
important at low temperatures where thermal fluctua-
tions get smaller and the reaction of the heat bath to the
system becomes important. To take this effect into ac-
count, we must explicitly consider the environment de-
grees of freedom instead of introducing them via the ran-
dom force. There are several ways to treat the environ-
ment. For a harmonic system, the path-integral method
is a powerful approach. The environment is assumed to
be an ensemble of harmonic oscillators which may be el-
iminated using the Feynman-Vernon influence functional
[23]. Numerous studies have been carried out using the
real-time path-integral formalism and the influence func-
tional [2,24 —26]. A comprehensive study of a harmonic
system was performed by Grabert, Schramm, and Ingold
[3]. They evaluated the functional integral of the system

using the minimal path of the action including the corre-
lated effect of the environment. The density matrix, as
well as coordinate and momentum correlation functions
were obtained, and the time evolution of a factorized ini-
tial state was studied as an example of the relaxation of
nonequilibrium initial states.

In this paper we use real-time path integrals to develop
a fully microscopic closed-form expression for dynamical
variables related to the evolution of the density matrix for
the system described by Eqs. (1.1)—(1.5) coupled to a
dissipative medium. We extend the results of Grabert
et a/. which were restricted to a single-harmonic-
oscillator potential, to the present problem by introduc-
ing a phase force, which is associated with the quantum
coherence between the excited state and the ground state.
We derive Liouville-space generating functions (LGF's)
which allow us to evaluate the density matrix as well as
coordinate and momentum correlation functions to arbi-
trary order in the interaction. The limitations of the clas-
sical Langevin approach are precisely specified. In addi-
tion to the microscopic treatment of dissipation which
applies to all temperatures, our results generalize the ear-
lier work of Yan and Mukamel in other important as-
pects. Our generating function applies to an arbitrary
dependence of the nonadiabatic coupling on coordinates
and momenta, i.e., non-Condon effects in optical line
shapes and a coordinate-dependent nonadiabatic cou-
pling. In addition, we provide closed-form expressions
for multitime correlation functions of arbitrary order.
The work of Yan and Mukamel involved the Condon ap-
proximation and considered second- and fourth-order
correlation functions. On the other hand, that work is
more general in other respects, since it provided a semi-
classical description for arbitrary anharmonic potentials,
and in the absence of damping resulted in an exact ex-
pression for the LGF for general harmonic potentials
where the U and U, potentials have a displaced equilib-
rium position as well as a different frequency.

The organization of this paper is as foHows: In Sec. II,
we develop the concept of the phase force after introduc-
ing the influence functional for the effect of the environ-
ment, and evaluate the density matrix of the system. In
Sec. III we calculate the LGF which can be used to study
the time evolution of the system with an arbitrary coordi-
nate and momentum dependence of the nonadiabatic cou-
pling, and evaluate multitime coordinate-momentum
correlation functions. In Sec. IV we calculate generating
functions of the density matrix to even order in the in-
teraction Hl. These quantities are also relevant for spec-
troscopies with non-Condon dipole interactions. In Sec.
V we connect our results to these problems. In Sec. VI
we discuss the conditions for factorizing the LGF and the
density matrix, and establish the relation between our re-
sults and the semiclassical Langevin equation. Section
VII is devoted to discussion and concluding remarks.

II. LIOUVILLK-SPACE PATHS
FOR A COORDINATE-INDEPENDENT

NONADIABATIC COUPLING

Let us assume that the system [Eqs. (1.1)—(1.5)] is
coupled to an environment consisting of a set of harmon-
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H=H, +H',
where

2 I C02
H'=g + cn 9'

Xn
mn COn

2

(2.1)

(2.2)

We have followed the common notation of Grabert,
Schramm, and Ingold [3]. The total system is assumed to
be initially at equilibrium in the ground electronic state:

ic oscillators with coordinates x„and momenta p„. The
interaction between the system and the nth oscillator is
assumed to be linear with a coupling strength c„. The to-
tal Hamiltonian is then given by

lg & &g I exp[ —P(H, +H')]
Tr I exp[ P(—H +H' ) ] ]

(2.3)

p(t) =Tr —[p ~ (t)] (2.4)

Here, Tr~[ ] represents the trace over the environment
(the bath) degrees of freedom and p„,(t) is the total (sys-
tem plus bath) density matrix. By expanding the reduced
density matrix of the system p(t), in orders of the interac-
tion HI, we have

where p= I/k sT is the inverse temperature. Since we
are not interested in the dynamics of the environment, we
trace over its coordinates. We thus introduce the re-
duced density matrix

7 72
p(t)= g f dr„ f dr„, f dr, E(r„)E(r„,). E(r, )p'"'(t, r„,r„„.. . , r, ),

=o o o 0

where
'n

l l x x
p "'(t,r„,r„„.. . , r, ) = —— Trs exp — (t —r„)—(Ho+H')" HI" exp ——(r„—r„,)(HO+H')

(2.5)

XHI . . .Ht" exp ——(r2 —r~)(HO+H') HI pg . (2 6)

In the above we used the superoperator notation X
defined by

B=AB—BA,
A B C—:A (BC—CB)—(BC CB)A—(2.7)

and so forth, where A, B, and C are ordinary operators.
Since each HI can act either from the left or from the
right, and since p'"' contains nHt factors, Eq. (2.6) nat-
urally separates into X=2" terms denoted Liouville-space
paths [1]. In practice we need to evaluate only half of
these terms, since they always come in Hermitian conju-
gate pairs, and p'"' are Hermitian. We thus have

denoted. the Liouville space -generating functions In Se.c.
III we shall generalize this definition to allow for several
interruptions of the paths by other perturbations [see Eq.
(3.1)]. Note that the LGF, p'"'(t), depends on all time
variables ~„and not just on t. The ~„dependence is in-
corporated in the n subscript, since each path a
represents a specific choice of the time arguments. For
n =2, for example, there are two possible Liouville-space
paths plus their Hermitian conjugates. These can be
represented using double-sided Feynman diagrams, as
shown in Fig. 2., and are defined as

p') '(t)= Trs[GI '(t, r)2V(p, q)GI '(rq, r))
N/2

PI"'(t, r„,r„,, . . . , r, )= g p'"'(t)+H. c. ,
a=1

(2.8)
X V*(p, q)GI, '(r„0)p ]

=Trs[G«(t, r2) V(p, q)G,g(r2, r, )

(2.9)

where a labels the paths. The function p'"'(t) represents
the contributions of the o.th Liouville-space path to the
density matrix evaluated to nth order in HI, and will be

I

and

X V*(p, q)G (r„0)p ]

p2"(t) =Trs I GP'(t, r, ) I [G',"(r„r,) V*(p, q)G2" (r„0)p ] V(p q)] ]

=Trs I G„(t,~, ) [ [G,s(r„r, ) V*(p,q)G«(r„0)ps ] V(p, q) ] I, (2.10)

where G'"'(r, r') refer the propagation operators corresponding to the paths shown in Fig. 2, and G„(v', r') is defined

by

G„(r,r')A—:exp[ i(r r')(H„+—H')/—A]A exp[i(r r')(H +H')/—A'] . (2.11)

For clarity hereafter in this section we consider the simple case whereby V(p, q) =const, which does not depend on the
coordinate or the momentum. This assumption will be relaxed in Sec. IV.
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In the path-integral formalism, each of the Liouville-space paths can be expressed as

q{t)=q~ 'm| {f )=If'
p'."'(qI qI' t)= f dq; f dq f, D [q]f,DI q']p,"(q,q';q; q )

l

X exp —SL[q;t, O] F[q,q';t, O]exp ——S„[q',t, O] (2.12)

The actions SI. and S~ are defined by

S~[q;t,0]=f ds[ —,'Mq —U~(q, s)],
0

S~[q';t, O]= f ds[~~q' —U~(q', s)], (2.13)

respectively, where U~ and Uz are the potentials of the left-hand side (ket) and the right-hand side (bra) of the density
matrix. The various Liouville-space paths simply difFer by the specific choices of UI and Uz . As an example, the po-
tentials for the paths corresponding to Fig. 2 are given in Table I. By introducing these potentials, we can derive a sin-
gle formal expression which will hold for all paths. The Feynman-Vernon inhuence functional F[q,q;O, t ] is written as
[23]

F[q, q', t, O]=exp — f ds[q(s) —q'(s)] f du y(s —u)
d ~ q (u )+q'(u )

o dso 2

2A' o 0f ds f du K'(s —u)[q(s) —q'(s)][q(u) —q'(u)] (2.14)

where with the spectral distribution function of the coupling,

y(s)= f2 ~ dec J(co)
cos(cps ),M o

(2.15) CnJ(co)=~+ "
&(~—~„) .

2' n con
(2.17)

K'(s) = f J(co) coth cos(cps ),~ dc' Cd%

0 CO 2
(2.16)

The initial condition and the initial correlation between
the system and the environment are incorporated into the
function ps (q, q';q;, q;), where CS stands for the corre-
lated state [3]. This is not only a function of q; and q,
but is also a functional of the trajectories q(t) and q'(t)
and is presented in Appendix A.

%"e now introduce the center and the di6'erence coordi-
nates

r—=—,+=q —
q

q +q'
2 (2.18)

The initial and the final coordinates x;, r; and r&, x& are
defined similarly. Then the density-matrix element Eq.
(2.12) is rewritten as

FICx. 2. Double-sided Feynman diagrams in second order.
The lines denoted by L and R represent the time evolution of
the left- (ket) and the right- (bra) hand sides of the density rna-
trix, respectively. The thin and thick lines denote the ground
state ~g) andtheexcitedstate ~e). Path I correspondsthetran-
sition from g to g, whereas path 2 corresponds the transition
from g to e. Two other paths, which are the Hermitian conju-
gates of the above paths, are not shown. These conjugate paths
can be obtained by interchanging L and R.

U(q, s)

UL (q, s)
U& (q', s )

0—Wl

Ug (q)
Ug (q')

U, (q)
Ug(q')

72 —t

Ug(q)
U', (q )

U~(q, s)
UR (q"' s )

U (q) U, (q)
U, (q')

U, (q)
U, (q')

TABLE I. Potentials of the left- (ket) and right- (bra) hand
sides of the density matrix corresponding to the Liouville-space
paths given in Fig. 2.
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x(t)=xf r(t) =rf l 1p'")(xf, rf, t)= f dx; f dr; f D[x]f D[r]exp —X, [x, r, t;x, , r, , O] exp — —X&(x;,r;)
t

(2.19)

where the subscript P implies that this quantity depends on temperature and

Xti(x;, r, )=M r; +—x,
1 2 Q

(2.20)

&, [x,r, t;x;, r;, 0]=Mf ds[r, c, (s) ix;C—~(s)]x(s)+ M f—ds f du R'(s, u)x(s)x(u)
0 2 0 0

+f 'ds M x(s)r'(s) coax(s)r—(s) x(s) —f 'du y(s —u)r(u)
0 ds 0

+—f ds f du K'(s u)x—(s)x(u)+ f ds[F'"'(s)x(s)+ f'")(s)r(s)+N'")(s)) .
2 0 0 0

(2.21)

In the above equation, K'(s —u) is defined by Eq. (2.16),
and Ci(s), Cz(s), and R'(s, u) are related to the correlat-
ed state and are given by Eqs. (A3) and (A4) in Appendix
A. The temperature-dependent parameters A and Q are
expressed in the Matsubara frequency v„=2mnlfiP .as

the phase force, our system is still harmonic, and only the
minimal path of the action contributes to the functional
integration of Eq. (2.19). The minimal path is the solu-
tion of the equation of the motion:

r+ du y(s —u)r(u)+ otr)

$ 2

ds 0
1 1

„co,'+v'„+iv„iy(iv„) '

co', + [v„iy(fv„i)
&13 „= „co',+v'„+ v„[y([v„f)

'

(2.22)

+i f du R'(s, u)x(u),
0

(2.25)

F'"'(s)+ f du IC'(s —u)x(u)M 0

+ [r, C, (s) —ix;C~(s)]

F(n)( ) [Ut (r+x/2, s)d

—Uz(r —x/2, s)]
x=r=0

f (II) (s )— [UL (r+x/2, s)6
67"

respectively, where y(z) is the Laplace transform of y(s),

y(z) = f ds y(s) exp( —zs ) . (2.23)
0

The functions F'"'(s), f '"'(s), and N'"'(s) depend on the
path a, and are defined by

where x (s) is the solution of

x dQ p zl s x Ec +@Vox= s
d 2 1 (n)
ds $ M

(2.26)

and C, (s), Cz(s), and R '(s, u) are auxiliary functions re-
lated to the correlated state and are given by Eqs. (A3)
and (A4) in Appendix A. The above equations are readily
obtained from the phase Eq. (2.21) by taking the variation
of x(s) and r(s). Equation (2.25) with Eq. (2.26) extend
the quantum Langevin equation [22] to incorporate the
correlated state and the phase force f'"'(s). Except for
the phase force f)")(s), the following procedure is paral-
lel to Ref. [3] and we obtain the propagation function in
the form

—U~ (r —x /2, s ) ]

@'")(s)= —[ UL (r+x /2, s )

x=r=0
(2.24)

functions 0—w) +1 +2 72 —t

TABLE II. Functions Fg)(s), f' '(s), and 4' '(s) for the
paths given in Fig. 2, where we introduced A, =MD coo/2A and
(=MDcoo/A.

—U~ ( r —x /2, s ) ] ~ „o .

As an example, we present the functions corresponding
to the paths of Fig. 2 in Table II. In Eq. (2.21), because
of the quantum coherence between the bra and the ket of
the density matrix, we have not only the contribution
from the real force F'"'(s), but also the phase force
f'"'(s) and the phase @'")(s). In spite of the existence of

F',2)(si
f)&)(s)
@(2)(S

F' '(s)
f(&)is)
e',"( )

—Rg/2

—A(m, g +A, )

—))lg/2

—A(m, +A)
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x(t) =xI r(t) = rI
exp X—,(x/, rI, t;x;, r;, 0) —= D [x] D [r]exp —X, [x,r, t;x, , r, ,o)x(0)=x,- r(0) = r,. fi

exp[ia(t)r;x;+iI3(t)r, xI+i5(t)r, e(—t)x, +i/(t)x, r&X t

+i/(t)x;x/+ g(t)x;+x(t)x/+i cr(t)r/+ir(t)x/r/+c'(t)+ic "(t)], (2.27)

p'."'(x, r, t) = 1

2~(q'},

j. /2

Xexp — (r —(r, }'"')~
2(q'}

where the functions and the outline of calculations are
given in Appendix B. The propagation function in Eq.
(2.19), which was defined in terms of a functional of x (t)
and r(t), is now a function of x&, r&, x, , r;, and t. Then,
by integrating Eq. (2.27) over x; and r, , with
exp[ Xp(x;, r;—)/A'], we can recast the density matrix in
the Gaussian form:

I

(r, }'"'=f dt'g(t —t')F'" (t')

+ f—dt'S (t t')f—'"'(t'),
o

&p, }'"'=Mf dt'j'(t t')F'"—'(t')

+ f dt' S(t —t')f'"'(t'),
0

Qi~~(t)= ' f 'dt q)~n~(t')+ f~&~(t')

X dt"y t' —t" F'"' t"
0

(2.33)

(2.34)

2A
(p'},x'+ —

& p, }'"'x

+Q'"'(t) (2.28)

dt' dt "f'"'(t')f '"'(t")S(t' t"), —
2g o o

(2.35)

The position and the momentum expectation values are
defined by

(2.29)

and

&q'},= A=s(0),
&p'},=eMn= —I's(o) .

(2.36)

y(t) —= —(q (t)q qq(t) }—
and

1 dc@ coy(co) .
( ) (

coo co +co P co

S(t)=—(q(t)q+qq(t) }1

f ~ d co coy ( co )I —~ 277 ( ~2 —~2 )2+~2y2( ~ )

X coth Aco

2
cos(cot ), (2.31)

respectively. These time-dependent parameters and the
overall phase Q'"'(t) can be expressed in terms of the an-
tisymmetrized position correlation function (the response
function) and the symmetrized position correlation func-
tion of the ground equilibrium state:

Tr[p'"'(x, r, t )]—:f dr p'"'(0, r, t)

=exp[Q'"'(t)] . (2.37)

Note that y(t) is related to S(t) by the fiuctuation-
dissipation theorem and g( —t) = —g(t) and
S( —t)=S(t). The first terms of Eqs. (2.33) and (2.34)
represent the contributions from the real force F'"'(t)
and satisfy a linear-response relation with F'"'(t) and the
response function g(t) or its time derivative g(t) [3]. The
second terms of Eqs. (2.33) and (2.34) are imaginary and
represent the contributions from the phase force F'"'(t).
The second terms have similar form to the linear-
response relation, except that the response function y(t)
is replaced by the symmetrized function S(t). Note that
(r, }~"~=X (r, }'"'and (p, }'"'=X (p, }'"'are real, since
they represent the expectation values of Hermitian opera-
tions. If we set f'"'(t)=4'"'(t)=0, Eq. (2.28) reduces to
the density matrix of a harmonic system driven by the
external force F'"'(t). When the force f'"'(t) and the
phase @'"'(t) are added, the above result still retains the
harmonic form, and the widths of the wave packet (q }s
and (p } are independent on time. The function Q'"I(t)
depends on F'"'(t), f'"'(t), and @'"'(t). This function
remains in Eq. (2.28) even when we take a trace; i.e.,

y(co) =y( —ice)J(co)/co,

in the form

(2.32)

In the signer representation defined by
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W(p, q, t)= — f dx e 't'"~"p(x, q, t),1

Eq. (2.28) becomes
1/2

(2.38) V(p, q) =const. Here we generalize these results for a
coupling of the form V(p, q)=p(q)rl(p), where p(q) and
g(p) are any functions of q and p, respectively. Our goal
is to calculate the LGF [Eq. (2.8)] for this model. In fact
we shall generalize the definition of the LGF to the form

cr'"'(x, r, t) =Trs [ . p(q'"'(r( ))g(p'"'(r ) )

X exp — (q —
& q, &.'"')'1

2&q'&

Xp q*(p'"'(r ) )

xu*(q'"'( „)) ], (3.1)

1

2 p g

(p —
&P, &.'"')'

+g( )(t) (2.39)

The Wigner function is not positive definite, however, it
is extremely useful for comparison with results based on
the classical density matrix in phase space and for devel-
oping semiclassical approximation for anharmonic sys-
tems.

which is more general than the LGF introduced previ-
ously, since it allows the introduction of arbitrary cou-
plings at any point during the time evolution of the densi-
ty matrix. Since the derivation requires the introduction
of many auxiliary quantities, we shall hereafter proceed
gradually. We first evaluate simple quantities including
only a single V(q) operator. The generalization to Eq.
(3.1) is then straightforward.

Consider a LGF with a coordinate-dependent interac-
tion acting on its ket which is defined by

III. LIOUVILLE-SPACE GENERATING
FUNCTIONS AND CORRELATION FUNCTIONS

%'ITH ARBITRARY NONADIABATIC
INTERACTIONS

a'"'(x, r, t) =—Trs [p(q'"'(r ) )p ]

—:Trs [ G'"'( t, ~)p(Q )G'"'(~, 0)p ], (3.2)

A. Liouville-space generating functions

In the previous section, we derived expressions for den-
sity matrix elements for constant coupling

I

where G'"'(t, O) is the Green function of the total system
corresponding to the nth order path labeled a [see Eq.
(2.10)]. In the path-integral formalism, this is expressed
as

x(t) =x~ r(t) =rI i 1
0 (xf rf, t )= f dx, f dr, f D [x]f D [r]p[r(r)+x (r)/2]exp —X, [x,r;t;x;, r, , O] ——X&( xr, )

l t

x(t)=x r(t) = r~
p(B/Ba) f dx; f dr, f D [x]f D [r]exp a f ds 5(s r)[r(s)+x(s—)/2]

I

+—X, [x,r;t;x;, r, , O] — Xtt(x, , r,—)l 1

a=0

(3.3)
where the functions are given in Eqs. (2. 19)—(2.24). By comparing with Eq. (2.21), we find that the terms proportional
to a can be included in the forces by replacing

F'"'(s)~F'"'(s) — 5(s —r), f'"'(s)~f '"' (s) ia A5(s —~) . — (3.4)

Thus, by substituting the above functions into Eq. (2.28), we obtain

o'."'(x, r, t) = p :-'"'(x,r, t, a )
Ba a=O

(3.5)

1

2~& q'&,
exp [r —

& r, &'"' —aC(t —r)]-
2&q'&

:-'"'(x, r, t, a ) =

where the generating function ='"'(x, r, t, a) is expressed as
I /2

2A
&p2& x2

2

+ —[&p, &'"'+aMC(t —r)]x+Q'"'(t)+a &q, (r) &'"'+ C(0) (3.6)
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and

C(t):—S(t)—i—g(t) = (q(t)q )
~ 4
2 g (3.7)

In which (r, ),'"', (p, )'"', Q'"'(t), etc. are given in Sec. II
and we defined

Note that the last two terms of Eq. (3.8) are the contribu-
tion from the phase force, and if we set f'"'(t)=0, Eq.
(3.8) simply expresses a linear response of the real force
F'"'(t) B. y definition, we have (r, )'"'= (q, (t) )'"'.

We next consider a density matrix with a momentum
ket interaction, i.e.,

(q, (r)).'"'= f y(r t—')FI."I(t')dt'

—
—,
' f dt'y(r t')f—'"'(t')

+—f dt' S(r t')f—'"'(t') .
o

(3.8)

o',"'(x, r, t)=Trs[rl(P'"'(r))P ]

=—Trs[GI"'(t, r)rt(P)G'"'(r, 0)P ] . (3.9)

In the path-integral formalism, this is expressed as

x(t) =xJ- r(t) = rfo'"'(xf, rf, t)= f dx; f dr; f D [x]f D[r] exp —'X, [x,r, t;x, , r;, r] r)[Bli)r(r)+2i)/i3x(r)]
i

l 1X exp —X, [x,r, r;x, , r, ,0]——X&( x, , r, )
fi

(3.10)

+2
ar(r) ax(r)

Since the momentum operator reduces to M[r'(r)+x(r)/2], we may rewrite

exp bM f—ds 5(s r)r(s)— f—ds 5(s r)x(s)—
Bb o 2 o b=0

(3.11)

where we performed the partial integration. Thus, the generating function of the density matrix Eq. (3.10) can be ob-
tained from Eq. (2.28) by replacing

F'"'(t)~F'"'(t)+ 5(t —r), f '"'(t)~f '"'(t)+ibMR5(t ~) . —ibMfi .
(3.12)

The result is

o. '"'(x, r, t) = rj ='"'(x, r, t, b)

where

b=0
(3.13)

:-'"'(x,r, t, b) = 1

2~(q')g

1/2

exp [r —(r, )'"' bMC(t —r)] —— (p ) x

Q2+—[(p, )'"'+bM C(t —)]r+xQ'"'(t)+b(P, ( )r)'"'+ M C(0) (3.14)

with

(p, (r) )'"'=M f y(r t')F'"'(t')dt'—
dt'y &—t'

7

I

respectively. We may calculate these LGF's by simply
changing the signs of the second terms of F'"'(t) in Eqs.
(3.4) and (3.12). The results are obtained by replacing the
functions C(t), (q, (r))'"', and (p, (r))'"' in Eqs. (3.6)
and (3.14) by

a""'(x,r, t) =Trs [ps@*(q'„"'(r))]
—:Trs(G'"'(t, r) [[G'"'(r,0)p ]p*(Q)]),

3.16)(o'"'"'(x, r, t) =Tris [pgg*(p'"'(r) )]-
—:Trs (G'"'(t, r) [ [G'"'(r, 0)P ]rI*(P )] ),

+ dt'S ~—t' '"' t' . 3 15
o

In the same way we can evaluate the LGF with a coordi-
nate and a momentum bra interactions, which are defined
by

and

C*(t)=S(t)+ y(t) = (qq(t) )
iA

2
(3.17)

(3.18)

(q,'(r) )'."'=f y(r t')F'."'(t')dt'—
+ ,' f dt'y(r—t')f'"'(t')—

7

+—' 'dt'S ~—t'
o
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(p,'(~) )'"'= f j (r t—')F'"'(t')dt' The above results can be easily extended to LGF's with
general bra and ket interactions similar to Eq. (3.1). The
generating functions for this can be obtained from Eq.
(2.28) by replacing

respectively.

+—f dt 'S( r t ')f—'"'(t '),
0

(3.19)
F'"'(t)~F'"'(t)+h„(t, Ia, b j ),
f'"'(t) f'"'(t)+h„(t, Ia, b j),

where

(3.20)

h„(t, Ia, b j )= — gai5(t r&) ——$ aI'5(t —ri, ) —M $ b 5(t —w )+M g b', 5(t q, )—'

1 1 m m'

'rt) + g aI 5(t &~ )
—M g bi5(t —r~) —M g b ', 5(t —~ . )

1 1 1 I'

(3.21)

Here I a, b j represents a set of parameters I. . . , a&, . . . , aI', . . . , b, . . . , b' . . . j. Then, from Eqs. (2.33)—(2.35), we
have

' 1/2

:-'"'(x,r, t, I a, b j )=
2~ q

exp [r —(r, )'"'—r'„"'(t, [a,b j )]-
2&q'& 2A

(p2) x2

+—[(p, )'"'+p'"'(t, [a, b j )]x+Q'"'(t)+X'"'(t, Ia, b j )
fi

where ( r, ) '"' and (p, )'"' are given in Eqs. (2.33) and (2.34), respectively, and

r'"'(t, Ia, b j)=pa, C(t —~I)+ gai'C*(t rl )+M g—b C(t r)+M—g b'.C*(t—r ),
rn'

p'"'(t, Ia, b j )=M g a, C(t r, )+ g a/—'.C*(t r, )+M—g b C(t —r )+M g b', C (t —r, )
m'

and

(3.22)

(3.23)

(3.24)

X'"'(t, Ia, b j )=—f dt' f dt"X(t' t")h„(t', I baj )[F—'"~(t")+h„(t",I baj )]
0 0

+—f dt' f dt"X(t' t")f'"'(t')h„—(t", [a, b j )
0 0

f dt' f dt "S(t' t")[2f'"'(t')—+h„(t', I a, b j )]h„(t",Ia, b j ) .
O 0

(3.25)

By using these generating functions, the density matrices Eq. (3.1) are expressed as

o'"'(x, r, t)=[ rI*(B/Bb&')p*(B/Ba' )
. p(B/Ba )ri(B/Bb&) . ]:-'"'(x,r, t, ta, b j )~~, b) (3.26)

Equation (3.26) allows us to evaluate the LGF's
p'"'(x, r, t) [Eq. (2.8)] with interactions V(p, q)=p(q)g(p)
to any order by specializing to a specific choice of the in-
teractions. In Sec. IV we calculate the density matrix
with the interaction V(p, q)=p(q) to second and fourth
orders in Hl.

B. Correlation functions

Experimental observables can usually be expressed in
terms of multiple-time correlation functions of the coor-
dinates and momenta. Equation (3.26) also allows us to
calculate arbitrary multitime correlation functions.

Consider a coordinate and a momentum expectation
value of a ket defined by

(q, (r) )'"'—:Tr[G'"'(t, r)QG'"'(r, 0)p ],
(p, (r) )'"'—:Tr[G'"'(t, r)PG'"'(r, 0)p ] .

(3.27)

&q, ( ))'"'=(q, ( ))'"'e p[Q'"'(t)],

&p, (r) &'"'= &p, (r) &'"'exp[Q'"'(t)],

where

(3.28)

Since these quantities are defined by acting with q during
the process at time ~, (0(~( t ), they involve two propa-
gation periods and cannot be evaluated from Eq. (2.28).
However, they may be evaluated using Eqs. (3.5) and
(3.13) by setting x =0, and integrating over r. We then
have
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(q, (r) &'"'=(q, (r) &'"'/Tr[p'"'(t)],

(p, (r) &'"'= (p, (r) &'"'/Tr[p'"'(t)],
(3.29)

&p(t)p &'"'= [ —M'C(t)+ (p, (t) &'"'&p, (0) &'"']

Xexp[Q'"'(t)], (3.35)

and are given by Eqs. (3.8) and (3.15), respectively, and
the phase function Q'"'(t) is defined by Eq. (2.35). Note
that we defined (q, (r) &'"' and (p, (r) &'"' for any time
0 & ~( t; these results also hold for ~= t or ~=0.

In the same way we can calculate a coordinate and a
momentum expectation value of the bra as

(q,'(r) &'"'= (q,'( ) &'"'e p[Q'"'(t)],

(p,'(r) &'"'=
& p,'(r) &'"' exp[Q'"'(t) ], (3.30)

where (q,'(r) &'"' and (p,'(r) &'"' are given by Eqs. (3.18)
and (3.19), respectively, and q' and p' refer to the coordi-
nate and the momentum acting on the density matrix bra.

Two-time correlation functions such as

(q(t)q &'"'=—Tr[qG'"'(t, O)qpg ],
(q'q'(t) &'"'= Tr[qG'"'(t, O)(pgq)],

(3.31}

(p(t)q &'"'= [~C(t)+ (P, (t) &'"'(q, (0) &'"']

Xexp[Q'"'(t}], (3.33)

etc., can be similarly evaluated from Eq. (3.22):

(q (t)q &'"'= [C(t)+ (q, (t) &'"'(q, (0) &'"']exp[Q'"'(t) ],
(3.32)

etc. , where C(t) and C*(t) are the coordinate ground
correlation functions given by Eqs. (3.7) and (3.17). The
functions (q, (t) &'"', (q,'(t) &'"', (p,'(t) &'"', etc. are the
prefactors of the position and the momentum expectation
values of the bra and the ket and are given by Eqs. (3.8),
(3.15), (3.18), and (3.19). If we set these terms, as well as
Q'"'(t), to zero, the above expressions reduce to the re-
sults of the ordinary harmonic oscillator [3].

IV. DYNAMICS OF ELECTRONIC POPULATIONS

By introducing the virtual forces Eq. (2.24), we were
able to recast our results in a compact and general form
without alluding to a particular order (n) or Liouville-
space path a. Here, we present explicit expressions for
the LGF for a position-dependent interaction
V(p, q) =p(q). We start with Eq. (2.5) recast in the form

p(x, r, t)= g p "'(x, r, t) .
n=0

(4.1)

and

(q'q'(t) &'"'= (qq(t) &'"'

= [ C*(t)+ ( q,'(t) &'"'( q,'(0) &'"']exp[ Q'"'(t) ],
(3.36)

(q(t)p &.'"'= [ —MC(t)+ (q, (t) &.'"'(p, (0) &'."']

Xexp[Q'"'(t)], (3.34)
I

We shall be interested in electronic populations (as op-
posed to coherences) and therefore consider even order
terms of the expansion, i.e.,

2

p ~(x, r, t)= —— f de f dr~E(r2)E(r&) g p' '(x, r, t),
OO OO a=1

(4.2)

4
A4) l 3 3

p (» } 4 dr3 dr2 f dr, E(r4)E(r3)E(r2)E(r&) g p' '(x, r, t)
oo OO OO oo a=1

(4.3)

and

p '(x, r, t)= l
'2N

2N

rr f""d
~

2N 2N

g E(r„) g p '(x, r, t),
a=1

(4 4)

where

1/2

p '(x, r, t) =
2m. & q' &,

2N
X. +p

It =1 CIt
exp [r —(r &' ' —r' '(t Ic])] — (p & x1 1

2( 2&
' ' 2A'

+—[(p, &' '+p' '(t, [c])]x+Q' '(t)+X' ~'(t, jc j )
(2N)

7
c =0

k

(4.5)
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1 2 73 C4 1 2 T3 C4

t3

TABLE III. Auxiliary parameters to calculate LGF to fourth
order.
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2
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(8) g I e ': g e
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I e

FIG. 3. Doubled-sided Feynman diagrams in fourth order.
The paths 1 —4 correspond to the process g to g, whereas 5 —8
correspond to g to e. The Hermitian conjugate paths of 1 —8,
which can be obtained by interchanging L and R, respectively,
are not shown here.

and a indicates the Liouville paths such as the ones given
in Figs. 2 and 3 and their complex conjugate. To write
the result in compact form, it is convenient to introduce
sign parameters e;=+ for a time period ~. &t (~.+1
[18]. We chose e2, =+ ( —) for the eg (ge) state for an
odd time period where a density matrix is in a coherence.
We further chose e2 =+(—) for the ee (gg) state for an
even time period where a density matrix is in a popula-
tion. As an example, parameters of the fourth-order
terms corresponding to a=1—4 in Fig. 3 are shown in
Table III. Functions in Eq. (2.24) are then expressed as

F (s) = 1+ g e [B(s—r„)—B(s —r„„)]
j=l

Nf."N'(. ) = —eg y e„,[B(s—„,) —B(s—„)],
j=l

(4.6)

where B(t) is the step function and a now refers to the
t&j I (&1 &2 ' +2N] and

MD m
(4.7)

—g e2j,g,2, (t —
r2j)j=l

(4.8)

N —1

&j2~&a' I- —™k' X &2, +ig... (t &2j+1)—
j=0

N—g e2, ,g, , (t —
~2, )

j=l

(4.9)

and

Inserting the above functions into Eqs. (2.33)—(2.35), we
can calculate the coordinate, momentum, and phase func-
tions in Eq. (4.5) as

N —l

a ~ 2 e2j+ige& e2 +&(t . r2j+1)
j=0

N N
Q~ (t)= i(co, +A, ) —g e2. , (r2. —r2, , )

—y g (r r )

N N —1

X X e2j —
1 2k —ifge' e' (r2j —1 'r2k ) gp ~ (r2' 72k )

J'=k+1 k=1 2k 2k —1 ~ 2k 2k —
1

gE2k 1E2k 2( 2j —1 2k —1 ) +g e2k )e~k 2( 2j +2k —1 ) ] (4.10)

g+(t)=$2 f dt' f dt" S(t")+ y(t")
0 0 2

(4.11)

where @0=—and we introduced the auxiliary functions
which create the line-shape function defined by (see Ap-
pendix C)

2N

h„(t, (c] )= g ek lekck5(t k), —
k=1

2N
h „(t, I c ] ) = i R g ck 5( t rk )

—. —
(4.12)

Using ej, we can express the generating forces, Eq. (3.21),
in the form

Then the generating coordinate, momentum, and phase
functions defined by Eqs. (3.23)—(3.25) can be evaluated
as
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2N

r.""'(t,{cI)=g ' y c„g, , (t rk—),
k=1

2N
'(t, {cI )=M/ g ckg', , ~ (t ~k)

k=1

(4.13)

(4.14)

2N
~(2N)(t) y &

—
( { I )

)(2N)

k=1
2N 2N —1

+k g g ckc g
k=m+1 m=1

2N

+g g g(0),k, 2
(4.15)

with

k &2m+1 k&2m
&qk({~I)} 4 X e2 +lg (rk ~2 +1) X e2 —lg. . . (~k ~2

m =0 m =1

m=N —1

2m+1& k

m=N

e2m+lgekek )(+2m+1 +k )+ $ e2m —lgekek 1(+2m k )
2m &k

(4.16)

The above result allows us to study dynamics of electron-
ic distribution functions in the displaced harmonic poten-
tial coupled by the interaction p(q). In the next section,
we apply these results to calculation of the nonlinear-
optical response in condensed phases.

P"'(r, t)= ——f dt, E(r, t t) )R',"(t,—)+c.c. ,
0

P'3'(r, t ) = f dt3 f ™dk2f dt, E(r, t t3 )—
o o o

(5.3)

XE(r, t —t2 —t3 )E(r, t t) t2 —t3 )——
V. NONLINEAR-OPTICAL RESPONSE
YVITH NON-CONDON INTERACTIONS

The results of the previous section can also be applied
to study the nonlinear-optical response by substituting
V(p, q)—:)M(q) as a non-Condon dipole moment and tak-
ing E(t) to be the external electric field. The optical
response can be expressed in terms of the optical polar-
ization

and

P(2N —1)(r r )—

X y R (t3 t2 t) )+c c ~

2N —1 2N-
+ f dtk
k=1

(5.4)

P(r, t)—= Tr[p(q)(~e ) &g~+ ~g ) &e~)p(t)], (5.1)

jn which p(t) involves the interaction between the driving
field and the system. If the interaction between the sys-
tem and the electric field is weak, we may expand p(t)
and consequently P(r, t) in powers of the electric field.
For our model, the second-order polarization vanishes, so
that the lowest nonlinear contribution is third order. We
thus have

2N —1 k

x QE(rt —gt )
k=1 m=1

2N

X y. R.""-"({t,I)+c.c. , (5.5)

where we introduced the time variable tk =~k+1 —~k, and
R' "({tkI) are the (2N —1)th-order response func-
tions for the specific Liouville path o.. As examples, here
we write down the first- and third-order polarizations as

(5.2) R',"(t, ) = &)M(q(~))p(q(7 t, )) )I ', — (5.6)

-vh ere

R(,3)(t„t„t,)=&p(q( ))) (q( —t —t —t ))) (q'( —r —r )}) (q'(

R(2"(r„t2, t, ) = & p(q(~))p(q(~ —t2 —t3)))M(q'(~ —tl —r2 —t3»)u(q (& '3)) }z

R(3"(t„t„t,)=&)M(q(r)))M(q(~ —i3)))M(q'(~ —tl —r2
—t3)))(2(q (& t2

R4 '(t3, t2, t, ) = &P(q(r)))M(q(~ —t3))P(q(r —t2 —t3))P(q(& —tl —
r2 —t3)) }4

(5.7)

where subscripts refer to the Liouville paths given in Figs. 2 and 3.
By integrating the generating function Eq. (4.5) over x and r, we have the (2N —1)th-order response functions in the

form



130 YOSHITAKA TANIMURA AND SHAUL MUKAMEL 47

~(2]v —))( [t j )

where

~ t (a/ac„) exp[Q' '([t j )+X' '([t j; [c j )]
k=1 IcI =0

(5.8)

N N

Q~ ([tj)=—i~,s g E2, )t2, )
—g g, , (t.. . )

j=1 j=1
N N —1

~2j —1~2k-
j=k+1 k=1

2J —2

2k 2k —1 1=2k 2k 2k —1

2j —1

g t)
1=2k

E2k —162k 2

2J —2

t,
1=2k —1

+g~
2k —1 2k —2

2j —1

t,
1=2k —1

(5.9)

2N 2N 2N —1 2N ~2
X-""'([tj)=X "«.([t})).""'+0 ' g & c...g. . . g t, +g-2 y g(0),

k=1 k=m+1 m=1 1=k k=1

with

(5.10)

(q, ( [t } ) )." '= —g-' k & 2m+1 k —
1

2m+ E2m &2m+1 ~ I,g
'V

m=0 1=2m+1

m=N —1 2m

E2m+]gazed& ] g tl
2m+1& k 1=k

m=N

X E2m —]g.„e„
2m &k

k &2m k —1

X E2m —]ge e g t
m =1 1=2m

2m —1

t)
1=k

(5.11)

In the above, the label a refers to a set of sign parameters [Ej = [E),E2, . . . , E2)v ) } and co,
' —=cg, +A, . The second- and

the fourth-order response function are then expressed as

and

Z', "(t, ) = [i (a/ac, )i (a/a. , ) exp[Q', '(t, )+X', '(t, , [c j )]}I(,) =, ,

ZI3](t„t„t,) =(i (a/ac, )i (a/ac, )p(a/ac, )p(a/ac, ) exp[Q'"' ([t j)+X' ' ([t j'[c} )])I(,)
=o,

Z],"(t„t„t,)=(i(a/ac, )i.(a/ac )p(a/ac )p(a/ac, )exp[Q' ' ([tj)+X' ' ([tj;[cj)])I(,)=, ,

Z ,"]«„t„ t, )=( i (a/ac, ) i( a/ac, ) i( a/ac, ) i( a/ac, )e xp[ Q]' ([tj)+X' ' ({t};[C})])I,(=), ,

R' '(t, t, t, )=(p(a/a )]M(a/ac )p(a/a )]M(a/ac, )exp[Q' ' ([t})+X' ' ([t};[c})])I(,)=0,

(5.12)

(5.13)

where

Q]] ](t] ) = ice',st] —g—(t) ), (5.14)

XI '(t„[c}) ——)g g (t) )(c, +c2)+g [g (t) )c,c2+ —,'(c, +c2)g(0)], (5.15)

Qp ~ ~ (t3yt2yt] ) )COe ('E)t) +'E3t3 )
—g, (t, )

—g, , (t3 )

E)E3[gg g (t2) gE p (t2+t3 ) g —g (t] +t2 )+g —g (t] +t2+t3 )] (5.16)

Xg g g (t3, t2~t], [C j ) C](g](t3&t2&t] ))g & &
+ 2(qC2(t3, t2 t]))& & & +C3(g3(t3&t2&t] ))& p p +C4($4( 3&t2r ] ))g g p

+g [C)C2g z (t] )+C)C3g z (t) +t2)+C2C3gz z (t2)+C]C4g z (t) +t2+t3)

+c2C4g, , (t2+t3)+c3c4g, , (t3)+ —,'(c, +c2+c3+c4)g(0)], (5.17)
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(q, (t„t„t,))", ,', = —g '[,g, (t, )—~, (t, +t, )+,g, (t, +t, +t, )],
(q2(t, , tz, t3))',4,', = i—g '[e,g, (t, }+e3g, , (tz+t, ) e—3g, , (t2)],

(q3(t&, t2, t3))', ,', = —ig '[e&g, (t&+t2) —e&g, , (t2)+e3g (t3}],
(5.18)

(q4(t]yt2yt3))g p p tg [e]g—g (t/+t2+t3) e]gp g (t2+t3)+e3gg p (t3)]

Numerous applications to frequency-domain and
time-domain ultrafast techniques have been made to Eqs.
(5.3) and (5.4) using R',"(t, ) and R' '(t3, t2, t&) with the
Condon approximation. The present results provide a
generalization to non-Condon interactions and to optical
processes of any order. One technique where non-
Condon efFects are important is impulsive Raman spec-
troscopy. It has been analyzed in detail for resonant exci-
tation within the Condon approximation [l(c), 20]. For
off resonance, the non-Condon contribution is dominant
and the signal can be written in terms of a response func-
tion of a nuclear coordinate, originating from the coordi-
nate dependence of P [5]. Our results provide a useful ex-
pression which interpolates between these limits.

As a simple application of these results, we have calcu-
lated the linear absorption spectrum of a model system
which includes a single vibrational mode in a medium.
The absorption line shape is given by

Po P(0) Po
d p(q) d p q

dq

(5.21)

g+(t) =g'(t)+ig "(t), (5.22)

where

g'(t) =k .
ipttiA, 2

(e ' +A, ~t —1) coth
2 (Coo

A,
)
t ipfiA, ,

(e ' + A, , t —1)coth
2&too

We assume a frequency-independent damping, y(co)=y,
where analytical expressions of symmetrized and an-
tisymmetrized correlation functions are known [3]. The
auxiliary function is then given by

I(co ) =f dt R ',
"

( t t ) exp(i rot ) +c.c. (5.19)
0

We have allowed for the variation of the transition dipole
with the nuclear coordinate (non-Condon effects) and as-
sumed

4yco0 ~ l e "+v t —1

pg v (~2+ 2 )2 ~2&2
(5.23)

P(q) =Po+Poq+ ,'Po'q'-
where

(5 20) and

'V ~2 roo
ig "(t)=iA, e r' sin(gt )

0roo

0.10

+ cos(gt) +t —
2

CO0 CO0

(5.24)

0.08—
In the above we defined v„=2rrn /A'p and
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FIG. 4. Absorption spectrum [Eq. (5.19)] with Condon and
non-Condon dipole interactions for a weak damping case,
y=0.05~0. The fundamental 0-0 transition (not shown) is 230
times more intense. The solid line {p'=0. 1,p"=0.01) indicates
the non-Condon interaction, whereas the dashed line indicates
the Condon approximation. The difference between these two
lines is shown by the dotted line.
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FICx. 5. Absorption spectrum for a strong damping y=5coo.
Other parameters are the same as in Fig. 4.
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)i., =~+i(, A,2= ~ i—g, g=(coo —y /4)'~ (5.25)

Figure 4 compares the absorption spectrum for this
model with the spectrum in the Condon approximation
(p'=p"=0) for an underdarnped mode (y =0.05coo) with
coo=500 cm ', D =0.1+fi/Mcoo, T=300 K, go=0. 1,
and po' =0.01. This model can represent a high-
frequency intramolecular optically active mode or an im-
purity in a crystal. In the figure we show the vibronic
sideband 0-1 transition. The fundamental 0-0 transition
(not shown) is 230 times more intense. In Fig. 5 we show

I

the absorption for an overdamped mode y =5coo in the vi-
cinity of the origin. This can represent a solvent coordi-
nate related, e.g., to macroscopic dielectric fluctuations in
a polar medium.

VI. APPLICABILITY OF THE SEMICLASSICAL
LANGEVIN EQUATION

Because of the correlation between the system and the
environment, it is not generally possible to factorize the
propagator in the form

exp X,(x/, r—/, t;x, , r, , 0) .= dx, dr, exp —X, (xI, r/, t;x„r„r) -exp —X,(x„r„r',x;, r;, 0)
l

L

(6.1)

Such factorization implies the existence of a reduced
description whereby the bath degrees of freedom are al-
ways in equilibrium and we can follow explicitly just a
single degree of freedom x and r. The classical Langevin
equation is a common example of a reduced description.
When such a level of description applies, we can describe
each segment of the Liouville-space path in terms of a
conditional probability and an accumulating phase factor
[5,20].

In order to find conditions of the factorization Eq. (6.1)
to hold, we substituted Eq. (2.27) into both sides of the
above equation and compared the terms in the exponent.
The following conditions need to be satisfied for Eq. (6.1)
to hold:

S(t)~,M'(t),1

MPcoo

and

g+(r)~g+(t)=+iA, t —f dt'M'(t')
0

+b, ' f dt' f dt "M'(t"),
0 0

respectively, where b, = 2k/I3A' and

M'(t): 1 M—co', f dt'y(t—')
0

d co ~oy(~)
cos(cot )

CO CO +CO P co

(6.7)

(6.8)

(6.9)

S(t)=j(t),1
(6.2)

and

x(t i+ t2)" [i(ti)x(t&)+x(ti )i(t&)], (6.3)

j(t)' X(t)X(t) =M '—
, « i(t)' —X(-t%(t)=0, (6.4)

where the last condition was found from the x& factor.
As seen from the definition Eqs. (2.30) and (2.31), the first
condition can be met provided the temperature of the en-
vironment is sufficiently high, i.e., coth(AI3co/2) =2/Pi@co.
The second and third conditions are satisfied only when

1
y(t) = sin(cot )

Mco
(6.5)

or

y(t) =Ce (6.6)

where C and a are the constants. As seen from the
definition, Eq. (2.30), Eq. (6.5) corresponds to the simple
case of an isolated system with no damping,
y(co) =y «coo. Equation (6.6) corresponds to the Ohmic
dissipation with strong damping, y(co)=y )&coo, so that
when the oscillator motion is overdamped, then
C =M/y and a =~o/y. Using the high-temperature
condition 2/iitPcoo « 1, we may replace all S(t) and g+ (t)
in the previous sections by

(see Appendix C).
We are now in a position to define precisely the range

of validity of the semiclassical Langevin equation ob-
tained in Ref. [20]. When the following three conditions
are met: (i) Ohmic dissipation [y(co) independent on co],
(ii) strongly overdamped motion y &)coo, and (iii) high-
temperature PA'coo « 1, the equation of motion, Eq. (2.25)
with Eq. (2.26), reduces to the semiclassical Langevin
equation derived by Yan and Mukamel,

'r+yr'+coor — F'"'(t) =f(t),1
(6.10)

VII. CONCLUDING REMARKS

The present results provide an exact expression for the
Liouville-space generating function which includes a bath
with any temperature, to multitime correlation functions

where the noise f (t) results from Eq. (2.26) and
(f(t)f(t') ) =y5(t —t')/13. The above equation with
condition (ii) is equivalent to the Smolchowski equation.
Under these conditions, the Wigner function
W'"'(p, q, t ), the response functions R ' "

( l t ] ), etc.
agree with our results. When either of these conditions is
not satisfied, then the solution of the Langevin equation is
in general difI'erent from the path-integral result.
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and to include non-Condon effects. The latter are partic-
ularly important in, e.g. , off-resonant Raman-scattering
measurements where the coordinate dependence of the
transition dipole proceeds the dominant mechanism
[5,27].

In curve-crossing problems, the nonadiabatic coupling
is often taken to be localized in the crossing region. Con-
sider a double-mell system connected by a nonadiabatic
interaction p(q). The function )M(q) is often localized in
the crossing regions [9,14,28]. We assume that the rate
process is described by a master equation,

previous section for R', "(t, ) and R' '(t3, t2, t, ), we have
generalized these results to include the coordinate depen-
dence of the nonadiabatic coupling p(q).

%'e also note that the extension to incorporating
several system modes is straightforward. The generating
function and density matrix is simply the product of the
present expressions. This is the basis for the multimode
Brownian oscillator model, which was applied successful-
ly to many systems [1(c),5]. Another extension is to in-
clude a general anharmonic potential of the system. The
Langevin equation

dW (t)
KWs(—t)+K'W, (t) . (7.1)

(7.5)

Here we denote the population of fg) by Ws(t) and of
fe ) by W, (t), and K and K' are the rate constants for the
forward (g to e) and reverse (e to g) processes. We shall
focus here on the forward rate E. The reverse rate K'
can be simply obtained by changing the indices g and e.
This rate can be expressed by using the response func-
tions as [12,20]

P &(n)(r, s [UI (r+x/Z, s)

—U~ (r —x /2, s ) ] x=0
(7.6)

with the force defined by the anharmonic potentials UL
and UR,

K=K —K +2 4

where

(7.2) and the noise f (t)[(f(t)f(t')) =y5(t t')/P) m—ay pro-
vide a useful semiclassical approximation in this case.

and

K2= dt)R
&

(t&)+cc.
g2

K4 4 f dt3 f dt, f dt, g (R ' '(t3yt2yt( )
g4 0 0 O
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—R' '(t~, ~, t, ))+c.c. , (7.4)

in which R',"(t, ) and R' '(t3, t2, t, ) are given by Eqs.
(5.12) and (5.13), respectively. By using the results of the

I

APPENDIX A: THE CORRELATED STATE

The correlated state ps'(q, q', q;, q ) used in Eq. (2.12) is
studied in Ref. [3] and is expressed as

p"(q, q';q;, q )= exp
M 1 (%+q() Q, 2 iM

2A 4 2 ' '
A 0

+—(q, —
q,') + f ds[q(s) —q'(s)]

(q;+q )
C)(s) —i(q, —

q )C2(s)+ —f du R'(s, u)[q(u) —q'(u)] (A 1)

where the functions and the constants are expressed in
the Fourier transformation form of the Matsubara fre-
quency, v„=2mn /Af3, as

and

R'(s, u) = —AC, (s)C, (u)

00
1

„ro,'+v'„+ fv„ fy( fv„ f)
'

co,'+ fv„ fy( fv„ f)

„ to', +v'„+ fv„ fy( fv„ f)
'

00 g„(s)
C, (s)=

„co,'+v'„+ fv„ fy( fv„ f)
'

oo f„(s)
C2(s) =

&P „= „n)',+v'„+ fv„fy(fv„ f)
'

(A2)
with

g„(s)g„(u) f„(s)f„(u)—+
+3 „= „a,'+v'„+ fv„ fy( fv„ f)

(A4)

oo dco 26)g„(s)= J(co) cos(cps ),
0 7T Qp +Q

f„(s)= f J(co) sin(cos ) .
0 '7l Q) +Q

(A5)

In the above expression the functions Aco) and y(z) are
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given by Eqs. (2.17) and (2.23), respectively. Note that if
we set J(co)=0, the above correlated initial state reduces
to the factorized initial state, p" (q, , q,')
=&q;lexp( PH )lq &.

APPENDIX B: DERIVATION
OF THE PHASE FUNCTION

In this appendix we evaluate the propagating function
in Eq. (2.19):

exp —X,(xf, rf, t; x, , r, ,O)

x(t) =xf r(t) = rfDx Dr
l

l
X exp —X, [x, r, t;x;, r, , O]

where

(Bl)

X, [x, r, t;x, , r, , O]= J ds M x(s)r'(s) toox—(s)r(s) —x(s) f du y(s —u)r(u) + M f—ds f du R(s, u)x(s)x(u)
0 ds 0 2 0 0

+ f ds [r; C
&
(s) ix—; C2(s) ]x (s)+ f ds [F'"'(s)x (s)+f '"'(s)r(s)+ 4'"'(s) ],

0 0
(82)

with

R (s, u) =R'(s, u)+E'(s —u)/M, (83)

The solutions of the real part of Eqs. (84) and (85) are
written as

in which R'(s, u) and IC'(s —u) are given in Eqs. (A4) and
(2.16). Despite the existence of the phase force f'"'(s),
our system is still a harmonic system, and only the
minimal path of the action contributes to the functional
integration of Eq. (Bl). We can thus evaluate Eq. (Bl) by
obtaining the minimal path of the action, which is the
solution of the equation of motion

'r'+ J du y(s —u)r(u)+floor
S 2

d$0

F'"'(s)+i F""'(s)+f du R(s, u)x(u)
M M 0

(84)

G+(s)
r'(s) = r,

' 6+ (s)— G+ (t)
G+ (t)

G+(s) G+ (s)
du G+(t —u)F'"'(u)MG+t o

+ d~ G $ ~ Q ( ) ~ Qg
0

and

G+ (t —s) . G+ (t —s)
x(s) =x; +x G+ (t —s) — G+ (t)

G+(t) f + G+(t)

x — f du y(u —s)x (u)+coox = f'"'(s),
d$ s M

where

F'"'(s)=F " (s)+Mr, .C&(s),

iF""'(s)=ix, C2(s)] .

(85) G+ (t —s)
J du G+(u)f'"'(u)

M G+t o

+ J du G+(u —s)f'"'(u),
S

(89)

The above equations are readily obtained from the phase
Eq. (82) by taking the variation of x (s) and r (s). Except
for the phase force f'"'(s), the following procedure is

parallel to that of Ref. [3]. We split the minimal action
path r (s) into the real and the imaginary parts
r'(s)+ir"(s), where r"(t)=r"(0)=0 and r'(s) and r(s)
satisfy the real and imaginary part of the equation of
motion (84), respectively. With a help of the integration
by part, substituting Eqs. (84) and (85) into (82) yields

t
Xg(xf rf t;x, , r, , O)=M(xfr'f x;r' )+i dsx(s)—

0

X F"'"'(s)+ J ds R(s, u)x(u)
2 0

+ f ds f'"'(s)r'(s)+ f ds +'"'(s) .
0 0

(87)

d co coy ( co )G+(s)= sin(cps) .
(~2 ~2)2+~2y2( )

(810)

Note that the function G+(s) relates to the antisym-
metrized correlation function at the ground equilibrium
state in the form

(811)

By substituting the solutions (88) and (89) into (82), and
after a straightforward though tedious, calculation, we
recast the phase function in the form

where G+ (s) is expressed by using the Fourier transfor-
mation of y(s) as
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exp X—,(xf, rf, t;x;, r;, 0) = exp[ia(t)r;x;+i p(t)r;xf +i 5(t)r, e—(t)x; +ill(t)x; rf2

+it/l(t)x(xf +lpt)xl+K(t)Xf +llJ(t)rf +l 7(t)Xfrf +C (t)+lC (t)]

where the auxiliary functions are expressed as

M S(t)at=
fi2A g(t)

M
13(t)=, [y(t)S(t) —j(t)$(t)],

ill'Ay( t )

5(t)=
2 f du[y(t)S(u) —y(u)S(t)]f'"'(u),

A'Ay(t)

(812)

(813)

(814)

(815)

c(t}= A

2iriMy2( t )

1 1(t)= ——
iri y(t) '

M 2 MQ
g2~2 (816)

(817)

M AA
itl(t) = j(t)+y(t)S(t)S(t) j(t)$—'(t)

A'Ay2(t) M' (818)

g(t) = f du g(t —u)F'"'(u)+ f du S(t)S(u ) S(t ——u) f '"'(u)
lily(t) o g2~(t) o fiA

M+ 1 S (t) f du X(u)f'"'( )u
AMy2(t) fi2A2

k(t)= f du[y(t)j(t —u) —j(t)y(t —u)]F'"'(u) —, f du[g(t)S(t —u) —y(t)$(t —u)]f'"'(u)
Ay(t) o ili2y(t)

+ 13(t)f du—$(u)f'"'(u) —g(t) f du y(u)f'"'(u),
o 0

(819)

(820)

(821}

v(t) = — 0—,, [y(t)S(t) —j(t)$(t) ]'+A
M M' . . 2 j (t)

iii2Ay2( t ) y'(t)
(822)

(823)

(824)

c"(t)=—

(825)

N(t) =2M~y(t)
~ M (826)

The function Eq. (4.11) is given by

M j(t)
ill y(t) '

ic'(t)= —f ds 4'"'( )s+f'"'( )sf du y(s —u)F'"'(u) — f ds f du y(s)y(t —u)f'"'(s)F'"'(u),

, f ds f du S(s —u)f'"'(s)f'"'(u)+, , f du[y(t)$(u) —$(t)y(u)]f'"'(u)
o o 2A'Ay2( t )

f ds f du y(s)$(t —u)f'"'(s)f'"'(u)+, f ds f dug( )sy( )uf'"'(s)f'"'( )u,
iris' t o o y(t) o o

I

whereg (t)=g+(t) and
1/2 MD co MDm

(C2)

and the antisymmetrized and symmetrized position
correlation functions of the ground equilibrium state are

APPENDIX C: THE AUXILIARY FUNCTIONS given by

y(t) =—(q (t)q qq(t))s—
g+(t)=$2f dt'f dt" S(t")+ y(t")

0 0 2
(C1) 1 ~ dc' coy(co)

sin(cot
2 2)2+ 2+2(

(C3)
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and

S(t)= ,' (—q(t)q+qq(t) )
g+(t)=+ii, t —f dt'M'(t') +b,'f dt'f dt"M(t"),

0 0 0

(C7)
d co ci)7'( co )

M —m 2m' (cubo —~~)~+~~y (cu)

flQ7'
X coth cos(rot ),

2

respectively.
If we introduce

S(0)

and

M'(t): 1 M——co',f dt'y(t')

~or(~)
cos(cot )

~o ~ + y

Eq. (Cl) can be rewritten as

(C4)

(C5)

(C6)

S[co]=tti coth y" [co],coA

2
(CS)

where y" [co] is the imaginary part of y[co]. For the
Fourier transforms of M(t) and M'(t), which are denoted
by M [co] and M'[ oc], the fluctuation-dissipation theorem
assumes the form

b, M[co]=A,cocoth
co%

2
M'[co] . (C9)

This result can be obtained from the cummulant expan-
sion method [5]. At high temperatures, fiPco«1, we
have b, =2k, /PA' and M(t)=M'(t).

where we put and 6 =2AMcooS (0) /A.
As is well known, the antisymmetrized correlation

function is related to the symmetrized function by the
Auctuation-dissipation theorem. If we denote the Fourier
transform of S(t) and g(t) by S [co] and y[co], we have
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