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The predicted implosion performance of deuterium-tritium fuel capsules in indirect-drive inertial confinement
fusion experiments relies on precise calculations of the x-ray drive in laser-heated cavities (hohlraums). This
requires accurate, spectrally dependent simulations of laser to x-ray conversion efficiencies and x-ray absorption
losses to the hohlraum wall. A set of National Ignition Facility experiments have identified a cause for the long-
standing hohlraum “drive deficit” as the overprediction of gold emission at ∼2.5 keV in nonlocal thermodynamic
equilibrium coronal plasma regions within the hohlraum. Reducing the emission and absorption opacity in this
spectral region by ∼20% brings simulations into agreement with measured x-ray fluxes and spectra.

DOI: 10.1103/PhysRevE.110.L013201

In indirect-drive inertial confinement fusion (ICF) ex-
periments at the National Ignition Facility (NIF) that have
achieved ignition with gain greater than 1 [1–3], advances in
predictive capability of radiation-hydrodynamic codes [3,4]
have played a critical role. The hohlraum size, wall material,
gas fill, and laser power profile are chosen to provide an opti-
mum time-dependent and spatially symmetric x-ray radiation
drive. Despite these advances, simulations currently require
“ … artificial multipliers (less than unity) on the input laser
power to the integrated simulations to match the measured
in-flight symmetry, in-flight capsule velocity, and shock ve-
locities along two lines of sight (pole and equator)” [3], and
to match the timing of peak fusion energy production. Using
drive multipliers implies simulations do not account for all
input laser energy (“drive deficits”), which is measured to
∼2% accuracy [5]. This decade-long puzzle [4] affects ICF
and other high-energy-density experiments [6,7].

Current laser power multipliers can reduce x-ray drive
to match experiment, but they also reduce incident laser
intensity, hampering accurate crossbeam energy transfer cal-
culations [8] thereby compromising predictions of implosion
shape. These power multipliers are believed to compensate
for other inaccuracies in models affecting radiation drive
and/or capsule response. Various explored hypotheses include
laser decoupling due to specular reflection [9–11], wall-
ablator or wall-gas mix [12], and wall properties [13,14].
Previously observed inaccuracies in modeling closure of
the laser-entrance-hole (LEH) [15] have been resolved in
more recent simulations that better describe LEH geometry
[16,17]. To date, no hypothesis has definitively explained
drive deficits.

Here we report a series of hohlraum science experiments
aiming to isolate this problem, using specialized targets to
examine radiation drive from the hohlraum wall and deter-
mine if x-ray emission is overpredicted. Recent upgrades to
the x-ray emission diagnostic Dante [18] enabled these ex-
periments, with measurement uncertainties reduced to 5% in

absolute total x-ray flux and incorporating a multilayer-mirror
channel [19] for absolute flux between 2 and 4 keV with
9% accuracy [20]. Separately, in the “gold bubble” plasma
produced where the outer laser beams heat the hohlraum,
the electron temperature (Te) is monitored using Mn or Zn
dopants [21,22]. The simultaneous collection of multiple mea-
surements significantly constrains possible causes of drive
deficits. The specialized targets (ViewFactor) [23] were first
developed to study laser coupling in 0.96–1.6 mg/cc helium-
filled hohlraums with “low foot” [24–26] and “high foot”
[27–29] drives. ViewFactor targets are gold hohlraums with
the upper 1/3 removed, providing an open end supplying un-
obscured views of the full extent of the interior wall (Fig. 1).
In this work, ViewFactor targets enable examination of ra-
diation drive for two current ICF designs, Hybrid E (HyE)
[30–33] and SQN [34–39] which both use different helium
fills (0.3 mg/cc), higher power, and shorter pulse shapes than
previous ViewFactor experiments [23].

To give intuition into the x-ray energy production from the
hohlraum wall, we describe the physics processes responsible
for the partition of energy within the hohlraum. The incident
laser power is converted into x rays with a conversion effi-
ciency that depends on complicated processes such as inverse
bremsstrahlung absorption, heat transport, laser-plasma inter-
actions that can reflect a portion of the incident energy, and
the x-ray emissivity in the conversion region. The x rays sub-
sequently drive a radiation heat wave into the cooler, denser
wall where most of the incident flux is reflected but some is
absorbed. It has been shown that the wall loss depends on the
heat capacity, absorption opacity, and radiation temperature
[40,41]. Because the wall losses scale as the square root
of the heat capacity, an underestimate in the heat capacity
could decrease the total x-ray flux but would only slightly
alter its spectral composition. An overestimate in the absorbed
laser power would overestimate x-ray production in approxi-
mately a linear fashion. On the other hand, an overestimate in
opacity and hence emissivity would both overestimate x-ray
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FIG. 1. Diagrams for the ViewFactor targets, diagnostics, and corresponding Dante views. (a) Target with LEH-end down where the LEH,
dopant patch, and laser beams are labeled. The capsule is made of a CH shell (see main text for details). For this target, the NXS views the
target through LEH while Dante and GLEH view the target from the open end. (b) The view of the Dante from the LEH end and the Trad map
(c) inside the target within Dante’s line of sight. The dark lines in the map indicate the material boundary in the simulation. (d) Target with
open end down, and the view angle of the three main diagnostics. (e) The Dante view of target from the open end where the hotter bubble
region is less dominant, as in the Trad map (f).

conversion efficiency and underestimate wall loss. Further,
because the opacity is a function of photon energy, it can
also be used to explain a discrepancy between measured and
simulated spectral composition of the x-ray flux [18].

The results reported here show that simulations (using the
2D radiation-hydrodynamics code LASNEX [42]) overpredict
the total radiation drive, and more significantly the >1.8 keV
(“M band”) radiation. Using an opacity multiplier on
M-band emissivity in the nonlocal thermodynamic equilib-
rium (NLTE) region results in much-improved agreement for
both radiation drive and gold bubble temperatures inferred
from K-shell spectroscopy of Mn or Zn dopants. Therefore,
inaccuracies in atomic modeling of the NLTE gold plasma
appear to account for most of the drive deficits between mea-
sured and simulated hohlraum x-ray flux.

Each gold target for the six ViewFactor experiments con-
sisted of half of a subscale ignition hohlraum plus a 2-mm
cylindrical extension without an LEH endcap (Fig. 1). Five
shots used targets of 5.75 mm diameter, 7.07 mm length, and
3.37 mm LEH diameter; the sixth (N231026) was 5.4 mm
diameter, 7.0 mm length, and 3.45 mm LEH diameter. Laser
pulses are plotted in Fig. 2. The 5.75-mm-diameter targets
were shot using HyE or extended HyE pulse shapes (SQN-
like) with a more gradual rise (time extended ∼1.5 ns).
The 5.4-mm-diameter target used the exact SQN pulse shape
[34] from shot N230201-001. Rather than ignition capsules,
2-mm-diameter, 25-µm-thick plastic shells were used, with
holes so that the interior fill matches the hohlraum. Rapid

shell ablation enables unobscured wall views through the open
end, while approximating the plasma conditions of full HyE
or SQN hohlraums. The hohlraum is cooled to 32 K before
the experiment. A band of 200-nm Au comixed with either
Mn or Zn was placed in the hohlraum wall at the outer beam
location. Figures 1(a) and 1(d) depict the “LEH-end” down
and “open-end” down configurations, respectively. A pair of
these configurations were shot using each laser pulse shape.
For LEH-end down experiments, the target was driven using
the NIF lower inner (23° and 30° polar angle, 32 beams) and
outer (44° and 50°, 64 beams) beam cones, and the upper
inner beam cone (150° and 157°, 32 beams), for a total of
128 beams [Fig. 1(a)]. The open-end down experiments used
the mirror-image beam configuration: upper inner and outer
cones, and the lower inner cone [Fig. 1(d)].

The primary diagnostic measures absolute x-ray flux using
Dante, a time-resolved 18-channel filtered diode array soft
x-ray spectrometer [18]. Dante views into the bottom of each
target from 37.4° off the hohlraum axis. One channel (num-
ber 2) uses a multilayer-mirror [20] to record the absolute
flux between 2 and 4 keV, which comprises over 90% of
the >1.8 keV M-band flux in a typical ICF experiment. The
second key diagnostic is the NIF x-ray spectrometer (NXS)
[43] viewing the target from the pole [Fig. 1(d)] to mea-
sure both time-resolved and time-integrated K-shell dopant
emission from the gold bubble. The gated LEH diagnostic
(GLEH) [44], an x-ray pinhole array imaging onto a ns-gated
hCMOS sensor [45], measured LEH closure by viewing into
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FIG. 2. Overview of the radiation flux measurement and simulation from six shots. The top row all had target with LEH end down [inset
in (a)], and the bottom open end down [inset in (d)]. For each shot, the Dante total flux (upper grey trace) and >1.8-keV flux (lower grey trace)
with linewidth as the uncertainty are plotted with the LHT simulations (total flux in red line, M-band flux in blue line); the laser pulse shape is
plotted (cyan, dash line, right axis). Inset in (e): the fraction of M band over the total Dante flux; and inset in (f): an enlarged peak region of
the M-band data and results from two models (LHT and LHT + KM).

the bottom of each target from 18° off the hohlraum axis
[Fig. 1(d)].

Dante’s location is fixed, but changing target orientation
from “LEH down” to “LEH up” gives it a different view of
the hohlraum interior. Viewing through the LEH [Fig. 1(b)],
Dante’s line of sight is limited to a smaller region dominated
by outer beam-driven gold bubble [Fig. 1(c)]. But when Dante
views through the open-end [Fig. 1(d)], its view [Fig. 1(e)] in-
cludes the entire hohlraum wall length [Fig. 1(f)] illuminated
by inner and outer beams, but only a fraction of the bubble
plasma region. These features unique to ViewFactor targets
allow us to isolate the region responsible for drive deficits.

High quality Dante total and M-band (>1.8 keV) flux time
histories were recorded (Fig. 2) with ∼280-eV peak radiation
temperature (Trad) using either HyE, SQN-like, or SQN laser
pulse shapes. In Fig. 2 the top (bottom) row show LEH-end
down (open-end down) data with ∼15 TW/sr (∼35 TW/sr)
peak total flux. The two target orientations yield different
flux amplitudes since, for open-end down, Dante sees a much
larger, but cooler area than for LEH-end down. In addition,
the ratio of M band to total radiation flux is higher when
Dante measures through LEH end versus open end. This is
illustrated in the inset of Fig. 2(e) for two shots that had the
same SQN-like pulse shape with comparable laser power.

For each shot, the predicted flux is simulated using the
baseline LASNEX Hohlraum Template (LHT) model [11,46],
which models heat transport using a flux limiter f = 0.15
[10,47,48]. Local thermodynamic equilibrium (LTE) opacity
models are used for temperatures below 300 eV, and NLTE
DCA models [49,50] for higher temperatures. Overall, the
simulated total radiation flux shows closer agreement with
data with a Dante view through open end (<10%) than
a Dante view through LEH end (>10%). The discrepancy
for the M band is larger (30–50%). Table I presents ra-
tios of peak total and M-band flux between simulation and
measurement.

Errors in simulated LEH closure are unlikely to explain
this discrepancy, although inaccuracies in LEH closure mod-
eling were earlier found responsible for some overprediction
of the radiation drive [15]. Modeling improvements have
since resulted in matching direct measurements of LEH size
for a shot series using 0.3 mg/cc 4He-filled hohlraums [16].
Further, LEH closure was measured directly in the ex-
periments reported here, and simulations agree with these
measurements for all models [Fig. 3(d)].

To match simulations to the M-band flux measurement
(Table I), we employ an opacity multiplier for gold M band
(photon energy >1.8 keV) radiation, as illustrated in the inset
plot of Fig. 2(f) for one experiment (N231026). This choice is
made because flux scales more strongly with opacity than heat
capacity, and because of greater modeling uncertainty for gold
M-band emissivity. The simulated radiative emission in this
spectral region is predominantly produced by hot, low-density
NLTE gold bubble plasma. The complex collisional-radiative
calculations used in NLTE modeling of high-Z elements re-
quire accurate representation of multiple atomic processes

TABLE I. Summary of experiments (column 1), target orienta-
tion and laser pulse shape (column 2), peak total flux ratio (R0

peak)
between measurement and baseline simulation (column 3), M-band
flux ratio (R0

M ) (column 4), required M-band multiplier (kM) to match
the M-band flux (column 5), and resulting peak total flux ratio (R1

peak)
(column 6).

Expt. Target/laser R0
peak R0

M kM R1
peak

N230502 LEH down/HyE 0.86 0.64 0.80 0.95
N231024 LEH down/HyE 0.85 0.65 0.81 0.95
N230608 LEH down/SQN-like 0.84 0.63 0.78 0.93
N221017 LEH up/HyE 0.94 0.76 0.88 0.99
N220620 LEH up/SQN-like 1.06 0.91 0.96 1.06
N231026 LEH up/SQN 1.05 0.87 0.90 1.06
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FIG. 3. The simulation results from four LASNEX models [1-LHT, 2-(LHT + KM), 3-(LHT + MHD) and 4-(LHT + MHD + KM)] are
compared to measurement for N231024: (a) Dante total flux; (b) Dante M band; (c) dopant Mn K-shell line ratio with the inset showing the
total spectrum and spectra for four times. The lines are labeled. (d) LEH diameter vs time from GLEH.

[51] and are believed to be less accurate than LTE models
used to simulate thermal radiation [52]. Recent comparisons
of NLTE calculations at similar densities and temperatures
(with no radiation field) demonstrate large variations in
M-band emission between different atomic models [53].

The use of a multiplier, κM , on the M band opacities mostly
changes the emission in the bubble region, which is dom-
inated by hotter NLTE plasmas relative to the cooler waist
region (Fig. 1). For LEH-end down experiments, simulations
using κM ∼ 0.80 could match measured Dante M-band flux
and also improve the total flux comparison (Table I); when
using κM , most of the simulated total Dante flux reduction
arises from the M-band flux reduction. For experiments when
the Dante view is through the open end, a κM closer to 1.0,
∼0.9–0.95, is needed to bring simulation into agreement with
the data (Table I, last three rows). The difference in required

κM reflects the plasma conditions in the emitting region vis-
ible to Dante (Fig. 1), with hotter plasma requiring more
adjustment (lower κM). The required κM appears to scale
with the measured-vs-simulated flux ratio (R0

M, column 4 in
Table I) as κM ∼ sqrt(R0

M ).
These comparisons were extended using simulations in-

cluding an MHD (Magneto-Hydro-Dynamic) model [54,55]
with and without opacity multipliers. In simulations, the MHD
model affects neither the total nor M-band flux, consistent
with prior work [56]. Figures 3(a) and 3(b) show N231024
[Fig. 2(c)] as an example: both models (blue and black traces)
overpredict the radiation flux by about 18%. Only simulations
with an opacity multiplier (red and green traces) could match
the flux measurements within the error (required κM ∼ 0.8).
However, including MHD in the baseline LHT model with
and without the opacity multiplier has significant effects on
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gold bubble plasma electron temperatures (up to 1 keV). This
temperature increase occurs because self-generated azimuthal
magnetic fields inhibit heat transport within the bubble [56].
In both models, opacity multipliers below unity also raise the
temperature by reducing emitted radiation. Consequently, the
electron temperature sensitive K-shell dopant (Mn) Lyα/Heα
line ratio [Fig. 3(c)] can be used [21,22] to discriminate be-
tween these models.

The time-resolved Mn x-ray spectra were recorded us-
ing NXS viewing from above the target [Fig. 1(d)]. The
spectral energy coverage, 5.5–7.5 keV, encompassed the
He-like and H-like Mn spectral lines [Fig. 3(c), inset].
The line ratio of Lyα (1s − 2p, 2S1/2 − 2P3/2,1/2) and Heα
(1s2 − 1s2p, 1S0 − 1P1, 3P1) transitions is temperature sen-
sitive as H-like ion populations, therefore Lyα intensity,
increase at higher temperature. Figure 3(c) shows measured
and simulated line ratios versus time. In this comparison,
the Heα complex flux includes contributions from unresolved
Li-like satellite lines due to limited spectral resolution
(∼50 eV). During the laser power rise, the LHT model with
kM = 0.8 follows the measurement, while at the peak, the best
fit comes from the LHT + MHD model with kM = 0.8. The
latter has peak mass-weighted Te ∼ 4.7 keV, versus ∼3.8 keV
for the baseline LHT model (with kM = 1). Thus, these mod-
els show that an opacity multiplier combined with an MHD
prescription later in time can match both the x-ray flux mea-
surements and temperature measurements within the bubble.

Finally, Fig. 3(d) shows that all four models give similar
fits to LEH closure measurements from GLEH, indicating the
LEH closure is insensitive to the variations of the model. The
agreement between the data and simulation is good at the peak
laser power. There is a discrepancy in the LEH diameter of
less than 2% at the early time when the radiation flux is low,
and at late time when the laser is off. This comparison shows
that LEH closure is an unlikely cause for the radiation flux
discrepancies discussed here.

To verify this model, we have applied it to a separate set
of NIF experiments where hohlraum targets started simple
(with a large LEH but without an LEH membrane, gas fill, or
capsule) and then incrementally added complexity, stepping
towards an ignitionlike target. Similarly, the laser pulse was
varied from a simple square pulse to a three-shock pulse.
The simulated M-band flux was similarly 40–60% above the
measurement. Using an opacity multiplier of 0.87, both the
simulated peak Dante and M-band fluxes agree within mea-
surement error. Furthermore, when applying this to the final
integrated shot, the time of peak neutron production (bang

time) is shifted later by ∼200 ps, bringing simulated bang
time within 110 ps of measurement. This much improved
agreement with both radiation drive and capsule bang time
indicates that the model is robust and applicable to additional
types of targets.

It is not too surprising that M-band radiation is not
simulated accurately causing the overprediction of total radi-
ation flux. Comparisons among multiple models of calculated
plasma ionization and emissivity for high-Z elements, un-
der conditions comparable to the hohlraum gold bubbles,
consistently exhibit large variations [56]. Identifying and
measuring these discrepancies in M-band radiation provides
guidance for improving NLTE models used in simulations.
The most critical and least certain atomic model parameters
for ionization balance are the autoionization rates [51,57].
For a given charge state distribution, line emission depends
strongly upon collisional excitation rates; measurements of
selected transitions responsible for gold M-band radiation in-
dicate significant overpredictions of those cross sections [58].
While simulations using modified rates can serve to identify
computational sensitivities, focused experiments [59] should
experimentally constrain updated NLTE models.

Separately, although we saw improvement using this model
for an integrated implosion experiment, more study is needed
to quantify the effects of this model on the capsule shock tim-
ing and compression trajectory for broader ICF experiments.
Capsule implosion data should further constrain hypotheses
for remaining disagreements between simulations and mea-
surements, such as the capsule material equation-of-state,
opacity etc.

In conclusion, a set of experiments using ViewFactor
targets have revealed that the inaccuracy in the emission cal-
culation for the gold M band is likely responsible for much,
if not all, of the long-standing “drive deficits” for hohlraum
simulations used for indirect drive ICF experiments. The com-
mon hohlraum model with MHD and ∼20% reduction in
M-band opacity can bring the simulations into agreement with
two independent measurements: the absolute radiation flux
measurements (both total and M band) and hohlraum wall
dopant spectroscopic line ratios. Such a model is applicable
to other experiments that use high-Z hohlraums as drivers for
various high-energy-density experiments.

We are thankful for the useful discussions with Dr. E.
Marley and Dr. R. Heeter. This work was performed under the
auspices of the U.S. Department of Energy by LLNS, LLC,
under Contract No. DE-AC52-07NA27344.
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