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Laser-driven electron source suitable for single-shot Gy-scale irradiation
of biological cells at dose rates exceeding 1010 Gy/s
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We report on the first systematic characterization of a tuneable laser-driven electron source capable of
delivering Gy-scale doses in a duration of 10–20 ps in a single irradiation, thus reaching unprecedented dose
rates in the range of 1010–1012 Gy/s. Detailed characterization of the source indicates, in agreement with Monte
Carlo simulations, dose delivery over cm-scale areas with a high degree of spatial uniformity. The results reported
here confirm that a laser-driven source of this kind can be used for systematic studies of the response of biological
cells to picosecond-scale radiation at ultrahigh dose rates.
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I. INTRODUCTION

High dose-rate delivery of radiation to biological cells has
been gathering significant attention from the research commu-
nity with preliminary indications that this technique, generally
referred to as FLASH radiotheprapy [1], might reduce normal
tissue toxicity while maintaining tumor control. Empirical
evidence using electrons [2,3], protons [4], and photons [5]
suggests that the sparing of healthy tissue might be linked
to radiation-induced oxygen depletion. This sparing effect,
relative to cancerous cells, is thought to be linked to the
central role played by oxygen in fixating DNA damage and
the typically hypoxic environment of cancerous cells [4,6].
However, this theory has been recently questioned [7], further
highlighting the need to further understand dose-rate effects
before a possible clinical implementation.

While FLASH irradiation delivery usually involves dose
rates in the range of 10s to 100s of Gy/s, an alternative
avenue of research has been identified in monitoring the ef-
fect of further increasing the dose rate (�100 Gy/s ) to test
possible theories for this sparing effect and identify possible
dose rates at which these effects might be triggered or reach
saturation. High-power lasers are ideal tools to study this area
of radiobiology since they can now provide radiation sources
with unique characteristics, including intrinsic pulse durations
ranging from nanoseconds down to tens of femtoseconds (see,
e.g., Refs. [8–16]).

Proof-of-principle applications of laser-driven sources to
radiobiological studies have been reported using both high
(i.e., protons and ions) [13–16] and low (i.e., electrons and
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photons) [8–12] linear-energy-transfer (LET) particles. How-
ever, these experimental studies are still scarce, mainly due
to the experimental difficulty in delivering reproducible Gy-
scale irradiations with an ultrashort duration. To the best of
our knowledge, irradiation using laser-driven sources has ei-
ther been performed as a single-shot Gy-scale irradiation at
the nanosecond level [13,15,17–19], or as fractionated de-
livery with single bursts at picosecond or femtosecond level
[8,9,11,20] (see Fig. 1). Thus far, no statistically significant
deviations in biological endpoints from irradiations at conven-
tional dose rates have been observed. This can be understood
by considering that fractionated deliveries, while comprising
ultrashort bursts, can still only reach Gy-scale doses over
minutes, resulting in average dose rates comparable to that of
conventional irradiations (Gy/min).

Here, we present an experimental study demonstrating
the possibility of delivering single-shot Gy-scale doses over
cm-scale areas and with a duration of 10–20 ps, reaching
unprecedented dose rates that can be tuned in the range 1010–
1012 Gy/s (see Fig. 1). This has been achieved by using
MeV-scale electron beams generated during the interaction
of a relativistically intense laser pulse with a solid target.
The dose properties were monitored, on-shot, with calibrated
EBT3 radiochromic films and scintillator screens. These re-
sults, supported also by pilot irradiation of biological cells
[21], confirm that an electron source of this kind is suited
to perform radiobiological studies of cellular response to
picosecond-scale radiation in a new regime of ultrahigh dose
rates.

II. EXPERIMENTAL SETUP

The experiment (sketched in Fig. 2) was performed using
the TARANIS laser facility at Queen’s University Belfast
[22]. TARANIS is a hybrid Ti:Sapphire - Nd:Glass laser sys-
tem, delivering (7.8 ± 0.3) J in (0.8 ± 0.1) ps at a central
wavelength of λ =1.053 µm. The laser was focused using
a F/3 off-axis parabola (OAP), down to a focal spot with
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FIG. 1. Single-shot dose and irradiation times accessed in this
study (green rectangle) compared with representative experimental
work reported in the literature for electron and photon irradiations
(orange dots). Dose-rates isocurves are shown for comparison (green
dashed lines). Data obtained from Refs. [8,9,17–20].

FWHM of wx = (5.2 ± 0.1) µm and wy = (6.5 ± 0.1) µm.
The resultant peak intensity of the laser pulse on target was
I = (1.7 ± 0.3) ×1019 W/cm2. While the focal spot could
only be measured at low power, independent measurements
on TARANIS indicate that these measurements are represen-
tative of the high-power focal spot, with typical deviations
in area of the order of 5–10%. The laser was incident onto
a 50 µm Tantalum foil at an angle of incidence of 30◦. The
slightly elliptical shape of the laser focal spot shown in Fig. 2
is due to the non-normal incidence on target.

The electron beam properties were measured using a set
up as in Fig. 2. After the solid target, a magnetic spectrometer
was set up along the target normal axis. A 3 mm thick lead slit
(25 mm wide) was placed 20 cm from the rear of the target,

directly followed by a 30 mm, 50mT dipole magnet. Mapping
of the magnetic field distribution inside the dipole showed
a super-Gaussian (index=4) magnetic field with σ=18 mm
and peak magnetic field Bmax = 51 mT. This magnetic field
distribution has been used for particle tracking, to extract the
particles’ spectrum. The deflected particles where detected
using an image plate (IP), a LANEX scintillator screen or
both, mounted vertically 19 cm from the rear of the magnet
(see Fig. 2). To measure the properties of the dose delivered
by the electron beam, the magnet was removed from the
electron beam path and a set of radiochromic films (RCFs)
and LANEX scintillator screens were placed on axis behind
a 20 mm aluminium window, at a variable distance from the
tantalum target.

III. ELECTRON BEAM CHARACTERISTICS

When an intense laser is incident on a solid target, the
rising edge of the pulse causes ionization at the target surface,
generating an overdense plasma. The peak intensity of the
laser thus interacts with an overdense plasma rather than an
unionized solid. For the intensities of interest here, the main
laser absorption mechanism is �J × �B heating [23], resulting
in electron acceleration into the target. This generates a pop-
ulation of superthermal electrons with a Maxwellian energy
distribution with a characteristic temperature that can be esti-
mated as [24]

Thot = 511[KeV]

⎡
⎣

√
1 + Iλ2

1.34 × 1018[W/cm2µm2]
− 1

⎤
⎦,

(1)

where I is the laser intensity in W/cm2 and λ is the laser wave-
length in micron. For an intensity of (1.7 ± 0.3) ×1019 W/cm2

and a laser wavelength of 1.053 µm, the resultant hot electron
temperature can be estimated as (1.5 ± 0.2) MeV . Approx-
imately f ≈ 10% of the laser energy is transferred to the

FIG. 2. Top-view sketch of the experimental set up. The inset shows the laser focal spot measured at the focal plane.
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FIG. 3. (a) Measured electron spectra: the black solid line indicates the average spectrum over four consecutive shots with standard
deviation shown as a gray band. The red (dashed) line shows a Maxwell-Boltzmann fit of the data. (b) Spatial distribution of the dose deposited
by the electron beams onto RCFs placed at different distances from the target: 1.5 cm (b1), 2 cm (b2), 2.5 cm (b3), and 3 cm (b4). Note the
different colorscale for frames (b1)–(b4).

electrons [23], indicating up to ≈1012 electrons per bunch.
The pulse duration of these electron bunches at source is of
the order of 1.3 times the laser pulse duration [25] (i.e., � 1
ps) and the cone full-angle emission is expected to be of the
order of 30◦ [26].

The electron spectrum obtained in the experiment was well
approximated by a Maxwell-Boltzmann distribution, with a
characteristic temperature of 1.6 ± 0.2 MeV [Fig. 3(a)]. The
total number of electrons measured above 1 MeV was 1.4 ×
107, in a 1.8 × 10−5 steradian cone, as determined by the
lead aperture. To measure the electron beam divergence, an
array of RCFs were placed at incremental distances from the
rear of the target surface [see Fig. 3(b)] and a Gaussian fit
was applied to the signal measured in each RCF layer and
the standard deviation of the fit recorded in both the x and y
direction. The emission angle was thus measured to be (26.4
± 3.7)◦ and (28.0 ± 3.3)◦ in the x and y direction, respectively.
Therefore, the total number of electrons with energy larger
than 0.1 MeV emitted from the rear side of the target is
estimated as ≈1.7 × 1011. All these experimental values are
consistent with the estimates discussed above.

The electron beam characteristics were found to be rela-
tively stable on a series of different shots [see, for instance, a
comparison between single-shot spectra and their average in
Fig. 3(a)] with a typical shot-to-shot fluctuation in the electron
temperature of <10%.

IV. DETECTOR CALIBRATION

For this study, laminated EBT3 radiochromic films were
selected due to the recommended dose range (0.2–10 Gy)
[27]. While RCFs are commonly used for dosimetric pur-
poses, it is well known that their response might vary slightly
from batch to batch. To confirm the EBT3 dose response
in this study, a calibration was then first performed using a
225 kVp x-ray source located at PGJCCR at Queens Univer-
sity Belfast, delivering x-ray pulses at a constant dose rate
of 0.49 Gy/min. The calibration was performed in a dose
range of 0.35–8 Gy, with multiple films irradiated at each
dose. Each individual RCF can have a different nonirradiated
background signal count, so this was measured before each

irradiation to allow for accurate dose reconstruction. The dose
is reconstructed from the net change in optical density:

ODnet = log10(I/I0), (2)

where I and I0 are the pixel values for the exposed and un-
exposed films, respectively. The net OD is then compared to
the known dose deposited from the x-ray calibration and a fit
performed. It was found that the dose response in this range is
almost linear and can be more accurately reconstructed by the
following fit:

Dose = a × (ODnet/(b − ODnet ))
1/c, (3)

where a, b, and c are fitting parameters.
The measured net OD in each RBG channel for a known

x-ray dose is shown in Fig. 4(a), with the above fit shown
as solid lines. The sensitivity of each channel is shown in
Fig. 4(b), while the reconstructed dose as a function of the
dose delivered by the irradiator is shown in Fig. 4(c), showing
close agreement (gradient in the fit: m = 1.00 ± 0.02). The
error bars on the net OD are a combination of the standard
deviation across the central 20.3 × 20.3 mm region for both
the nonirradiated film and the irradiated film. Possible causes
for this standard deviation are imperfections in the active layer
of the RCF or dust specs on the scanner and RCF film. This
uncertainty has been included in the analysis presented in this
article. It is important to note that it is rather customary to use
an averaged value to estimate the nonirradiated I0. However,
this might be inaccurate; for example, we found that in the
red channel, the nonirradiated I0 (averaged over the central
region) varied from 40 775 to 41 568 between films, resulting
in a dose error of ±0.12 Gy . Therefore, for most accurate
dose reconstruction, each single RCF should be scanned pre
and postirradiation.

V. DOSE AND DOSE-RATE MEASUREMENTS

RCFs were placed in front of the sample to be irra-
diated for dosimetry in two configurations: fixed distance
of 55 mm and without a lead collimator, and at variable
distances and with a lead collimator. The two irradiation con-
ditions were chosen to best accommodate the requirements for
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FIG. 4. (a) Net optical density response from a range of x-ray doses in each channel: red (dashed), green (dashed dot), and blue (solid).
(b) Sensitivity of each channel as a function of dose deposited. (c) Dose reconstructed from a weighted fit over the three channels versus the
delivered dose (black, circles), with a linear fit shown in red (dashed).

clonogenic assays and foci formation studies. In the former, it
is desirable to deliver tuneable and multi-Gy doses in order
to study dose-dependent cell survival in biological samples.
In our configuration, and considering the broad divergence
of the electron beam, the dose deposited can be modified
by varying the distance between the source and the sample.
In the latter, one would instead prefer a uniform dose in
the range of 1–2 Gy that, in our configuration is attained
at a distance of the order of 55 mm. Figures 5(b)–5(e)
shows four examples of RCF raw data at a fixed distance of
55 mm, with 5(a) showing the vertical and horizontal nor-
malized lineouts, which are well approximated by Gaussian
distributions. To measure the uniformity of the dose, the coef-
ficient of variation (CoV, defined as standard deviation divided
by the mean) was extracted to provide a relative variation
across the central 1 × 1 cm2 region. For the results shown
in Figs. 5(b)–5(e), the CoV was measured as 3.8, 6.2, 3.8,
and 3.4 %, respectively. This area is more than sufficient to
irradiate a large number of cells (>1×106), with uniformity
in line with other laser-driven radiobiological studies (see, for
instance, [9,28]).

To assess the feasibility of performing cell survival studies,
the source to sample distance was varied to control the dose
delivered to the cell samples. For the four examples shown in
Figs. 5(g)–5(j), the CoV in the central 1 × 1 cm2 region was
found to be 8.2, 7.3, 9.8, and 7.1 %, respectively. Normalized
lineouts are shown in Fig. 5(f), highlighting the presence of
the lead aperture causing the dose to fall to zero at the edges.
For a distance of 30 mm from the solid target, a maximum
dose in excess of 5 Gy was recorded, which progressively
decreased down to < 1 Gy at 110 mm from the solid tar-
get, while maintaining good spatial uniformity. Shot-to-shot
fluctuations can be seen in Figs. 5(b)–5(e) due to fluctuations
in laser energy and focal position. However, the capability
of delivering multi-Gy doses in a single shot, in conjunction
with the on-shot monitoring of the dose deposited, makes the
applicability of this source robust to any shot-to-shot variation
in the electron beam characteristics.

The dose-depth profile was experimentally tested by irra-
diating a stack of RCF and lead filters. The stack was placed
behind an aluminium window and was made of five RCFs
followed by three units each comprising a 25 µm lead foil and

FIG. 5. Top row: (a) Normalized lineouts of the dose profile from (b)–(e) for the vertical (red, dashed) and horizontal directions (black).
(b)–(e) Example RCF raw data without lead collimator, at a fixed distance of 55 mm from the solid target. Bottom row: (f) Normalized lineouts
of the dose profiles from (g)–(j). (g)–(j) Example RCF raw data as a function of distance from the solid target and with the lead collimator in
place. The distance from the target for (g)–(j) was 30, 45, 75, and 110 mm, respectively. Note the different colorscale for frames in (b)–(e) and
in (g)–(j).
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FIG. 6. (a) Dose reconstruction on a RCF stack (black solid line) and simulation results for a 1.6 MeV spectrum in the same set up (dashed
red line). Connecting lines are provided only as a guide for the eye. (b) Example of a lineout of the typical dose deposited in an RCF layer
(solid black line) and corresponding simulation result (dashed red line). (c) Mean dose measured as a function of distance from the target
(black dots and lower x-axis scale) and simulated 1/e2 duration of irradiation (black dots and upper x-axis scale) compared with simulation
results (dashed red line). Error bars represent the standard deviation between a minimum of four shots for each data point. (d) Resulting dose
rate as a function of distance from the target. The black line is provided only as a guide for the eye.

an RCF. The dose recorded by the stack is shown in Fig. 6(a).
Due to its relatively low energy, the electron beam presents
a structured dose-depth profile, which rapidly decreases as a
function of depth in the stack.

Both the transverse and dose-depth profiles were simulated
using the TOPAS Monte Carlo code (Geant4 based) [29–31].
The electrons were modeled with a Maxwell-Boltzmann en-
ergy distribution with a temperature of 1.6 MeV and low
energy cutoff of 0.1 MeV. The source size and divergence
were simulated to be 6 µm FWHM and 28◦, respectively.
These properties are taken from the experimental measure-
ments of the electron beam properties [see Figs. 3(b) and
3(c)]. Both the measured depth-dose profile [Fig. 6(a)] and
the transverse distribution [Fig. 6(b)] of the dose are well
reproduced by the simulations.

The peak dose deposited 55 mm from the source was 2.4
± 0.6 Gy . The experimental mean dose was compared to the
dose obtained from simulations, revealing that a total of 2 ×
1011 electrons deposited the dose in a 0.84 str cone. This de-
position is consistent with the number of electrons (1.7×1011)
recorded by the image plate during the experiment.

Figure 6(c) shows the mean dose deposited at the four
different positions. As stated before, the divergence of the

electron beam implies that progressively lower doses are
deposited further away from the target, with a trend that is
well reproduced by a 1/r2 dependence on distance r, ranging
from 5.9±1.7 Gy at 30 mm down to 0.6±0.2 Gy at 110 mm .
The measured dose is in good agreement with the simulation
results.

The electron beam has a duration at source of the order
of 1 ps (i.e., approximately 1.3 times the laser pulse duration
[25]). However, the relatively low energy and broad spectrum
of the beam implies that, during propagation, time-of-flight
effects are non-negligible, and the beam duration increases
over distance. Simulation results indicate that the electron
beam (containing electrons with an energy above 0.1 MeV)
has a 1/e2 duration of approximately 11 ps 30 mm away from
the target, which further increases to approximately 20 ps at
120 mm [see Fig. 6(c)]. As such, the dose rate at different dis-
tances from the target is between 3 × 1010 and 6 × 1011 Gy/s
[see Fig. 6(d)].

It must be noted that other sources of dose could be
generated during a laser-plasma interaction of this kind. For
example, it is well known that laser-solid interactions, like the
one described here, can generate bunches of energetic protons
from the rear surface via target normal sheath acceleration
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[32]. In similar experimental conditions, a maximum proton
energy of �10 MeV has been obtained using the TARANIS
laser (See Ref. [22] for results and [25] for scaling laws). Such
proton beams are completely stopped ≈ 6 mm into the 20 mm
aluminium window, thus depositing no dose on the RCFs.

Another potential contribution to the dose deposited at
the cell plane arises from the bremsstrahlung x-rays emitted
from the tantalum target. Monte Carlo simulations show that
the electrons propagating through the 50 µm tantalum target
generate a bremsstrahlung photon beam with a characteristic
energy of ≈60 keV, together with an additional photon popu-
lation generated during the propagation of the electron beam
through the aluminium window. TOPAS simulations indicate
a total dose deposited by x-rays of the order of 2×10−13 Gy
per primary electron, to be compared with 4×10−11 Gy de-
posited by each primary electron. While this value is given
as an example for a distance of 30 mm, simulations indicate
that it is virtually constant for all the other distances reported
in this study. The x-ray contribution to the dose deposited
thus accounts for <1% of the total dose, and can thus be
neglected.

Furthermore, it must be noted that preliminary experi-
mental parametric scans of the electron beam properties as
a function of target thickness indicates that a 25 µm thick
tantalum target induces a fivefold increase in electron number,
when compared to the 50 µm reported here, while maintaining
a similar spectral shape and temperature. This indicates that
doses exceeding 8 Gy in a single shot could potentially be
achieved„ enabling dose ranges of interest to assess potential
FLASH-like effects at these ultrahigh dose rates. Further de-
creasing the target thickness induces a reduction in electron
number, possibly due to the nonideal temporal contrast of
the laser.

VI. CONCLUSIONS

We have presented a systematic study of the properties of
the dose delivered by MeV-scale electron populations gener-
ated during the interaction of a relativistically intense laser
pulse with a solid target. Experimental results, in good agree-
ment with Monte Carlo simulations, indicate that maximum
doses in excess of 5 Gy can be delivered in a single shot
over cm-scale areas and with a good degree of spatial unifor-
mity (coefficient of variation consistently below 10%). Due
to the large divergence of the electron beam population, it is
possible to seamlessly control the dose delivered by varying
the distance of the sample from the solid target, and thus
perform studies of survival of biological cells as a function
of dose delivered. The electron beam duration is calculated to
be between 10 and 20 ps, resulting in dose rates in the range
of 1010–1012 Gy/s.

The dose properties presented here are well suited to
perform systematic studies of radiobiological response of bio-
logical cells to picosecond-scale radiation, i.e., in a time-scale
comparable to the first onset of physicochemical mechanisms
in the cell, and at unprecedently high dose rates, allowing
for experimental studies of potential nonlinear and intertrack
effects.
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