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Shortcut to finite-time memory erasure
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To achieve fast computation, it is crucial to reset the memory to a desired state within a limited time. However,
the inherent delay in the system’s response often prevents reaching the desired state once the control process is
completed in finite time. To address this challenge, we propose a shortcut strategy that incorporates an auxiliary
control to guide the system towards an equilibrium state that corresponds to the intended control, thus enabling
memory reset to desired accuracy regardless of the erasure speed. Through the application of thermodynamic
geometry, we derive an optimal shortcut protocol for erasure processes that minimizes the energy cost. This
research provides an effective design principle for realizing the finite-time erasure process to desired accuracy
while simultaneously reducing the energy cost, thereby alleviating the burden of heat dissipation.
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I. INTRODUCTION

Memory erasure is an essential step in computations with
an unavoidable energy cost. Landauer’s principle posts a fun-
damental lower bound on the energy cost of erasing a one-bit
memory carried out infinitely slowly [1–3]. However, accel-
erating computing processes typically requires to complete
memory erasure in finite time. There is a general trade-off
between erasure speed and accuracy when rapidly initializing
the memory system. In such a finite-time thermodynamic pro-
cess, a system often does not immediately respond to external
perturbation, resulting in a lag between the final state and the
desired equilibrium state [4,5]. This systematic state lag poses
a significant challenge in initializing the system promptly
[6–12] with desired accuracy, and also leads to a substantial
increase in energy costs when the erasure time is reduced
[13–23]. The quest to achieve rapid and accurate erasure with
minimal energy costs drives us to design alternative memory
erasure strategies.

Much effort has been devoted to reduce the state lag
developed in nonequilibrium driving processes [24–32]. An
important strategy is to remove the final state lag for
overdamped systems by inversely engineering the potential
landscape with a continuous infinity of control parameters
[10,28,33–35]. However, there still lack efficient strategies
for reducing the state lag in general underdamped systems
[31,32], especially for the memory erasure procedure [20,36].
As a promising candidate, shortcut to isothermality was pro-
posed as a finite-time driving strategy to escort the system
evolving along a series of instantaneous equilibrium states
with limited control parameters [30]. Such a shortcut strategy
has been applied to realize fast transitions between equilib-
rium states [37,38], improve free energy calculations [39,40],
and design Brownian heat engines [41–44]. As shown in
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Fig. 1, we adopt such shortcut strategy to design a finite-time
erasure protocol to reset a classical memory. We demonstrate
that the desired erasure accuracy is achievable with the suf-
ficiently precise shortcut strategy, regardless of the erasure
speed. The thermodynamic geometric approach [45–47] is
used to design the optimal protocol with the minimal energy
cost.

II. SHORTCUTS TO MEMORY ERASURE

The memory as a binary system can be simplified as a
particle in a bistable potential well [1,2,48]. Here, we consider
a one-bit memory system modeled by a Brownian particle
in a double-well potential Uo(x, �λ) = kx4 − Aλ1x2 − Bλ2x,
where x represents the coordinate. And k, A, and B are
constant coefficients introduced to define the dimensionless
variables �λ(t ) ≡ (λ1, λ2) as time-dependent control parame-
ters. The evolution of the system is described by Hamiltonian
Ho(x, p, �λ) ≡ p2/(2m) + Uo(x, �λ) with p as the momentum
and m as the mass of the particle. The memory is encoded by
mapping the microstate x into two macrostates. If the particle
is in the left well (x < 0), the system is in macrostate “0”.
Conversely, if the particle is in the right well (x > 0), the
system is in macrostate “1”, which serves as the blank state
for storing memory.

The system is in contact with a thermal reservoir with a
constant temperature T . The barrier separating the double well
is assumed to be much larger than the thermal fluctuation so
that the memory can be considered stable [6,8].

The particle initially follows an equilibrium distribution
with the control parameters �λ(0) = (1, 0) and is equally
likely to stay in each macrostate (0 or 1) with the prob-
abilities P0 = P1 = 1/2. The entropy is defined as S ≡
−kB

∑2
i=1 Pi ln Pi = kB ln 2 for the initial memory state with

kB being the Boltzmann constant. During the Landauer’s qua-
sistatic erasure process [1–3], the particle is expelled into
macrostate “1” by varying control parameters �λ slowly to
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FIG. 1. Schematic of finite-time memory erasure. The one-bit
memory is modeled by a physical double-well system. In the initial
state, the system stores the state’s information “0” or “1”. The task
of memory erasure is to reset the system into the blank state “1”.
(a) Conventional memory erasure scheme with the Hamiltonian Ho.
The double-well potential is fast switched to fulfill classical mem-
ory reset in finite time τ . A systematic state lag is accumulated
between the system’s current state and its corresponding equilibrium
state. Therefore, a slow relaxation process is needed to reach the
desired erasure accuracy. (b) Shortcut to memory erasure with the
Hamiltonian H = Ho + Ha. In the step I, an auxiliary Hamiltonian
Ha is added to escort the system evolving along the instantaneous
equilibrium path of the original Hamiltonian Ho within finite time.
The system is finally expelled into the blank state “1” without accu-
mulation of the state lag. In the step II, the potential is quenched to
the double-well form (from τ− to τ+) for later computations.

maintain the equilibrium state Peq = exp[β(F − Ho)], where
F ≡ −β−1 ln[

∫∫
dxd p exp(−βHo)] is the free energy with

the inverse temperature β ≡ 1/(kBT ). And the probabilities
for the final memory state are P0 = 0 and P1 = 1 with the
corresponding entropy S = 0. Such reduction of the entropy
makes the memory erasure a logically irreversible process.
Once the control parameters �λ are tuned with finite rate as il-
lustrated in Fig. 1(a), the system is driven to a nonequilibrium
state typically with a lag, resulting in a residual entropy S > 0.
And additional relaxation is required to achieve the desired
accuracy with the sacrifice of erasure time [3,48,49].

To meet the need of fast erasure and reduce the lag, we
adopt the shortcut scheme where an auxiliary Hamiltonian
Ha(x, p, t ) is supplemented to escort the system evolving
along the instantaneous equilibrium state Peq during the
finite-time erasure process with boundary conditions Ha(0) =
Ha(τ ) = 0. The probability distribution P(x, p, t ) of the mi-
crostate follows the Kramers equation,

∂P

∂t
= − ∂

∂x

(
∂H

∂ p
P

)
+ ∂

∂ p

(
∂H

∂x
P + γ

∂H

∂ p
P

)
+ γ

β

∂2P

∂ p2
,

(1)

where H ≡ Ho + Ha is the total Hamiltonian and γ is the
dissipation coefficient. Our operation of memory erasure, il-
lustrated in Fig. 1(b), consists of two steps as follows.

Step I, Shortcut Erasure. The particle is expelled to the
right well (x > 0) in the finite-time interval t ∈ [0, τ ], by
raising the left well, illustrated as the step I in Fig. 1(b).

The control parameters are tuned from �λ(0) to �λ(τ ) = (0, 1).
With the strategy of shortcuts to isothermality [30], the system
evolves along the path of instantaneous equilibrium states,
and reaches the final equilibrium state P = Peq(τ ) with the
control parameters �λ(τ ). The requirement for the auxiliary
Hamiltonian Ha follows as

γ

β

∂2Ha

∂ p2
− γ p

m

∂Ha

∂ p
+ ∂Ha

∂ p

∂Ho

∂x
− p

m

∂Ha

∂x
= dF

dt
− ∂Ho

∂t
. (2)

The auxiliary Hamiltonian is proved to have the form

[30] Ha(x, p, t ) = �̇λ · �f (x, p, �λ) with details presented in Ap-

pendix A. Extra boundary conditions �̇λ(0) = �̇λ(τ ) = 0 are
imposed to ensure that the auxiliary control vanishes at the
beginning and end of the erasure process.

Step II, Potential Quench. For later computation purpose,
the potential is reset to the double-well form. Such opera-
tion is realized by quenching the control parameters from
�λ(τ−) = (0, 1) to the initial value �λ(τ+) = (1, 0) at the time
t = τ with an instantaneous change of the system Hamiltonian
Ho(τ−) → Ho(τ+). Here, τ− and τ+ denote the time before
and after the potential quench, respectively.

After these two steps, the memory is erased to the blank
state and the system is reset within finite time τ to allow
the later usage. It is worth noting that the erasure accuracy,
denoted by ε ≡ ∫ ∞

0 dx
∫ +∞
−∞ d pP(x, p, τ ), remains constant for

the shortcut strategy, irrespective of the erasure duration τ .
This constancy holds because the distribution of the final
blank state, P(x, p, τ ) = Peq(x, p, �λ(τ )), remains independent
of the erasure duration τ with the implementation of a re-
ducible control protocol, represented by �λ(t ) = �λ(t/τ ) with
the reducible time t/τ varying from 0 to 1. We remark that we
choose the final parameter �λ(τ ) = (0, 1) based on the exper-
imental simplicity of the scheme while ensuring the erasure
accuracy ε.

III. GEOMETRIC ERASURE PROTOCOL

Energy cost is inevitable in a finite-time erasure process.
We employ the geometric approach [45,46] to derive the
optimal erasure protocol with minimal energy costs. In the
shortcut scheme with the total Hamiltonian H = Ho + Ha,
the work performed in the erasure process with duration τ is
Ws ≡ 〈∫ τ

0 ∂H/∂tdt〉eq, which is explicitly obtained as

Ws = �Fs + γ

∫ τ

0
dt

〈(
∂Ha

∂ p

)2〉
eq

, (3)

where 〈·〉eq ≡ ∫∫
dxd p[·]Peq and �Fs is the free energy dif-

ference in Step I. Details are presented in Appendix B. Since
the potential quench in the Step II is realized instantaneously,
the system distribution remains unchanged. And the work
done in this process follows as Wq ≡ ∫∫

dxd p(Ho(τ+) −
Ho(τ−))Peq(τ ).

With the explicit form of the auxiliary Hamiltonian Ha =
�̇λ · �f , the irreversible energy cost of the erasure process is
written as

Wirr ≡ W − �Fs − �Fq

= γ
∑
μν

∫ τ

0
dt λ̇μλ̇ν

〈
∂ fμ
∂ p

∂ fν
∂ p

〉
eq

+ Wq − �Fq, (4)
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where W = Ws + Wq represents the total work and �Fq is the
free energy difference in Step II. Here, the irreversible work
in the quench step Wq − �Fq is settled when the starting state
Peq(τ ) and the ending control (1,0) are given. Therefore, we
only need to consider the optimization of the irreversible work
in the erasure step, γ

∑
μν

∫ τ

0 dt λ̇μλ̇ν〈(∂ fμ/∂ p)(∂ fμ/∂ p)〉eq.

In the space of the control parameters �λ, a semi-positive
metric can be defined as gμν ≡ γ 〈(∂ fμ/∂ p)(∂ fν/∂ p)〉eq on
a Riemannian manifold. The shortest curve connecting two
given endpoints in this parametric space is the geodesic line
with the distance described by the thermodynamic length

[50–53] L ≡ ∫ τ

0 dt
√∑

μν λ̇μλ̇νgμν , which provides a lower

bound for the irreversible energy cost Wirr � L2/τ. Therefore,
the geodesic protocol stands as the optimal erasure protocol
with minimal energy costs. Utilizing the Riemannian metric
gμν , we derive the geodesic protocol by solving the geodesic
equation: λ̈μ + ∑

νκ �μ
νκ λ̇ν λ̇κ = 0, where the Christoffel sym-

bol follows as �μ
νκ ≡ ∑

ι(g
−1)ιμ(∂λκ

gιν + ∂λν
gικ − ∂λι

gνκ )/2.
In the shortcut scheme, the auxiliary Hamiltonian Ha is

solved from Eq. (2) with the given original Hamiltonian Ho.
However, the specific form of Ha typically relies on the
particle’s momentum [30,40,46]. The demand of constantly
monitoring the particle’s velocity makes it difficult for im-
plementation of momentum-dependent terms in experiments
[54,55]. To address this, we propose a variational auxiliary

control H∗
a = �̇λ · �f ∗(x, p, �λ) as an approximation to Ha. Here

�f ∗ approximates the function �f to minimize a variational
functional:

G(H∗
a ) =

∫
dxd p

(
γ

β

∂2H∗
a

∂ p2
− γ p

m

∂H∗
a

∂ p
+ ∂Ho

∂x

∂H∗
a

∂ p

− p

m

∂H∗
a

∂x
+ ∂Ho

∂t
− dF

dt

)2

e−βHo. (5)

Such variational functional is defined to ensure the minimum
deviation between evolutions governed by the approximate
Hamiltonian H∗

a and the exact Hamiltonian Ha. To illustrate
the shortcut scheme, we consider the variational auxiliary
Hamiltonian H∗

a = ∑2
μ=1 λ̇μ f ∗

μ (x, p, �λ) with two approxi-
mate tests: the quartic form with f ∗

1 = a1xp + a2 p + a3x4 +
a4x3 + a5x2 + a6x, and f ∗

2 = b1xp + b2 p + b3x4 + b4x3 +
b5x2 + b6x, and the quadratic form with f ∗

1 = a1xp + a2 p +
a3x2 + a4x, and f ∗

2 = b1xp + b2 p + b3x2 + b4x, where an ≡
an(�λ) and bn ≡ bn(�λ) (with n = 1, 2, 3, 4, 5, 6) are functions
to be determined through the variational procedure. Here
we neglect the high-order momentum terms in the auxiliary
Hamiltonian due to experimental challenges in continuously
recording the particle’s velocity [55]. We give an illustration
of how this approximation works with an example in Ap-
pendix E. With the adoption of the shortcut scheme under the
total Hamiltonian H = Ho + H∗

a , the system is anticipated to
evolve along a series of near-equilibrium state P∗

eq ≈ Peq. This
approximation will change the energy cost defined in Eq. (4)
due to the approximate P∗

eq resulted from the form of the aux-
iliary control H∗

a in Eq. (5). The inclusion of higher-order and
complex terms in H∗

a enables a closer path to equilibrium one
for subsequent optimization procedures. Detailed discussions
are presented in Appendixes C and H.

With the operation of a gauge transformation X = x and
P = p + m∂H∗

a /∂ p, we obtain an equivalent process

Ẋ = P

m
, Ṗ = −∂Uo

∂X
− ∂Ua

∂X
− γ Ẋ + ξ (t ), (6)

where ξ (t ) is the Gaussian white noise and the momentum-
independent auxiliary potential takes the quartic form
Ua = λ̇1(a3X 4 + a4X 3 + a5X 2 + a6X ) + λ̇2(b3X 4 + b4X 3 +
b5X 2 + b6X ) + C2(t )X 2 + C1(t )X or the quadratic form Ua =
λ̇1(a3X 2 + a4X ) + λ̇2(b3X 2 + b4X ) + C2(t )X 2 + C1(t )X .
Detailed derivations of the equivalent process in Eq. (6) and
the lengthy expressions of C1(t ) and C2(t ) are presented in
Appendixes C and D. In this equivalent process, the fixed
form of the system’s distribution changes from Peq(x, p, �λ) to
the form

Pf (X, P, t ) = exp

{
β

[
F − 1

2m
(P−m∂H∗

a /∂P)2−Uo

]}
. (7)

With the boundary conditions �̇λ(0) = �̇λ(τ ) = 0, the extra

term m∂H∗
a /∂P = m�̇λ · ∂ �f ∗/∂P with H∗

a = �̇λ · �f ∗ in Eq. (7)
vanishes and the system’s distribution Pf returns to the instan-
taneous equilibrium distribution P∗

eq at the beginning t = 0
and end t = τ of the driving process.

IV. RESET ERRORS

The conventional approach of memory erasure is to tune
the system Hamiltonian Ho via control parameters �λ. The
memory state evolves accordingly yet with a lag, which in-
duces reset errors especially for the case with short erasure
time τ [31]. The shortcut scheme with the Hamiltonian H =
Ho + Ua effectively fulfills the demands for both erasure speed
and accuracy, without further introducing additional freedom
of control.

We numerically obtain the shortcut scheme with the Hamil-
tonian H = Ho + Ua and compare it with the conventional
scheme with the Hamiltonian H ′ = Ho in a one-bit memory
erasure process. In simulations, we choose the parameters
as k = 4, A = 8, B = 16, kBT = 1, γ = 1, and m = 0.01.
A straightforward control protocol is selected as λs

1(t ) =
0.5 + 0.5 cos(πt/τ ) and λs

2(t ) = 0.5 − 0.5 cos(πt/τ ) to con-
tinuously meet the boundary conditions. Figure 2 shows
the erasure accuracy ε for different erasure durations τ .
The accuracy of the shortcut scheme is superior to that of
the conventional scheme over different durations. Especially
for the quartic shortcut scheme, the erasure accuracy main-
tains high accuracy in short erasure durations where the other
two schemes fails. See Appendix H for more details about the
simulation and examples with the polynomial protocol.

V. ENERGY COST OPTIMIZATION

In the shortcut scheme, the auxiliary Hamiltonian H∗
a is

obtained once the control protocol �λ(t ) with t ∈ [0, τ ] is
specified for the conventional erasure process. Among various
protocols, one with the minimum energy cost can be found
with our geometric methods. We test the geometric approach
for minimizing the energy cost of the erasure process. The
geodesic protocol is obtained by numerically solving the
geodesic equation in the parametric space �λ with the metric
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FIG. 2. The erasure accuracy ε of the quartic shortcut scheme
(green inverted triangles), the quadratic shortcut scheme (red regular
triangles), and the conventional erasure scheme (blue circles). The
erasure accuracy is defined as the probability of particles ending
in the right well ε ≡ ∫ ∞

0 dx
∫ +∞

−∞ d pP(x, p, τ ). During the erasure
process, the shortcut scheme adopts the Hamiltonian H = Ho + Ua

while the conventional scheme takes the Hamiltonian H ′ = Ho.
In the simulation, we choose the parameters as k = 4, A = 8,
B = 16, kBT = 1, γ = 1, and m = 0.01 and the straightforward
control protocol as λs

1(t ) = 0.5 + 0.5 cos(πt/τ ) and λs
2(t ) = 0.5 −

0.5 cos(πt/τ ). In the simulated erasure durations, the quartic short-
cut scheme always ensures high erasure accuracy while the quadratic
shortcut scheme provides a larger erasure accuracy than that of the
conventional erasure scheme.

gμν . The details on the form of the metric and the geodesic
equation are presented in Appendix F.

Figure 3(a) shows the difference between the geodesic pro-
tocol of the quartic shortcut scheme �λg,4(t ) (solid lines), the
geodesic protocol of the quadratic shortcut scheme �λg,2(t ) (dot
dash lines), and the straightforward protocol �λs(t ) (dash lines).
Notably, both geodesic protocols �λg,4(t ) and �λg,2(t ) closely
resemble a linear protocol with a constant rate, in contrast to
the straightforward protocol �λs(t ).

In Fig. 3(b), we analyze the irreversible energy cost for
the quartic shortcut scheme (inverted triangles and regular
triangles), the quadratic shortcut scheme (squares and cir-
cles), and the conventional scheme (blue diamonds). The
figure shows two main features. Firstly, the irreversible energy
cost given by the geodesic protocol is lower than that from
the straightforward protocol, particularly when we choose the
approximate shortcut scheme (quartic or quadratic). This ob-
servation validates the effectiveness of the geometric approach
for the shortcut scheme. Leveraging tools from Riemannian
geometry [56], our two-step process significantly simplifies
the search for the optimal erasure protocol. Secondly, we note
that the quadratic shortcut scheme incurs a higher cost than
the quartic shortcut scheme, aligning with the intuition that
greater control freedom results in reduced energy costs. Fig-
ure 3(b) also shows that the approximate scheme with quartic
shortcut can reduce energy cost comparing to the conventional
scheme for the high accuracy at longer time. At the short time
region, the cost of conventional scheme is low due to the low
accuracy as shown in Fig. 2.
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1

FIG. 3. (a) Geodesic protocol for the memory erasure process
with the shortcut scheme. The control parameters vary from the
initial value �λ(0) = (1, 0) to the final value �λ(τ ) = (0, 1). The
solid lines represent the geodesic protocol of the quartic shortcut
scheme �λg,4(t ); The dot dash lines represent the geodesic protocol of
the quadratic shortcut scheme �λg,2(t ); The dash lines represent the
straightforward protocol λs

1(t ) = 0.5 + 0.5 cos(πt/τ ) and λs
2(t ) =

0.5 − 0.5 cos(πt/τ ). The geodesic protocol is obtained by solving
the geodesic equation corresponding to the metric gμν . (b) The irre-
versible energy cost of the straightforward protocol (green) and the
geodesic protocol (red) for the quartic shortcut scheme (inverted tri-
angles and regular triangles), the quadratic shortcut scheme (squares
and circles), and the conventional scheme (blue diamonds). The
geodesic protocol for erasure processes demonstrates lower energy
costs compared to the straightforward protocol.

VI. CONCLUSION AND REMARKS

In summary, we have developed a shortcut strategy to real-
ize a finite-time one-bit memory erasure with minimal energy
costs. In the shortcut scheme, an auxiliary control has been
introduced to escort the system evolving along the path of
instantaneous equilibrium states. We have employed the vari-
ational procedure to remove the momentum-dependent terms
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and derive an accessible auxiliary control. The irreversible
energy cost of the erasure process have been minimized by
adopting the geometric method that connects the optimal era-
sure protocol with the geodesic protocol in a Riemannian
manifold. This property helps us to solve the optimal protocol
by using methods developed in geometry. Numerical results
have verified that the shortcut strategy can largely improve
the accuracy of finite-time memory erasure without further
introducing additional control freedom. And a desired erasure
accuracy can be achieved by increasing the control freedom
of the auxiliary control. Our strategy shall provide an effec-
tive design principle for finite-time memory erasure with low
energy costs.

Numerous studies have focused on minimizing the state
lag in finite-time thermodynamic processes and enhancing
erasure accuracy. These include the geometric optimization
scheme [18], optimal transport scheme [10,11], and the
shortcut to thermodynamic computing scheme [12]. How-
ever, previous studies have primarily focused on overdamped
systems, leaving a gap in efficient strategies for improving era-
sure efficiency in underdamped systems. Our work addresses
this void by introducing a versatile shortcut scheme applicable
to both overdamped and underdamped systems. This contribu-
tion significantly advances erasure efficiency across a wider
spectrum of thermodynamic processes.

Recently, much effort has been devoted to realize the
one-bit memory erasure with quasi-static control strategies
[7–9,20,57]. The state lag accumulated in a finite-rate oper-
ation hinders the development of finite-time erasure schemes.
Our strategy offers an operable approach to eliminate the
nonequilibrium lag and realize the finite-time memory era-
sure with high accuracy and low energy costs. Besides, the
Landauer’s bound have been approached in an underdamped
micromechanical oscillator [20,36]. The fast equilibrium re-
covery strategy has also been achieved with a levitated particle
in the underdamped regime [58]. The driving force in our
shortcut scheme only depends on the particle’s position.
Therefore, it is promising to realize our finite-time memory
erasure strategy with current experimental platforms.
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APPENDIX A: THE AUXILIARY CONTROL
IN SHORTCUTS TO MEMORY ERASURE

In this Appendix, we will present details on the finite-time
memory erasure with the approximate shortcut scheme, where
the momentum-dependent terms in the auxiliary control
are removed by employing a variational method and a gauge
transformation.

1. Approximate shortcut scheme

We consider a one-bit memory system described by the
Hamiltonian Ho(x, p, �λ) ≡ p2/(2m) + Uo(x, �λ) with the mod-
ulated double-well potential Uo(x, �λ) = kx4 − Aλ1x2 − Bλ2x.

In the shortcut scheme, an auxiliary Hamiltonian Ha is added
to escort the system evolving along the instantaneous equi-
librium state Peq = exp[β(F − Ho)] during the finite-time
erasure process with prescribed boundary conditions Ha(0) =
Ha(τ ) = 0. The probability distribution P(x, p, t ) of the mi-
crostate evolves according to the Kramers equation:

∂P

∂t
= − ∂

∂x

(
∂H

∂ p
P

)
+ ∂

∂ p

(
∂H

∂x
P+γ

∂H

∂ p
P

)
+ γ

β

∂2P

∂ p2
, (A1)

where H ≡ Ho + Ha represents the total Hamiltonian. The
detailed derivation of the Kramers equation in the shortcut
scheme is presented in Ref. [45]. With the demand of instanta-
neous equilibrium paths, we derive the evolution equation for
the auxiliary control [30],

∂Peq

∂t
= − ∂

∂x

[
∂ (Ho+Ha)

∂ p
Peq

]

+ ∂

∂ p

[
∂ (Ho+Ha)

∂x
Peq+γ

∂ (Ho+Ha)

∂ p
Peq

]
+ γ

β

∂2Peq

∂ p2
,

(A2)

which is simplified as

β

(
dF

dt
− ∂Ho

∂t

)
Peq

= − ∂

∂x

(
∂Ha

∂ p
Peq

)
+ ∂

∂ p

(
∂Ha

∂x
Peq + γ

∂Ha

∂ p
Peq

)

=
(

β
∂Ha

∂ p

∂Ho

∂x
− β

m
p
∂Ha

∂x
+ γ

∂2Ha

∂ p2
− γ β

m
p
∂Ha

∂ p

)
Peq.

(A3)

The equation for the auxiliary control is then obtained as

γ

β

∂2Ha

∂ p2
− γ p

m

∂Ha

∂ p
+ ∂Ha

∂ p

∂Ho

∂x
− p

m

∂Ha

∂x
= dF

dt
− ∂Ho

∂t
.

(A4)

Considering the explicit time-dependence of the free energy
F = F (�λ) and the Hamiltonian Ho = Ho(x, p, �λ) presented by
the control parameters �λ = �λ(t ), we further derive that

γ

β

∂2Ha

∂ p2
− γ p

m

∂Ha

∂ p
+ ∂Ha

∂ p

∂Ho

∂x
− p

m

∂Ha

∂x

=
∑

μ

λ̇μ

(
dF

dλμ

− ∂Ho

∂λμ

)
. (A5)

Comparing both sides of Eq. (A5), we find that the auxiliary
Hamiltonian takes the form Ha(x, p, t ) = ∑

μ λ̇μ fμ(x, p, �λ)

where fμ(x, p, �λ) satisfies

γ

β

∂2 fμ
∂ p2

− γ p

m

∂ fμ
∂ p

+ ∂ fμ
∂ p

∂Ho

∂x
− p

m

∂ fμ
∂x

= dF

dλμ

− ∂Ho

∂λμ

. (A6)

The boundary conditions of the auxiliary Hamiltonian

Ha(0) = Ha(τ ) = 0 are satisfied with the requirement �̇λ(0) =
�̇λ(τ ) = 0.

Given the challenging nature of solving Eq. (A4) for the
auxiliary Hamiltonian Ha analytically, we employ a varia-
tional method [40,46] to obtain an approximate auxiliary
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control H∗
a = �̇λ · �f ∗(x, p, �λ), where �f ∗ denotes an approxi-

mation to �f . In this variational shortcut scheme, a functional,
derived from Eq. (A4), is used to assess the approximation of
the auxiliary control H∗

a :

G(H∗
a ) =

∫
dxd p

(
γ

β

∂2H∗
a

∂ p2
− γ p

m

∂H∗
a

∂ p
+ ∂Ho

∂x

∂H∗
a

∂ p

− p

m

∂H∗
a

∂x
+ ∂Ho

∂t
− dF

dt

)2

e−βHo. (A7)

The best possible form of the approximate auxiliary control is
achieved from the variational equation δG(H∗

a )/δH∗
a = 0.

However, another challenge arises in the underdamped
shortcut scheme due to momentum-dependence in the auxil-
iary control. This dependency on momentum is hard to realize
experimentally due to the necessity of constantly monitoring
the particle’s speed [54,55]. To address this, the variational
method and a gauge transformation are employed to eliminate
the momentum-dependent terms in the auxiliary control. We
firstly remove high-order momentum-dependent terms. As-
suming the variational auxiliary Hamiltonian linearly depends
on momentum, it takes the form:

H∗
a = λ̇1 f1 + λ̇2 f2, (A8)

where

f1(x, p, �λ) = a1(�λ)xp + a2(�λ)p + Z1(x, �λ) (A9)

and

f2(x, p, �λ) = b1(�λ)xp + b2(�λ)p + Z2(x, �λ). (A10)

The explicit forms of a1, a2, b1, b2, Z1, and Z2 will be
determined in the variational procedure. We elaborate how the
assumption of neglecting high-order momentum terms works
in Sec. E. With the specified form of the auxiliary control

in Eqs. (A9) and (A10), the variational operation over H∗
a is

transformed into a partial-derivative operation over parame-
ters a1, a2, b1, b2, Z1, and Z2.

2. An equivalent process with a momentum-independent
auxiliary control

Note that linear momentum-dependent terms persist in the
variational auxiliary Hamiltonian in Eq. (A8). In the varia-
tional shortcut scheme employing the Hamiltonian H = Ho +
H∗

a , the particle’s evolution adheres to the Langevin equation

ẋ = p

m
+ λ̇1(a1x + a2) + λ̇2(b1x + b2),

ṗ = −4kx3 + 2Aλ1x + Bλ2 − λ̇1

(
a1 p + ∂Z1

∂x

)

−λ̇2

(
b1 p + ∂Z2

∂x

)
− γ ẋ + ξ (t ), (A11)

where ξ (t ) represents the Gaussian white noise. However,
the measurement difficulties associated with momentum-
dependent forces in Eq. (A11) pose significant obstacles to
practically implementing the shortcut scheme experimentally
[54,55].

To circumvent this, a gauge transformation X = x and P =
p + mλ̇1(a1x + a2) + mλ̇2(b1x + b2) is introduced to obtain
an equivalent process with the variables X and P under the
evolution as follows:

Ẋ = P

m
,

Ṗ = −∂Uo

∂X
− ∂Ua

∂X
− γ Ẋ + ξ (t ). (A12)

Here the auxiliary potential for these new variables
follows as Ua(X, t ) = λ̇1Z1(X, t ) + λ̇2Z2(X, t ) + C2(t )X 2 +
C1(t )X with the parameters

C2(t ) = −m

2

(
λ̈1a1 + λ̈2b1 + λ̇2

1
∂a1

∂λ1
+ λ̇2

1a2
1 + λ̇2

2
∂b1

∂λ2
+ λ̇2

2b2
1 + λ̇1λ̇2

∂a1

∂λ2
+ λ̇1λ̇2

∂b1

∂λ1
+ 2λ̇1λ̇2a1b1

)
,

C1(t ) = −m

(
λ̈1a2 + λ̈2b2 + λ̇2

1
∂a2

∂λ1
+ λ̇2

1a1a2 + λ̇2
2
∂b2

∂λ2
+ λ̇2

2b1b2 + λ̇1λ̇2
∂a2

∂λ2
+ λ̇1λ̇2

∂b2

∂λ1
+ λ̇1λ̇2a2b1 + λ̇1λ̇2a1b2

)
. (A13)

With the operation of Jacobi’s transformation, we find that the
system’s distribution in this equivalent process follows a fixed
form as

Pf (X, P, t ) = exp

{
β

[
F − 1

2m
(P−m∂H∗

a /∂P)2−Uo

]}
.

(A14)

Comparing this fixed distribution Pf with the instanta-
neous equilibrium distribution Peq = exp[β(F − Ho)], the

extra term m∂H∗
a /∂P with H∗

a = �̇λ · �f ∗ within Pf vanishes at
the beginning t = 0 and end t = τ times of the equivalent

process, considering the relation ∂H∗
a /∂P = �̇λ · ∂ �f ∗/∂P and

the boundary conditions �̇λ(0) = �̇λ(τ ) = 0. Consequently, the
system’s distribution Pf returns to the instantaneous equilib-
rium distribution Peq at the beginning t = 0 and end t = τ of
the equivalent process with the Hamiltonian H = Ho + Ua.

APPENDIX B: ENERGY COST OF A SHORTCUT
TO MEMORY ERASURE PROCESS

This Appendix focuses on deriving the energy cost of the
shortcut to memory erasure process. In the shortcut scheme
with the Hamiltonian H = Ho + Ha, the stochastic trajectory
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work [59,60] follows as

w[x(t ), p(t )] ≡
∫ τ

0
dt

∂Ho(x(t ), p(t ), �λ)

∂t
+

∫ τ

0
dt

∂Ha(x(t ), p(t ), t )

∂t

=
∫ τ

0
dt

∂Ho(x(t ), p(t ), �λ)

∂t
+

∫ τ

0
dt

(
dHa

dt
− ẋ(t )

∂Ha

∂x
− ṗ(t )

∂Ha

∂ p

)

=
∫ τ

0
dt

∂Ho(x(t ), p(t ), �λ)

∂t
−

∫ τ

0
dt

(
ẋ(t )

∂Ha(x(t ), p(t ), t )

∂x
+ ṗ(t )

∂Ha(x(t ), p(t ), t )

∂ p

)
. (B1)

Here in the second line of Eq. (B1), we have considered the boundary conditions �̇λ(0) = �̇λ(τ ) = 0 which leads to Ha(0) =
Ha(τ ) = 0. The average of the trajectory work (energy cost) is obtained as

Ws ≡ 〈w〉ξ =
∫∫

D[x(t )]D[p(t )]T [x(t ), p(t )]w[x(t ), p(t )]

=
∫∫

D[x(t )]D[p(t )]T [x(t ), p(t )]
∫ τ

0
dt

∫∫
dxd pδ(x − x(t ))δ(p − p(t ))

×
[
∂Ho(x(t ), p(t ), �λ)

∂t
−

(
ẋ(t )

∂Ha(�x(t ), �p(t ), t )

∂x
+ ṗ(t )

∂Ha(x(t ), p(t ), t )

∂ p

)]

=
∫ τ

0
dt

∫∫
dxd p

[
∂Ho(x, p, �λ)

∂t
〈δ(x − x(t ))δ(p − p(t ))〉ξ

−
(

∂Ha(x, p, t )

∂x
〈ẋ(t )δ(x − x(t ))δ(p − p(t ))〉ξ + ∂Ha(x, p, t )

∂ p
〈ṗ(t )δ(x − x(t ))δ(p − p(t ))〉ξ

)]

=
∫ τ

0
dt

∫∫
dxd p

[
∂Ho(x, p, �λ)

∂t
P(x, p, t ) −

(
∂Ha(x, p, t )

∂x
〈ẋ(t )ρ(x, p, t )〉ξ + ∂Ha(x, p, t )

∂ p
〈ṗ(t )ρ(x, p, t )〉ξ

)]
.

(B2)

Here T [x(t ), p(t )] is the probability of the trajectory [x(t ), p(t )] associated with a noise realization [ξ (t )]. 〈·〉ξ represents an
average over different realizations of [ξ ]. The system’s distribution is defined as P(x, p, t ) ≡ 〈ρ(x, p, t )〉ξ , where ρ(x, p, t ) ≡
δ(x − x(t ))δ(p − p(t )) is the probability of a trajectory [x(t ), p(t )]. In the shortcut scheme, the system follows the instantaneous
equilibrium path with P = Peq = exp[β(F − Ho)]. Hence, the first part of the energy cost in Eq. (B2) is just the free energy
difference [30] �F = ∫ τ

0 dt
∫∫

dxd pPeq∂t Ho. The irreversible energy cost is then computed as

Ws ≡ �F −
∫∫

dxd p
∫ τ

0
dt

(
∂Ha(x, p, t )

∂x
〈ẋ(t )ρ(x, p, t )〉ξ + ∂Ha(x, p, t )

∂ p
〈ṗ(t )ρ(x, p, t )〉ξ

)
. (B3)

With the Langevin equation

ẋ = ∂H

∂ p
, ṗ = −∂H

∂x
− γ ẋ + ξ (t ), (B4)

we calculate

〈ẋ(t )ρ(x, p, t )〉ξ =
∫∫

D[x(t )]D[p(t )]T [x(t ), p(t )]ẋ(t )δ(x − x(t ))δ(p − p(t ))

=
∫∫

D[x(t )]D[p(t )]T [x(t ), p(t )]δ(x − x(t ))δ(p − p(t ))
∂H (x(t ), p(t ), t )

∂ p

= ∂H (x, p, t )

∂ p

∫∫
D[x(t )]D[p(t )]T [x(t ), p(t )]δ(x − x(t ))δ(p − p(t ))

= ∂H (x, p, t )

∂ p
P(x, p, t ), (B5)

and

〈ṗ(t )ρ(x, p, t )〉ξ =
∫∫

D[x(t )]D[p(t )]T [x(t ), p(t )] ṗ(t )δ(x − x(t ))δ(p − p(t ))

=
∫∫

D[x(t )]D[p(t )]T [x(t ), p(t )]δ(x − x(t ))δ(p − p(t ))

(
−∂H (x(t ), p(t ), t )

∂x
− γ ẋ(t ) + ξ (t )

)

= −
(

∂H (x, p, t )

∂x
+ γ

∂H (x, p, t )

∂ p

)
P(x, p, t ) + 〈ξ (t )ρ(x, p, t )〉ξ . (B6)
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With the consideration of the commutation between the stochastic force ξ (t ) and the coordinate x (the momentum p), we can
obtain the relation [45,61]

〈ξ (t )ρ(x, p, t )〉ξ = −γ kBT
∂

∂ p
P(x, p, t ). (B7)

By leveraging these relations in Eqs. (B5), (B6), and (B7), we ultimately arrive at

Ws = �F −
∫ τ

0
dt

∫∫
dxd p

[
∂Ha

∂x

∂H

∂ p
Peq − ∂Ha

∂ p

(
∂H

∂x
Peq + γ

∂H

∂ p
Peq + γ kBT

∂Peq

∂ p

)]

= �F −
∫ τ

0
dt

∫∫
dxd p

[
∂Ha

∂x

∂Ho

∂ p
− ∂Ha

∂ p

∂Ho

∂x
− γ

(
∂Ha

∂ p

)2]
Peq

= �F −
∫ τ

0
dt

∫∫
dxd p

[
− 1

β

∂Ha

∂x

∂Peq

∂ p
+ 1

β

∂Ha

∂ p

∂Peq

∂x
− γ

(
∂Ha

∂ p

)2

Peq

]

= �F −
∫ τ

0
dt

∫∫
dxd p

[
− 1

β

∂

∂ p

(
∂Ha

∂x
Peq

)
+ 1

β

∂

∂x

(
∂Ha

∂ p
Peq

)
− γ

(
∂Ha

∂ p

)2

Peq

]

= �F + γ

∫ τ

0
dt

∫∫
dxd p

(
∂Ha

∂ p

)2

Peq. (B8)

This expression matches the irreversible part of work given in
Eq. (3) of the main text. In derivations of this result, we have
taken integration by part and assumed that the boundary terms(

∂Ha

∂x
Peq

)∣∣∣∣p=+∞ =
(

∂Ha

∂x
Peq

)∣∣∣∣
p=−∞

= 0,

and (
∂Ha

∂ p
Peq

)∣∣∣∣
x=+∞

=
(

∂Ha

∂ p
Peq

)∣∣∣∣x=−∞ = 0.

APPENDIX C: APPROXIMATE FORM
OF THE AUXILIARY CONTROL

The form of the auxiliary control still relies on the specific
function representations of Z1(x, �λ) and Z2(x, �λ). In the fol-
lowing Appendix, we explore and present two approximate
formulations for this auxiliary control.

1. Quartic form

Given the form of the double-well potential Uo(x, �λ) =
kx4 − Aλ1x2 − Bλ2x, we assume quartic forms for the func-
tions Z1 and Z2 in Eqs. (A9) and (A10) as

Z1 = a3x4 + a4x3 + a5x2 + a6x (C1)

and

Z2 = b3x4 + b4x3 + b5x2 + b6x, (C2)

where an ≡ an(�λ) and bn ≡ bn(�λ) with n = 3, 4, 5, 6 are
functions to be determined through a variational procedure.
Consequently, the auxiliary Hamiltonian becomes:

H∗
a = λ̇1(a1xp + a2 p + a3x4 + a4x3 + a5x2 + a6x)

+ λ̇2(b1xp + b2 p + b3x4 + b4x3 + b5x2 + b6x). (C3)

And the corresponding auxiliary potential takes the form as

Ua = λ̇1(a3X 4 + a4X 3 + a5X 2 + a6X ) + λ̇2(b3X 4 + b4X 3

+ b5X 2 + b6X ) + C2(t )X 2 + C1(t )X, (C4)

where the parameters C1 and C2 are presented in Eq. (A13).
Simulations indicate that the auxiliary Hamiltonian in
Eq. (C3) or the auxiliary potential in Eq. (C4) enables perfect
memory erasures without dependency on erasure duration τ .
The detailed results of the simulation are shown in Fig. 2
of the main text. Compared with the original Hamiltonian
Ho, the auxiliary potential Ua in Eq. (C4) adds two control
freedoms, i.e., the X 4 term and the X 2 term.

2. Quadratic form

Given the double-well potential Uo(x, �λ) = kx4 − Aλ1x2 −
Bλ2x with two control parameters, we assume quadratic forms
for Z1 and Z2:

Z1 = a3x2 + a4x (C5)

and

Z2 = b3x2 + b4x, (C6)

where an ≡ an(�λ) and bn ≡ bn(�λ) with n = 3, 4 are undeter-
mined functions addressed through the variational procedure.
Consequently, the auxiliary Hamiltonian and potential are
given by

H∗
a = λ̇1(a1xp + a2 p + a3x2 + a4x)

+ λ̇2(b1xp + b2 p + b3x2 + b4x) (C7)

and

Ua = λ̇1(a3X 2 + a4X ) + λ̇2(b3X 2 + b4X )

+ C2(t )X 2 + C1(t )X, (C8)

where the parameters C1 and C2 are described in Eq. (A13).
Note that the auxiliary potential Ua in Eq. (C8) only depends
on the X 2 term and the X term. The resulting shortcut strategy
achieves erasure in finite time without introducing additional
degrees of control means. As shown in Fig. 2 of the main
text, the erasure accuracy of the auxiliary potential Ua in
Eq. (C8) is superior to that of the conventional strategy across
all simulated durations.
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APPENDIX D: DIMENSIONLESS FORM
OF THE ERASURE PROCESS

In this Appendix, we numerically solve the function �f ∗ for
the auxiliary control. To facilitate simulations, we introduce
the characteristic length lc ≡ (kBT/k), the characteristic times
τ1 = m/γ and τ2 = γ /(kl2

c ) to define the dimensionless co-
ordinate x̃ ≡ x/lc, momentum p̃ ≡ pτ2/(mlc), time s ≡ t/τ2,
and the parameters Ã ≡ A/(kl2

c ) and B̃ ≡ B/(kl3
c ). The dimen-

sionless evolution equation for the auxiliary control follows as

1

α2

∂2H̃a

∂ p̃2
− p̃

α

∂H̃a

∂ p̃
+ 1

α

∂H̃a

∂ p̃

∂H̃o

∂ x̃
− p̃

∂H̃a

∂ x̃
= dF̃

ds
− ∂H̃o

∂s
, (D1)

with the dimensionless parameter α ≡ τ1/τ2 and the dimen-
sionless Hamiltonian H̃o ≡ Ho/(kBT ) and H̃a ≡ Ha/(kBT ).
The dimensionless variational functional takes the form as

G̃(H̃∗
a ) =

∫
dx̃d p̃

(
1

α2

∂2H̃∗
a

∂ p̃2
− p̃

α

∂H̃∗
a

∂ p̃
+ 1

α

∂H̃∗
a

∂ p̃

∂H̃o

∂ x̃

− p̃
∂H̃∗

a

∂ x̃
+ ∂H̃o

∂s
− dF̃

ds

)2

e−H̃o. (D2)

In the following, we discuss respectively the quartic form and
the quadratic form of the best possible auxiliary control H̃∗

a
through the variational procedure.

1. Dimensionless quartic form

Consider the quartic form of the auxiliary Hamiltonian in
Eq. (C3). The dimensionless variational auxiliary Hamilto-
nian follows as

H̃∗
a = λ′

1(ã1x̃ p̃ + ã2 p̃ + ã3x̃4 + ã4x̃3 + ã5x̃2 + ã6x̃)

+ λ′
2(b̃1x̃ p̃ + b̃2 p̃ + b̃3x̃4 + b̃4x̃3 + b̃5x̃2 + b̃6x̃), (D3)

where λ′
1 ≡ dλ1/ds, λ′

2 ≡ dλ2/ds and the parameters ãn and
b̃n are the dimensionless version of an and bn with n =
1, 2, 3, 4, 5, 6.

With the variational procedure of G̃(H̃∗
a ) over the parame-

ters ãn and b̃n, we obtain a set of equations as

[
48〈x̃4〉 +

(
1

α
− 16λ1

)
〈x̃2〉 + 3

]
ã1 +

[
48〈x̃3〉 +

(
1

α
− 16λ1

)
〈x̃〉

]
ã2 + 4〈x̃4〉ã3 + 3〈x̃3〉ã4 + 2〈x̃2〉ã5 + 〈x̃〉ã6 = 16α〈x̃2〉,

[
48〈x̃3〉 +

(
1

α
− 16λ1

)
〈x̃〉

]
ã1 +

[
48〈x̃2〉 +

(
1

α
− 16λ1

)]
ã2 + 4〈x̃3〉ã3 + 3〈x̃2〉ã4 + 2〈x̃〉ã5 + ã6 = 16α〈x̃〉,

〈x̃4〉
α

ã1 + 〈x̃3〉
α

ã2 + 4〈x̃6〉ã3 + 3〈x̃5〉ã4 + 2〈x̃4〉ã5 + 〈x̃3〉ã6 = 0,

〈x̃3〉
α

ã1 + 〈x̃2〉
α

ã2 + 4〈x̃5〉ã3 + 3〈x̃4〉ã4 + 2〈x̃3〉ã5 + 〈x̃2〉ã6 = 0,

〈x̃2〉
α

ã1 + 〈x̃〉
α

ã2 + 4〈x̃4〉ã3 + 3〈x̃3〉ã4 + 2〈x̃2〉ã5 + 〈x̃〉ã6 = 0,

〈x̃〉
α

ã1 + 1

α
ã2 + 4〈x̃3〉ã3 + 3〈x̃2〉ã4 + 2〈x̃〉ã5 + ã6 = 0,

[
48〈x̃4〉 +

(
1

α
− 16λ1

)
〈x̃2〉 + 3

]
ã1 +

[
48〈x̃3〉 +

(
1

α
− 16λ1

)
〈x̃〉

]
ã2 + 4〈x̃4〉ã3 + 3〈x̃3〉ã4 + 2〈x̃2〉ã5 + 〈x̃〉ã6 = 16α〈x̃〉,

ã1 +
[

48〈x̃2〉 +
(

1

α
− 16λ1

)]
ã2 + 4〈x̃3〉ã3 + 3〈x̃2〉ã4 + 2〈x̃〉ã5 + ã6 = 16α,

〈x̃4〉
α

ã1 + 〈x̃3〉
α

ã2 + 4〈x̃6〉ã3 + 3〈x̃5〉ã4 + 2〈x̃4〉ã5 + 〈x̃3〉ã6 = 0,

〈x̃3〉
α

ã1 + 〈x̃2〉
α

ã2 + 4〈x̃5〉ã3 + 3〈x̃4〉ã4 + 2〈x̃3〉ã5 + 〈x̃2〉ã6 = 0,

〈x̃2〉
α

ã1 + 〈x̃〉
α

ã2 + 4〈x̃4〉ã3 + 3〈x̃3〉ã4 + 2〈x̃2〉ã5 + 〈x̃〉ã6 = 0,

〈x̃〉
α

ã1 + 1

α
ã2 + 4〈x̃3〉ã3 + 3〈x̃2〉ã4 + 2〈x̃〉ã5 + ã6 = 0, (D4)

where 〈x̃n〉 ≡ ∫ +∞
−∞ x̃n exp(−Ũo)dx̃/

∫ +∞
−∞ exp(−Ũo)dx̃ with n = 1, 2, 3, 4. We first numerically obtain the values of 〈x̃n〉 for

different values of control parameters λ1 and λ2. According to the boundary conditions of λ1 and λ2, we set the range of control
parameters to be λ1 ∈ [−5, 5] and λ2 ∈ [−5, 5]. Second, we numerically solve the set of Eq. (D4) for different values of 〈x̃n〉
marked by different set of control parameters λ1 and λ2. In this way, we obtain the corresponding solutions of ãn and b̃n for
different set of control parameters λ1 and λ2. Finally, we fit the polynomial relation between the coefficients ãn, b̃n and the
parameters λ1, λ2.
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The dimensionless auxiliary potential takes the form as

Ũa(X̃ , s) = λ′
1(ã3X̃ 4 + ã4X̃ 3 + ã5X̃ 2 + ã6X̃ ) + λ′

2(b̃3X̃ 4 + b̃4X̃ 3 + b̃5X̃ 2 + b̃6X̃ ) + C̃2(s)X̃ 2 + C̃1(s)X̃ , (D5)

where the dimensionless parameters follow as

C̃2(s) = −1

2

(
λ′′

1 ã1 + λ′′
2 b̃1 + λ′2

1
∂ ã1

∂λ1
+ 1

α
λ′2

1 ã2
1 + λ′2

2
∂ b̃1

∂λ2
+ 1

α
λ′2

2 b̃2
1 + λ′

1λ
′
2
∂ ã1

∂λ2
+ λ′

1λ
′
2
∂ b̃1

∂λ1
+ 2

α
λ′

1λ
′
2ã1b̃1

)
,

C̃1(s) = −
(

λ′′
1 ã2 + λ′′

2 b̃2 + λ′2
1

∂ ã2

∂λ1
+ 1

α
λ′2

1 ã1ã2 + λ′2
2

∂ b̃2

∂λ2
+ 1

α
λ′2

2 b̃1b̃2 + λ′
1λ

′
2
∂ ã2

∂λ2
+ λ′

1λ
′
2
∂ b̃2

∂λ1
+ 1

α
λ′

1λ
′
2ã2b̃1 + 1

α
λ′

1λ
′
2ã1b̃2

)
.

(D6)

2. Dimensionless quadratic form

We take the quadratic form of the auxiliary Hamiltonian in Eq. (C7) into account. The dimensionless variational auxiliary
Hamiltonian takes the form as

H̃∗
a = λ′

1(ã1x̃ p̃ + ã2 p̃ + ã3x̃2 + ã4x̃) + λ′
2(b̃1x̃ p̃ + b̃2 p̃ + b̃3x̃2 + b̃4x̃). (D7)

Here the parameters ãn and b̃n are the dimensionless variables with n = 1, 2, 3, 4.
Following the variational procedure of G̃(H̃∗

a ) over the parameters ãn and b̃n, we derive the set of equations as[
48〈x̃4〉 +

(
1

α
− 16λ1

)
〈x̃2〉 + 3

]
ã4 +

[
48〈x̃3〉 +

(
1

α
− 16λ1

)
〈x̃〉

]
ã3 + 2〈x̃2〉ã2 + 〈x̃〉ã1 = 16α〈x̃2〉,

[
48〈x̃3〉 +

(
1

α
− 16λ1

)
〈x̃〉

]
ã4 +

[
48〈x̃2〉 +

(
1

α
− 16λ1

)]
ã3 + 2〈x̃〉ã2 + ã1 = 16α〈x̃〉,

〈x̃2〉
α

ã4 + 〈x̃〉
α

ã3 + 2〈x̃2〉ã2 + 〈x̃〉ã1 = 0,

〈x̃〉
α

ã4 + 1

α
ã3 + 2〈x̃〉ã2 + ã1 = 0,

[
48〈x̃4〉 +

(
1

α
− 16λ1

)
〈x̃2〉 + 3

]
b̃4 +

[
48〈x̃3〉 +

(
1

α
− 16λ1

)
〈x̃〉

]
b̃3 + 2〈x̃2〉b̃2 + 〈x̃〉b̃1 = 16α〈x̃〉,

[
48〈x̃3〉 +

(
1

α
− 16λ1

)
〈x̃〉

]
b̃4 +

[
48〈x̃2〉 +

(
1

α
− 16λ1

)]
b̃3 + 2〈x̃〉b̃2 + b̃1 = 16α,

〈x̃2〉
α

b̃4 + 〈x̃〉
α

b̃3 + 2〈x̃2〉b̃2 + 〈x̃〉b̃1 = 0,

〈x̃〉
α

b̃4 + 1

α
b̃3 + 2〈x̃〉b̃2 + b̃1 = 0. (D8)

Solving the set of equations numerically, we obtain ãn and b̃n for a different set of control parameters λ1 and λ2.
The dimensionless auxiliary potential takes the form as

Ũa(X̃ , s) = λ′
1(ã3X̃ 2 + ã4X̃ ) + λ′

2(b̃3X̃ 2 + b̃4X̃ ) + C̃2(s)X̃ 2 + C̃1(s)X̃ , (D9)

where the dimensionless parameters follow as

C̃2(s) = −1

2

(
λ′′

1 ã1 + λ′′
2 b̃1 + λ′2

1
∂ ã1

∂λ1
+ 1

α
λ′2

1 ã2
1 + λ′2

2
∂ b̃1

∂λ2
+ 1

α
λ′2

2 b̃2
1 + λ′

1λ
′
2
∂ ã1

∂λ2
+ λ′

1λ
′
2
∂ b̃1

∂λ1
+ 2

α
λ′

1λ
′
2ã1b̃1

)
,

C̃1(s) = −
(

λ′′
1 ã2 + λ′′

2 b̃2 + λ′2
1

∂ ã2

∂λ1
+ 1

α
λ′2

1 ã1ã2 + λ′2
2

∂ b̃2

∂λ2
+ 1

α
λ′2

2 b̃1b̃2 + λ′
1λ

′
2
∂ ã2

∂λ2
+ λ′

1λ
′
2
∂ b̃2

∂λ1
+ 1

α
λ′

1λ
′
2ã2b̃1 + 1

α
λ′

1λ
′
2ã1b̃2

)
.

(D10)

APPENDIX E: ILLUSTRATIVE EXAMPLE OF HOW
THE ASSUMPTION OF NEGLECTING HIGH-ORDER

MOMENTUM TERMS WORKS

This Appendix presents an illustrative example to show
how the high-order momentum terms can be neglected.

Consider a Brownian particle controlled by the harmonic po-
tential with the Hamiltonian

Ho = p2

2m
+ 1

2
λ(t )x2, (E1)
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where λ(t ) represents the time-dependent stiffness. In the
shortcut strategy, an auxiliary Hamiltonian

Ha = λ̇

4γ λ
[(p − γ x)2 + mλx2] (E2)

is introduced to guide the particle’s evolution along the in-
stantaneous equilibrium path. To assess the significance of
high-order momentum terms, we introduce the characteristic
length xc ≡ (kBT/λ(0))1/2, the characteristic times τ1 ≡ m/γ

and τ2 ≡ γ /λ(0) to rescale variables in Eq. (E2) as x̃ ≡ x/xc,
p̃ ≡ τ2/(mxc), s ≡ t/τ2, and λ̃ ≡ λ/λ(0). The dimensionless
forms of the original Hamiltonian Ho and the auxiliary Hamil-
tonian Ha become

H̃o ≡ Ho

kBT
= α

p̃2

2
+ 1

2
λ̃x̃2, (E3)

and

H̃a ≡ Ha

kBT
= α2 λ̃′

4λ̃
p̃2 − α

(
λ̃′

2λ̃
x̃ p̃ − λ̃′

4
x̃2

)
+ λ̃′

4λ̃
x̃2. (E4)

Here α ≡ mλ(0)/γ 2 and λ̃′ ≡ dλ̃/ds. The order of each term
in H̃o and H̃a varies with α, with only the p̃2 term in Eq. (E4)
being second-order in α. Hence, neglecting the p̃2 term is
feasible when α can be considered small. By definition, α ≡
mλ(0)/γ 2 implies that neglecting these terms is valid when
either the particle’s mass m or the initial stiffness λ(0) is
considerably smaller than the dissipation coefficient γ .

APPENDIX F: GEODESIC PATH FOR SHORTCUTS
TO MEMORY ERASURE

Within this Appendix, we employ the geometric approach
to determine the geodesic path that incurs minimal energy
costs for the erasure process governed by the shortcut scheme.
By utilizing the variational auxiliary Hamiltonian in Eq. (D3)
or Eq. (D7), we obtain the dimensionless metric for the para-
metric space as

g̃ =
(

ã2
1〈x̃2〉 + 2ã1ã2〈x̃〉 + ã2

2 ã1b̃1〈x̃2〉 + (ã2b̃1 + b̃2ã1)〈x̃〉 + ã2b̃2

ã1b̃1〈x̃2〉 + (ã2b̃1 + b̃2ã1)〈x̃〉 + ã2b̃2 b̃2
1〈x̃2〉 + 2b̃1b̃2〈x̃〉 + b̃2

2

)
. (F1)

The polynomial relation between the metric g̃μν and the pa-
rameters λ1 and λ2 is established by substituting the values of
ãn, b̃n, and 〈x̃n〉 into Eq. (F1).

According to the geometric approach presented in the main
text, the task of finding optimal erasure protocol with minimal
energy costs is equivalent to solving the geodesic path within
the parametric space with the metric g̃μν . The geodesic path is
obtained by solving the geodesic equation

λ̈μ +
∑
νκ

�μ
νκ λ̇ν λ̇κ = 0, (F2)

subject to the given boundary conditions �λ(0) = (1, 0) and
�λ(τ ) = (0, 1). Here the Christoffel symbol is defined as
�μ

νκ ≡ 1
2

∑
ι(g̃

−1)ιμ(∂λκ
g̃ιν + ∂λν

g̃ικ − ∂λι
g̃νκ ). The numerical

solution of the geodesic equation is executed using the shoot-
ing method [56]. The two-point boundary values problem is
treated as an initial value problem

λ̈μ = yμ(t, �λ, �̇λ)≡ 1

2

∑
νκι

(g−1)ιμ

(
∂gνκ

∂λι

− ∂gιν

∂λκ

− ∂gικ

∂λν

)
λ̇ν λ̇κ ,

(F3)

alongside the initial conditions �λ(0) = (1, 0) and �̇λ(0+) = �d .
Here �d denotes the initial rate, continually adjusted until
the solution of Eq. (F3) reaches the desired position �λ(τ ) =
(0, 1). In the simulation, the Euler algorithm is employed to
solve the geodesic Eq. (F3), and Newton’s method is utilized
to iterate the initial rate �d to meet the boundary condition
�λ(τ ) = (0, 1).

APPENDIX G: THE STOCHASTIC SIMULATIONS

In this Appendix, we outline the algorithm for simulating
the erasure process and deriving the mean work. The dy-
namics of the memory system are described by the Langevin

equation specified in Eq. (A12). Its dimensionless form is
expressed as

X̃ ′ = P̃,

P̃′ = − 1

α

∂Ũo

∂X̃
− 1

α

∂Ũa

∂X̃
− P̃

α
+

√
2

α
ζ (s), (G1)

where ζ (s) represents Gaussian white noise, satisfying
〈ζ (s)〉 = 0 and 〈ζ (s1)ζ (s2)〉 = δ(s1 − s2). The solution to the
Langevin Eq. (G1) is obtained using the Euler algorithm:

X̃ (s + δs) = X̃ (s) + P̃δs,

P̃(s + δs) = P̃(s)− 1

α

∂Ũo

∂X̃
δs− 1

α

∂Ũa

∂X̃
δs− P̃

α
δs +

√
2δs

α
θ (s),

(G2)

where δs denotes the time step, and θ (s) is a random number
sampled from a Gaussian distribution with zero mean and unit
variance. The work along the system’s stochastic trajectory is
computed as

w̃ ≡ w

kBT
=

∫ 1

0

(
∂H̃o

∂s
+ ∂Ũa

∂s

)
ds

≈
∑ (

∂H̃o

∂s
+ ∂Ũa

∂s

)
δs. (G3)

In the simulation, parameters are set to �λ(0) = (1, 0), �λ(τ ) =
(0, 1), kBT = 1, γ = 1, and m = 0.01. The mean work is ob-
tained by calculating the ensemble average over the trajectory
work of 105 stochastic trajectories.

APPENDIX H: NUMERICAL RESULTS

In this Appendix, we provide additional numerical results
to support the conclusions obtained in the main text.
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FIG. 4. The erasure accuracy ε of the geodesic protocol com-
pared with the straightforward protocol for different erasure dura-
tions τ . During the erasure process, the quartic and the quadratic
shortcut schemes are used to carry out the protocols. The erasure
accuracy ε of the geodesic protocol and that of the straightforward
protocol are quite similar for different erasure durations τ . As to the
quadratic shortcut scheme, the performance of the straightforward
protocol is superior to that of the geodesic protocol.

1. Erasure accuracy of the geodesic protocol

In Appendix F, we derive the geodesic protocol with mini-
mal energy cost for the shortcut to memory erasure employing
geometric optimization. Figure 4 shows the erasure accu-
racy ε of the geodesic protocol against the straightforward
protocol for different erasure durations τ . We utilize quartic
and quadratic shortcut schemes to facilitate memory erasure.
Figure 4 illustrates that the erasure accuracy of the geodesic
protocol closely mirrors that of the straightforward protocol.
For the quadratic shortcut scheme, the performance of the
geodesic protocol is slightly inferior to that of the straightfor-
ward protocol. These results indicate that while the optimal
erasure protocol minimizes energy costs, it doesn’t signifi-
cantly enhance erasure accuracy.

2. Erasure processes controlled by the polynomial protocol

The boundary conditions �̇λ(0) = �̇λ(τ ) = 0 are imposed
to eliminate the auxiliary control H∗

a at the beginning and
end of the erasure process. To satisfy these conditions, we
have adopted the straightforward protocol: λs

1(t ) = 0.5 +
0.5 cos(πt/τ ) and λs

2(t ) = 0.5 − 0.5 cos(πt/τ ). To show that
the protocol is not chosen on purpose, we add the erasure pro-
cess of the polynomial control protocol λ

p
1 (t ) = 2.0(t/τ )3 −

3.0(t/τ )2 + 1 and λ
p
2 (t ) = −2.0(t/τ )3 + 3.0(t/τ )2, com-

monly employed in shortcuts to adiabaticity [62] to meet the
boundary conditions. We elucidate the comparison between
these two erasure processes in Fig. 5, contrasting their erasure
accuracy and energy cost.

Figures 5(a) and 5(b) depict the erasure accuracy ε and the
energy cost Wirr as a function of erasure duration τ for both
the polynomial protocol �λp and the straightforward protocol
�λs. In the shortcut to the erasure process, the quartic auxil-
iary Hamiltonian and the quadratic auxiliary Hamiltonian are
respectively applied to carry out the two control protocols.
As shown in Fig. 5, there is not much difference between

FIG. 5. (a) The erasure accuracy ε of the polynomial proto-
col �λp and the straightforward protocol �λs. The erasure accuracy
is defined as the probability of particles ending in the right well
ε ≡ ∫ ∞

0 dx
∫ +∞

−∞ d pP(x, p, τ ). (b) The irreversible energy cost Wirr as

a function of duration τ for both the polynomial protocol �λp and
the straightforward protocol �λs. During the erasure processes, the
shortcut schemes adopts the approximate Hamiltonian H = Ho + H∗

a

with the auxiliary Hamiltonian H∗
a take the quartic form and the

quadratic form, respectively.

the polynomial protocol and the straightforward protocol for
the erasure accuracy and the energy cost. This observation
underscores that the straightforward protocol �λs is presented
as a commonly utilized protocol chosen specifically to meet
the boundary conditions.

3. Distance between the instantaneous equilibrium path
and the approximate shortcut path

To examine the system’s evolution during memory era-
sure, we compare its distribution P with the corresponding
equilibrium distribution Peq characterized by the same param-
eters. The distance between the system’s distribution P and
the equilibrium distribution Peq are evaluated by using the
Jensen-Shannon divergence [63–66]

D(P||Peq ) = 1

2

∫
dxd p

(
P ln

2P

P + Peq
+ Peq ln

2Peq

P + Peq

)
.

(H1)
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0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

0.25

Conventional
Quadratic shortcut
Quartic shortcut

FIG. 6. The Jensen-Shannon distance [63–66] D(P||Peq ) as a
function of the evolution time t (lower value means better match).
D(P||Peq ) evaluates the distance between the system’s distribution P
and the equilibrium distribution Peq. The memory erasure processes
are respectively carried out by the conventional scheme with the
Hamiltonian Ho (red triangles), the quadratic shortcut scheme (green
squares), and the quartic shortcut scheme (blue circles). In the simu-
lation, we choose the erasure duration to be τ = 0.15.

As shown in Fig. 6, we plot the Jensen-Shannon distance
D(P||Peq ) against the evolution time t . The memory erasure
processes involve the conventional scheme with Hamilto-
nian Ho (red triangles), the quadratic shortcut scheme (green
squares), and the quartic shortcut scheme (blue circles). The
erasure duration is chosen to be τ = 0.15. The figure indicates
two distinct stages: Initially, when the barrier separating the
double well is too significant, the system struggles to reach
equilibrium, leading to an increase in distances between P and
Peq. Subsequently, thermal fluctuations aid the system in over-
coming the lowered barrier, and it follows the instantaneous
equilibrium path. For the conventional scheme, the decrease
in the Jensen-Shannon distance occurs gradually. However,
the addition of the quadratic or quartic auxiliary Hamiltonian
significantly expedites this decrease.

Figure 7 illustrates time slices of the system’s distribution
P(x, t ) = ∫

P(x, p, t )d p during the memory erasure process.
As the potential barrier diminishes, the system’s distribu-
tion P falls behind the instantaneous equilibrium distribution
Peq. Nonetheless, the quadratic or quartic shortcut schemes
notably accelerate the system’s evolution towards the equilib-
rium path, particularly after the barrier is fully lowered.

-2 -1 0 1 2
0

1

2

3 10-3

-2 -1 0 1 2
0

1

2

3 10-3

-2 -1 0 1 2
0

1

2

3 10-3

Equilibrium distribution
Quartic shortcut
Quadratic shortcut
Conventional

FIG. 7. The left column shows the time slides of the system’s distribution during the memory erasure process. The right column shows the
evolution of the original potential Uo(x, t ). The erasure duration is selected as τ = 0.15.
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