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Dispersion network-transition entropy: A metric for characterizing
the complexity of nonlinear signals
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Extracting meaningful information from signals has always been a challenge. Due to the influence of environ-
mental noise, collected signals often exhibit nonlinear characteristics, rendering traditional metrics inadequate in
capturing the dynamic properties and complex structures of signals. To address this challenge, this study proposes
an innovative metric for quantifying signal complexity—dispersion network-transition entropy (DNTE), which
integrates the concepts of complex networks and information entropy. Specifically, we assign single cumulative
distribution function values to network nodes and utilize Markov chains to represent links, transforming
nonlinear signals into weighted directed complex networks. Subsequently, we assess the importance of network
nodes and links, and employ the mathematical expression of information entropy to calculate the DNTE value,
quantifying the complexity of the original signal. Next, through extensive experiments on simulated chaotic
models and real underwater acoustic signals, we confirm the outstanding performance of DNTE. The results
indicate that, compared to Lempel-Ziv complexity, permutation entropy, and dispersion entropy, DNTE not
only more accurately reflects changes in signal complexity but also exhibits higher computational efficiency.
Importantly, DNTE demonstrates optimal performance in distinguishing different categories of chaotic models,
ships, and modulation signals, showcasing its significant potential in extracting effective information from

signals.
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I. INTRODUCTION

In this age of information technology, the effective acqui-
sition of information plays a pivotal role in various fields.
By processing the collected signals, we can extract valuable
information from complex data and address various practical
problems. The development of signal processing not only
drives the advancement of science and technology but also
profoundly influences our daily lives, spanning multiple fields
such as industrial engineering [1], economics [2], and hy-
droacoustics [3]. The core of signal processing lies in feature
extraction [4]. However, influenced by various factors such
as complex environments and equipment self-noise, collected
signals often exhibit nonlinear characteristics [5], making
traditional feature extraction methods less advantageous in
processing real measured signals. Therefore, it is imperative to
apply new features that can effectively characterize nonlinear
signals.
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Nonlinear dynamical features are used to describe the char-
acteristics of nonlinear behavior within dynamical systems,
and many scholars have applied them in the application of real
measured signals [6-9]. Commonly employed nonlinear dy-
namical features include Lempel-Ziv complexity (LZC) [10],
the Lyapunov exponent [11], and entropy [12]. Specifically,
LZC can characterize the rate at which new patterns emerge
in a signal, whereas entropy quantifies the uncertainty of the
signal. In contrast to the high computational complexity asso-
ciated with Lyapunov exponent calculation, LZC and entropy
not only have lower computational complexity but also vary
with the complexity of the signal. Specifically, as the signal
becomes more complex, both entropy and LZC values tend to
increase [13].

Complex networks are another commonly used method of
extracting information from signals. They define nodes and
links in a specific way, where nodes represent individuals or
elements in the system, and links in the network represent
connections or relationships between nodes [14-16]. Unlike
metrics such as LZC and entropy, which directly act on
signals, complex networks calculate various relationships be-
tween nodes and links, and the obtained features can be used
to describe the complex structures and dynamic behaviors of
various systems. Therefore, complex networks are widely ap-
plied in fields such as mechanical engineering, biomedicine,
and hydroacoustics [17-19].

©2024 American Physical Society


https://orcid.org/0000-0001-6055-1865
https://orcid.org/0000-0002-4934-4790
https://ror.org/01y0j0j86
https://ror.org/01y0j0j86
https://ror.org/034t3zs45
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.110.024205&domain=pdf&date_stamp=2024-08-12
https://doi.org/10.1103/PhysRevE.110.024205

GENG, WANG, SHEN, ZHANG, AND YAN

PHYSICAL REVIEW E 110, 024205 (2024)

Currently, commonly used complex networks include the
visibility graph (VG) [20], recurrence network (RN) [21], and
transition network (TN) [22]. In VG, each sampling point in
the signal data is regarded as a node, and they are connected
based on visibility, offering the advantage of not requiring
parameter selection [23]. On the other hand, both RN and
TN use the embedding dimension to segment signal data as
different nodes. However, RN establishes links through sim-
ilarity calculations, whereas TN considers adjacent nodes as
connected links, thereby preserving temporal causality [24].

However, the aforementioned complex networks also face
certain issues. For instance, VG encounters potential data
loss and exhibits limited applicability to large datasets [24].
Incorrect threshold selection in RN can significantly impact
the network, and during network transformation [25], TN may
lead to the loss of effective information in the original signal
due to the settings of embedding dimension and time delay.
To illustrate, consider the pattern 53; based on the temporal
sequence, the next pattern can only be mp3,. While setting
a larger time delay can mitigate this phenomenon, it may
also affect subsequent patterns. In addition, existing complex
network metrics, such as the global clustering coefficient
[26], network transitivity [27], and average path length [28],
although capable of providing a profound understanding of
the overall structure, properties, and functionality of networks
[29], still have certain limitations in quantifying network
irregularities.

In response to the existing issues, we propose a unique
solution that combines the concepts of complex networks
and information entropy, leveraging the advantages of both
to characterize the complexity of nonlinear signals from the
perspective of network information distribution. Specifically,
inspired by the dispersion pattern [30], we initially use the
values of the cumulative distribution function after scaling as
network nodes. Following the principles of Markov chains, we
treat the relationships between connected nodes as links, thus
introducing the concept of the dispersion network (DN). Sub-
sequently, we calculate the distribution probabilities of each
node and link in the DN and use the Shannon entropy formula
to obtain the DN-transition entropy (DNTE). While construct-
ing DN, we do not employ embedding dimensions for pattern
segmentation of nodes to reduce information redundancy.
In the computation of TE, we also simultaneously consider
the importance of both network nodes and links. Therefore,
compared with other metrics, DNTE exhibits more stable
and accurate characteristics in characterizing signal complex-
ity. Subsequently, experimental validations are conducted on
simulated chaotic models and two types of real measured hy-
droacoustic signal datasets, further confirming the outstanding
performance of DNTE in nonlinear signal processing.

The main contribution of this paper is the introduction
of an alternative complexity metric, DNTE, which demon-
strates excellent performance in nonlinear signal complexity
characterization. Furthermore, the structure of this paper is
as follows: Section II progressively introduces the theoret-
ical steps of DNTE and discusses its parameters. Section
IIT uses simulation experiments to compare DNTE’s ability
to detect dynamic changes and differentiate chaotic models,
while also evaluating its computational cost. In Sec. IV, the
practical application capabilities of DNTE are validated using

two types of real measured hydroacoustic datasets. Section V
summarizes the entire paper.

II. THEORY

A. Dispersion network

Similar to other complex networks, the proposed DN
typically involves two fundamental steps: the initial
determination of nodes and the subsequent establishment
of links among these nodes. The distinctive feature of DN
lies in the requirement for the preprocessing of temporal
information before node determination, which is a crucial
step in the construction process. Specifically, for a time series
X of length L, where X = {x, x5, ..., x.}, the construction
process of the DN is as follows:

Step 1: Through mapping using a normal cumulative dis-
tribution, the original sequence is transformed into a new
sequence composed of cumulative distribution function val-
ues, reducing the impact of the original values’ scale and
range. The mapping using normal cumulative distribution can
be represented as follows [30]:

1 o _ew?
e 227 dt, @))
—o0

o2

Yk =

where o and pu are the standard deviation and mean of the ini-
tial sequence X, respectively. We can obtain a new sequence
Y ={y1,y2,...,y.}, which consists of cumulative distribu-
tion function values.

Step 2: Introduce the class ¢ and perform round function
mapping on the normalized sequence Y. The cumulative dis-
tribution function values in Y are further converted into a new
sequence Z, which consists of integers from 1 to c.

Zk = |y X ¢+ 0.5]. 2)

Here, |---| denotes rounding the elements within the
brackets to the nearest integer. The resulting z; can be con-
sidered as a node in the network, denoted as 7;(i = z;), with a
maximum of c classes of nodes.

Step 3: Count the links between adjacent nodes in chrono-
logical order and denote them as m; — m;, where i and j
are both within the range of 1 — ¢, with a total of ¢?* classes
of possible links. Note that self-loops are allowed, meaning
situations where the preceding and succeeding nodes are the
same, as self-loops also contain valuable information. By
counting the occurrences of 7; and n; — 7;, i, je[l,c],
we can obtain the constructed DN, represented as [G¢, W€].

GC: [NTl'[?an,"-aNnL.]’ (3)

N(T[I"T[l) N(T[]‘”TZ) N(T[]‘)T[r)

W= N(Tfi—>771) N(7Ti—>ﬂ2) N(?T,-—>m-) s “)

N(mﬂm) N(m%nz) N(m%ﬂe)

where N, and (m; — ;) are the number of corresponding
nodes and connected links, respectively. It is important to note
that the constructed DN is a directed network, and Nz, ;) is
usually not equivalent to Nz, ) (i # ).

Figure 1 illustrates the time series and the corresponding
DNs (with ¢ set to 10) constructed by the logistic map under
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FIG. 1. (a) Time series of logistic map under different bifurcation parameters u, (b) DN constructed from period 2 (u = 3.25), (c) DN
constructed from period 8 (u = 3.547), (d) DN constructed from period 16 (u = 3.567), and (e) DN constructed from the chaotic state

(n=3.7).

different bifurcation parameters w, including u = 3.25, 3.547,
3.567, and 3.7, which correspond to period 2, period 8, period
16, and chaotic states, respectively, and more details about the
logistic map can be seen in Sec. III A. From Fig. 1, it can be
observed that under the period-2 solution, only nodes 1 and
10 have links, accompanied by the same thickness. However,
with an increase in the irregularity of dynamical regimes,
both the number of node classes and links increase, which
is also reflected in the thickness of each link, demonstrating
that networks generated by different dynamical regimes can
exhibit distinct characteristics.

B. Transition entropy

Entropy is a fundamental concept in information theory
and is frequently employed to measure the intricacy and un-
predictability of time series [30,31]. Building upon the DN
derived from Egs. (3) and (4), we introduce the calculation
procedure for transition entropy (TE) to obtain the DNTE
value, which helps in quantifying the complexity of the ob-
tained DN.

DNTE simultaneously considers both node and link in-
formation in the network, providing an effective measure of
the overall complexity of the network. It can be used as
a nonlinear metric to apply to complex signal applications.
Specifically, for the constructed network [G¢, W], DNTE
involves two steps:

Step 1: Calculate the probabilities Py, and Py, ., for each
class of nodes and each class of links, respectively:

Py = m )
T T L ’
Nn-—>7r-
P7r,»—>rrj = % (6)

Step 2: Calculate the DNTE value E. by taking P,, and
Pr,.—r; as weights and probabilities, respectively, and combin-
ing them with the definition of Shannon entropy as follows:

c ¢
Ec = ZPT[,' Z Pjr,vﬁnj log(Pn,-enj)- (7)

i=1 j=1

By applying Shannon entropy, we combine the information
from nodes and links to quantify the network’s complexity.
In Eq. (7), it is evident that the formula simultaneously cap-
tures effective information from both nodes and links in the
DN, and the computed value of DNTE is more comprehen-
sive in representing various aspects of the initial time series
information.

Additionally, in the calculation process of DNTE, it is
necessary to normalize the content within the second sum-
mation formula. Normalization ensures that the computed
entropy value is scaled appropriately, making it easier to in-
terpret and compare across different networks. The specific
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ALGORITHM 1.
(DNTE).

Dispersion network-transition entropy

1: Input time series X = {x;, x2, ..., x.}.

2: Obtain the cumulative distribution function sequence
Y = {y1,y2, ..., y.} through Eq. (1).

3: Obtain the integer sequence Z = {z;, 2, . -
the round function in Eq. (2).

4: Construct [G¢, W€] based on the nodes and links in sequence Z.

5: Count the quantity and probabilities of the nodes and links in
[GS, W<].

6: Calculate DNTE values E, based on Eq. (7).

7: Normalize the E..

., z.} by applying

procedure of normalization involves dividing the value ob-
tained from Eq. (7) by log(c), since for each node i there are ¢
possible linking results. Through normalization, the resulting
E, are scaled within the range of O to 1, offering a more
intuitive representation of the complexity of the network,
as a value between O and 1 clearly indicates the degree of
complexity, with higher values representing greater complex-
ity. Additionally, Algorithm 1 shows the pseudocode of the
DNTE.

C. Parameter selection

As elucidated earlier, DNTE solely entails the determina-
tion of the parameter c, necessitating less a priori knowledge
for parameter selection than alternative metrics. ¢ determines
the potential number of nodes, while c¢? represents the po-
tential number of links. Hence, a judicious choice of ¢ can
effectively capture subtle pattern changes in the time se-
ries while ensuring that DNTE remains insensitive to noise,
thereby retaining the essential information of the time series.

Figure 2 illustrates the mean and standard deviation of the
three types of noise under different classes c. White noise
exhibits constant power across all frequencies, resembling
a random mixture, while pink noise accentuates lower fre-
quencies, and blue noise accentuates higher frequencies in
their respective spectral distributions [32]. The length of each
noise class is 6000, with 200 randomly generated instances
for each class. From the figure, it can be observed that with
smaller c, the distinction among different noise types is more
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FIG. 2. Mean and standard deviation of the three types of noise
under different classes c.

apparent. Larger c, particularly in the case of pink and blue
noise, exhibit smaller variances, indicating greater stability in
representing complexity. Therefore, we recommend a range
for the parameter ¢ between 10 and 20.

III. TESTS ON THE SIMULATED SIGNALS

In this section, we conduct comparative experiments on the
performance of DNTE using simulated signals, including its
ability to capture dynamic changes and differentiate between
various chaotic models. Quantitative metrics of complexity
for comparison include LZC [10], permutation entropy (PE)
[31], and dispersion entropy (DE) [30], and their metric values
are denoted as ¢, &, and &3, respectively. Additionally, we
also conduct a statistical analysis of the computational con-
sumption of these metrics.

A. Experiment (1): Capture of dynamic changes

The logistic map is a classic one-dimensional chaotic map
widely used in the study of chaotic phenomena and nonlinear
dynamical systems [33,34]:

Xip1 = pxi(1 —x;). (8)

Here, p acts as the bifurcation parameter controlling the
level of chaos in the entire map, while xy denotes the initial
point of the map. Typically, in chaotic systems, the specific
value of the initial point has minimal impact on the results,
and we set it as 0.1. In our experiments, we systematically
varied p within the range [3.5, 4] with an interval of 0.001.
For each u value, we extract the final 5000 iterations out of
10000 to form the sample sequence. Figure 3(a) illustrates
the bifurcation diagram of the logistic map, highlighting the
transition from initial period 4 to subsequent period 8, period
16, and a progressively increasing chaotic behavior as the
bifurcation parameter undergoes changes. Figures 3(b)-3(e)
depict the variation curves of different metrics with the bifur-
cation parameter ;. Among these, LZC involves no parameter
selection; for DNTE, the number of classes ¢ is set to 5,
10, 15, and 20, respectively; the embedding dimension m for
PE ranges from 3 to 6; DE involves the selection of both
the embedding dimension m and the number of classes c. In
addition to the suggested combinations (3,4), (4,3), and (4,4)
[30], we also set (2,15) for comparison. This is because an
embedding dimension of 2 is equivalent to the statistics of
adjacent nodes; hence for completely normal signals, DNTE
and DE are the same (same c¢). However, completely normal
signals are almost nonexistent in the real world, and these
differences can be reflected through Eqgs. (6) and (7).

Figure 3 shows that each metric broadly reflects the over-
all chaotic variations of the logistic map, yet distinctions
persist among them. For instance, within the interval p €
[3.5,3.545], the map resides in a period-4 state. However,
both PE (m =5 and 6) and DE (m =3, c =4, and m = 4,
¢ = 4) curves exhibit frequent jumps in this interval. Fur-
thermore, although the DE curve with parameters m = 2 and
¢ = 15 is more reflective of the dynamics of the logistic map,
the normalized &, in the periodic state is greater than 0.5,
which illustrates that when ¢ is taken to be 15, due to the
overly fine division of the categories, it may lead to a very
similar distribution for some of the pattern categories, which
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FIG. 3. Variation curves of different metrics with the bifurcation parameter p of the logistic map. (a) Bifurcation diagram of the logistic

map, (b) LZC, (c) PE, (d) DE, and (¢) DNTE.

in turn makes the amount of useful information of the time
series decrease. In contrast, it is worth noting that the DNTE
curves depicted in Fig. 3(e) (except when c is set to 5) not only
accurately describe the transition between the periodic and
chaotic states, but also accurately reflect the periodic state of
the logistic map (with an E, of 0), and also show sensitivity to
subtle bifurcations within the periodic state, particularly when
w € [3.5, 3.635]. In conclusion, compared with the other three
metrics, DNTE exhibits significantly superior performance in
detecting dynamic changes in the logistic map.

B. Experiment (2): Differentiation of the different
chaotic models

Next, we introduce the Hénon map [18] and Lorenz map
[35] to conduct experiments aimed at distinguishing different
chaotic models. The formulas for the Hénon map and Lorenz
map can be expressed as follows:

Xip1 = 1+ yi — ax? yip1 = bx;, 9

=0 —x)Y=px—y—xz Z=xy— Bz (10)

Here, the parameters for the Hénon map are setasa = 1.3
and b = 0.3, while the parameters for the Lorenz map are set
as o = 10, p = 28, and S = 8/3. For each chaotic model, we
select various sequence lengths ranging from 1000 to 10 000,
with intervals of 1000. It is worth noting that we also omit
the initial 5000 iterations of each map to ensure sequence
stability. By calculating the E, (¢ = 15), &, (m = 5), and ¢
and ¢35 (Im =3, c =4; m =2, ¢ = 15) values for different
sequence lengths of the chaotic models, the mean and standard
deviation of the distributions are obtained as shown in Fig. 4,
and all metrics are normalized for ease of comparison.

Observation of Fig. 4 reveals that the LZC can effectively
identify nearly all three types of chaotic models. However,
there is a slight sample confounding observed in the logistic
and Lorenz maps, with large standard deviations for all mod-
els. Moreover, the metric values of the three chaotic models
in DE (m =3, ¢ =4) are very close, making it difficult to
distinguish them effectively. Furthermore, the entropy value
of DE (m = 2, ¢ = 15) is markedly elevated, which leads to
the logistic map and the Lorenz map being nearly identical,
making them challenging to distinguish. Only PE and DNTE
are found to be effective in distinguishing the three chaotic
models, with their entropy values exhibiting minimal standard
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deviation. These findings indicate that PE and DNTE are
capable of accurately reflecting the entropy values of input
signals, even when the sample series are limited in size.

C. Experiment (3): Comparison of time consumption

The time consumed in the computation of various met-
rics is also of greater significance in practical application.
Among the four metrics considered, both LZC and PE exhibit
time complexities of O(N?), while DE and DNTE boast time
complexities of O(N). Figure 5 illustrates the average com-
putational consumption of these metrics across varying time
series lengths. Each time series length is randomly generated
for 200 records.

It is clear from Fig. 5 that increasing the series length
results in a linearly increasing computational cost for each
metric. In terms of computational efficiency, PE and LZC
emerge as the most time-consuming metrics, followed by DE,
where the increase in the number of categories also leads to a
longer computation time. It is worth noting that the DNTE
algorithm is the most efficient. In particular, LZC and PE
exhibit computational consumption three orders of magnitude
higher than that of DNTE, and the results underscore the prac-
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FIG. 5. Computational consumption of LZC, PE (m = 6), DE
(m=3,c=4),DE (m =2, c = 15), and DNTE (¢ = 15) for differ-
ent time series lengths.

TABLE I. Specific types and labels of ShipsEar signals.

Class Type Label

A Dredge 80__04_10_12_adricristuy

B Motorboat 7223 07_13_H3_lancha2

C Passengers 9__10_07_13_marDeOnza_Espera
D Ocean liner 69__23_07_13_H2_costaVoyager
E Background noise 82_27_09_13_H3_lluvia

tical advantage of our proposed DNTE in providing superior
computational efficiency.

IV. APPLICATION TO REAL MEASURED
HYDROACOUSTIC SIGNALS

The ability of DNTE to reflect dynamic changes and differ-
entiate between chaotic models has been confirmed through
simulated experiments. In this section, we conduct classifica-
tion experiments on real measured hydroacoustic signals. The
data include the publicly available ShipsEar dataset and mea-
sured signals of various modulation classes, and the compared
metrics include LZC, PE (m = 6), and DE (m = 2, ¢ = 6),
and their values are also denoted as ¢, €;, and €3, respectively.
By comparing the feature distribution and recognition rates of
different metrics for ship signals or modulation signals, we
aim to validate the superiority of DNTE in the application of
real measured signals.

A. Case (1): ShipsEar dataset

The ShipsEar dataset was recorded along the Atlantic coast
in northwest Spain and was obtained from [36,37]. Because of
the high intensity and diversity of port traffic, the ShipsEar
dataset includes recordings of various types of ships. The
collected signals are categorized into five major classes based
on ship size, including four classes of ships and one class of
environmental noise data. Each class of signal has a sampling
frequency of 52.734 Hz, and we select a signal segment from
each major class for experimentation. Further information on
the selected signals can be found in Table I.

For each category of ShipsEar signal, we randomly select
200 nonoverlapping samples, each with a length of 10000
sampling points, to create the experimental sample set. We
then calculate the DNTE values E, for these samples using
parameter settings of ¢ = 15. In addition, we calculate ¢,
&7, and &3 for comparison purposes, and the resulting feature
distribution is displayed in the violin plot in Fig. 6, where the
black line represents the mean values.

In Fig. 6(a), it appears that only class D can effectively
distinguish itself from the other four classes of signals. Some
samples from class A overlap with those from class B and
class C, and a similar situation is observed between class B
and class E. In Fig. 6(b), the entropy values of samples from
the other four classes, except for class C, are mostly clustered
in one region, indicating a poorer discriminative effect of PE.
Additionally, the feature distributions in Figs. 6(c) and 6(d)
are highly analogous. This is due to the fact that both DE
and DNTE employ normal cumulative distribution mapping.
In DE, the distributions for class A and class C are more
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FIG. 6. Feature distributions of different metrics for five classes of the ShipsEar dataset: (a) LZC, (b) PE, (c) DE, and (d) DNTE.

closely aligned, while in DNTE, there is no discernible over-
lap between the two. In comparison, the effect of the feature
distributions is significantly superior to that of LZC and PE.

In order to demonstrate the effectiveness of DNTE more
intuitively, we also introduce the K-nearest neighbor (KNN)
classifier by virtue of its simplicity and intuition [38], and
validate the performance of DNTE through classification ac-
curacy. By calculating the Euclidean distance between the test
samples and all samples in the training set, the five nearest
training samples are chosen. The class of each test sample is
then determined using a majority voting method, achieving
signal classification. Figure 7 shows the recognition rates of
various metrics from the ShipsEar dataset.

Figure 7 shows that LZC and PE achieve 100% recogni-
tion rate for only one signal class, which is consistent with
the analysis from the violin plots. However, their recogni-
tion and discrimination performances are lower for the other
four classes in the sample set, resulting in lower recognition
rates. In contrast, both DNTE and DE demonstrated high
recognition rates across all five classes, although they did not
achieve perfect recognition for any single class. Specifically,
the DNTE proposed in this paper achieves a recognition rate
of 97.4% on the five classes of the ShipsEar dataset, sur-
passing DE by 1.6%. In summary, these results confirm the
effectiveness of DNTE in the classification of hydroacoustic
signals.
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B. Case (2): Modulation signals

In this subsection, we describe the measured data col-
lection involving five classes of modulation signals. The
modulation signals are collected at the Ganhe Reservoir in
Xianyang City, Shaanxi Province, China, and the modula-
tion classes include 2FSK, 4FSK, BPSK, DSSS, OFDM, and
QPSK.

The geographical coordinates of the Ganhe Reservoir are
latitude 34 °532 807’ and longitude 108 °429436’. During the
signal acquisition process, the signal transmitting device is
deployed at the shore of the water area, while the sense recog-
nition node device is deployed on a small boat approximately
1000 m from the shoreline. The node device is equipped
with accessories such as batteries and waterproof enclosures,
as depicted in Fig. 8(a), and the device placement scene is
illustrated in Fig. 8(b). Special attention should be paid to the
fact that the distance between the small boat and the launching
equipment may change because of the water current, and the
overall control is between 800 and 1200 m. Other parameter
settings used in the experiment are detailed in Table II, includ-
ing the depth of the transmitter and hydrophone, the center
frequency of the carrier, and the sampling frequency of the
hydrophone.

The total acquisition duration for each signal is 240 s, with
the signal transmitter emitting a 20-s modulation signal at

FIG. 8. (a) Sense recognition node devices. (b) Device layout
diagram.

TABLE II. Specific information of modulation signals.

Parameter Setting
Transmit depth 3m
Hydrophone depth 3m
Signal carrier center frequency 8 KHz
Hydrophone sampling frequency 50 KHz

2FSK, 4FSK, BPSK, DSSS,
OFDM, and QPSK

Modulation class

10-s intervals. For each class of modulation signal, we take
the initial 20-s signal as the experimental data and divide it
into 100 samples at equal intervals, each with 10 000 sampling
points. The ¢, &;, €3, and E, are calculated for these samples,
and the resulting violin distribution is shown in Fig. 9.

In Fig. 9, in terms of feature stability, both LZC and
DNTE exhibit feature distributions within relatively small
ranges without significant interval spans. In particular, DNTE
demonstrates stable representations for BPSK, DSSS, and
OFDM with a small range of entropy value fluctuations. Re-
garding the distribution of various modulation signals, LZC,
DE, and PE are capable of distinguishing a maximum of
two signal classes without any overlap with other classes.
However, the E.’s for 4FSK, BPSK, DSSS, and OFDM
show clear distinctions, with only 2FSK and QPSK exhibit-
ing small regions of overlap. Therefore, it can be observed
that DNTE has the best stability in distinguishing among
the six modulation signal classes, and the feature distribu-
tions make it easy to differentiate between various modulation
signals.

Furthermore, the recognition results with the introduction
of a classifier are shown in Fig. 10, where 50% of the samples
are randomly selected as the training set and the remaining
samples are used as the test set. Figure 10 shows that LZC,
PE, and DE can achieve a 100% recognition rate for only
two modulation signal classes, whereas the proposed DNTE
accurately recognizes four of them. In terms of the average
recognition rate, DNTE achieves a recognition rate of 97.67%,
which is 6% higher than that of the second-ranked DE. These
findings demonstrate that the method proposed in this paper
offers an alternative approach for the application of nonlinear
signals.

C. Supplemental experiments

To further quantify the time complexity of various metrics
in the application of real measured signals, we conduct a sta-
tistical analysis of their computational time. Table III presents
the computation times of various metrics for two datasets. It

TABLE III. Computation times of various metrics for two datasets.

Metric ShipsEar (s) Modulation signal (s)
LZC 626.28 367.65
PE 802.4 523.27
DE 65.17 16.82
DNTE 33.82 8.79
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FIG. 9. Feature distributions of different metrics for six classes of modulation signals: (a) LZC, (b) PE, (c) DE, and (d) DNTE.

further demonstrating the efficiency of the proposed DNTE in
hydroacoustic applications.

Furthermore, to mitigate the impact of overfitting on
the experiments, we adjust the training percentage in the

can be observed that, on any dataset, PE requires the longest
computation time, followed by LZC, while DNTE consumes
the least time. For a set of 600 samples with a length of 10 000
data points, DNTE requires only 8.79 s of computation time,

TABLE IV. Recognition rates and standard deviations for the ShipsEar dataset under different training percentages.

Recognition rates (%)

Training

percentage LzC PE DE DNTE
20% 91.14 £ 0.013 73.42 £ 0.020 95.49 +0.013 97.17 £ 0.009
30% 91.26 £ 0.010 72.92 £0.015 95.92 +£0.011 97.20 + 0.007
40% 90.95 +£0.014 72.56 £0.013 96.11 £+ 0.009 97.14 £ 0.005
50% 90.82 £ 0.011 72.48 £ 0.016 96.14 + 0.012 97.08 + 0.006
60% 90.74 £ 0.015 71.63 £0.014 96.25 + 0.009 98.03 &+ 0.007
70% 90.46 £+ 0.009 71.49 +0.020 95.96 +0.016 97.11 £ 0.009
80% 90.32 £0.012 71.02 +0.024 95.79 £ 0.013 96.89 + 0.011
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FIG. 10. Recognition rates of various metrics of modulation
signals.

comparative experiments to 20%, 30%, 40%, 50%, 60%, 70%,
and 80%. Additionally, for each classification experiment,
we conduct 200 trials and calculate the mean and standard
deviation of recognition rates to ensure the reliability of the
experimental data. The results obtained from the two datasets
are presented in Tables IV and V, respectively.

Analysis of Tables IV and V shows that DNTE consis-
tently achieves the highest recognition rates and has a smaller
standard deviation under any training percentage, whether it
is the ShipsEar dataset or the modulation signals we col-
lected, which indicates the robust performance of DNTE.
Importantly, the rankings of the various metrics remain sta-
ble, unaffected by changes in the training percentage. It is
noteworthy that in the modulation signal dataset, variations
in the training percentage affect the performance of the met-
rics. Specifically, the recognition rates of various metrics
tend to decrease as the training set decreases. For example,
compared with an 80% training percentage, the recognition
rate decreases by 4.35% under a 20% training percentage.
However, a similar trend is not observed for the ShipsEar
dataset, highlighting the importance of having sufficient data
in practical experiments. Despite these variations, our pro-
posed DNTE consistently outperforms other metrics under
any dataset, demonstrating superior performance in terms of
both robustness and efficiency.

V. CONCLUSIONS

This paper proposes a unique complexity measure, DNTE,
which combines complex networks and information entropy
to address the challenges in effective information extraction
for nonlinear signals. The performance of DNTE is validated
using both classical chaotic models and measured hydroa-
coustic signals. The main conclusions of this study are as
follows:

1. DN is proposed by using scaled cumulative distribution
function values as network nodes and establishing links based
on temporal information. The results indicate that the obtained
network can effectively reflect different dynamic regimes.

2. DNTE is proposed by simultaneously assessing the im-
portance of each node and various links in the DN. Then
quantification is achieved using the calculation formula of
Shannon entropy, ensuring a comprehensive capture of effec-
tive information within the network.

3. In the comparative experiments involving simulated
chaotic models, DNTE not only demonstrates superior effi-
cacy in capturing the dynamic changes of time series, but
also exhibits excellent performance in distinguishing between
different models compared to LZC, PE, and DE. Furthermore,
DNTE incurs the lowest computational cost.

4. In practical comparative experiments, regardless of
whether the ShipsEar dataset or measured modulation signals
were employed, the DNTE, combined with classifiers, con-
sistently outperforms other metrics, even when small-sample
training sets are used. Specifically, in classification experi-
ments across six modulation signal classes, the recognition
rate of DNTE reaches 97.67%, surpassing the second-ranking
DE by 6%, thus adequately demonstrating its superiority in
nonlinear signal complexity characterization.

In the future, we expect to expand DNTE to multivariate as
well as multiscale forms, enabling a wider range of applica-
tions.

The datasets analyzed during the current study are avail-
able from the corresponding author on reasonable request.
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TABLE V. Recognition rates and standard deviations for modulation signals under different training percentages.

Recognition rates (%)

Training

percentage LzC PE DE DNTE
20% 78.41 £ 0.025 83.60 £ 0.018 86.03 £ 0.027 93.76 £0.017
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