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The driving forces of chiral active particles and deformations of cells are often modeled by spatially
inhomogeneous but temporally periodic driving forces. Such inhomogeneous oscillatory driving forces have
only recently been proposed in the context of active matter, and their effects on the systems are not yet fully
understood. In this work, we theoretically study the impact of spatially inhomogeneous oscillatory driving
forces on continuous symmetry breaking. We first analyze the linear model for the soft modes in the ordered
phase to derive the lower critical dimension of the model, and then analyze the spherical model to investigate
more detailed phase behaviors. Interestingly, our analysis reveals that symmetry breaking occurs even in one
and two dimensions, where the Hohenberg-Mermin-Wagner theorem prohibits continuous symmetry breaking
in equilibrium. Furthermore, fluctuations of conserved quantities, such as density, are anomalously suppressed
in the long-wavelength, i.e., show hyperuniformity.
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I. INTRODUCTION

As the temperature is lowered, gas becomes liquid and
then liquid becomes solid. These dramatic changes in phys-
ical properties are called phase transitions [1]. The phase
transitions in equilibrium systems have been actively stud-
ied using powerful tools of statistical mechanics such as the
renormalization groups [2], scaling theories [3], exact solu-
tions [4,5], and extensive numerical simulations [6–8]. The
phase transitions in nonequilibrium systems are also actively
investigated, though the theoretical development is still in its
infancy compared to that of the equilibrium phase transitions.

One of the most well-known no-go theorems in the theory
of equilibrium phase transitions is the Hohenberg-Mermin-
Wagner theorem [9,10]. This theorem claims that short-range
interacting systems having continuous degrees of freedom do
not show long-range order in one and two dimensions. How-
ever, the theorem does not hold for nonequilibrium systems,
and indeed there are several examples of low-dimensional
systems showing tlong-range order. Examples include the XY
model driven by anisotropic noise [11,12], O(n) model driven
by shear [13–15], and models driven by anticorrelated noise
[16,17], polar active fluids [18–20], and nonreciprocal sys-
tems [21,22].

A popular class of nonequilibrium systems is periodically
driven systems. For instance, spin systems in an ac field
have been investigated extensively to understand hysteresis
of ferromagnets [23–26]. Other examples include tapping ex-
periments of granular systems [27] and emulsions subjected
to an oscillatory shear strain [28,29]. In the above examples,
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the systems are driven by the spatially homogeneous driving
force. For instance, in a typical setting of magnetic hysteresis,
all spins i = 1, . . . , N are driven by the same external field
such as hi(t ) = h(t ) = a sin(ω0t ), where a and ω0 denote
the strength and frequency of the driving force, respectively.
Recently, a different type of driving force was proposed in the
context of active matter, namely, spatially inhomogeneous but
temporally periodic driving forces [30]. For instance, tissues
are often driven by oscillatory deformations of constituent
cells [31,32]. To model this behavior, Tjhung and Berthier
introduced a model consisting of actively deforming particles
[32]. The diameter σi of the ith particle of the model oscillates
around its mean value σ 0

i as follows:

σi(t ) = σ 0
i [1 + a cos(ω0t + ψi )], (1)

where a and ω0 denote the strength and frequency of the
oscillation, respectively, and ψi denotes a random phase shift
[32]. When ψi = 0, Eq. (1) represents the affine compression
or decompression, while, when ψ �= 0, it leads to spatially
inhomogeneous deformations. Another example of inhomo-
geneous driving force appears in chiral active matter, where
constituent particles spontaneously rotate due to the periodic
nature of the driving force [33,34]. A popular numerical
model to describe the rotational motion of a chiral active
particle in two dimensions is [35]

ẋi = −∂V

∂xi
+ h cos θi + ξi,x,

ẏi = −∂V

∂yi
+ h sin θi + ξi,y, (2)

θ̇i = ω0 + ξθ ,
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where (xi, yi ) denotes the position of the ith particle, ξi,x,y,θ

denotes the noise, and V denotes the interaction potential. In
the absence of noise ξi,x,y,θ = 0, the equations are reduced to

ẋi = −∂V

∂xi
+ hi,x, ẏi = −∂V

∂yi
+ hi,y. (3)

Here the particle is driven by the inhomogeneous driving force
hi,x = h cos(ω0t + ψi ) and hi,y = h sin(ω0t + ψi ), where the
phase shift ψi is determined by the initial condition ψi =
−ω0tini + θi(tini ). The phase behavior of this type of system,
including actively deforming particles and chiral active mat-
ter, was studied recently [32,36–42]. However, the effects of
the inhomogeneous driving force on the phase transition have
not been fully understood yet.

This study focuses on continuous symmetry breakings such
as crystallization and nematic transition systems driven by
inhomogeneous oscillatory driving forces. In particular, we
show that continuous symmetry-breaking can occur even in
low dimensions d � 2 for systems driven solely by inhomo-
geneous oscillatory driving forces. To achieve this goal, we
first investigate the linear model and derive the lower critical
dimension. Here we only assume that the model has at least
one massless mode in the ordered phase, and thus, the result
should be applied for general types of continuous symmetry
breaking such as crystallization and nematic phase transitions.
Next, we investigate the spherical model to discuss more
detailed phase behaviors [1,43].

The spherical model was first introduced by Berlin and Kac
as a simplification of the Ising model [44]. The model can be
solved analytically in any dimension, both in equilibrium and
nonequilibrium [1,45,46]. In equilibrium, the model under-
goes the second-order phase transition from the paramagnetic
to the ferromagnetic phase at finite temperatures. The critical
exponents of the transition agree with those of the n → ∞
limit of the O(n) model [1]. In previous studies, the spherical
model driven by the homogeneous oscillatory driving forces
was investigated extensively in the context of the magnetic
hysteresis [23–26] and also structural glasses [29].

The structure of the paper is as follows. In Sec. II, we
investigate the linear model by using the scaling analysis. In
Sec. III, we investigate the spherical model. In Sec. IV, we
briefly discuss the behavior of the conserved order parameter
such as density. In particular, we show that the fluctuations
of the conserved quantity are highly suppressed, implying
that the model exhibits hyperuniformity [47]. In Sec. V, we
conclude the work.

II. LINEAR MODEL

When continuous symmetries are spontaneously broken,
there arise soft modes called the Nambu-Goldstone (NG)
modes [48,49]. In equilibrium, the fluctuations of NG modes
diverge in d � 2, which destroys the long-range order. There-
fore, continuous symmetries are not spontaneously broken for
d � 2 in equilibrium systems. This fact is nowadays widely
known as the Hohenberg-Mermin-Wagner theorem [9,10]. We
here investigate the scaling behavior of the NG modes to
discuss the stability of the ordered phase of systems driven
by inhomogeneous oscillatory driving forces. Let u be the

displacement along one of the NG modes. We assume that
u follows the following phenomenological linear equation:

∂u(x, t )

∂t
= ∇2u(x, t ) + f (x, t ), (4)

f (x, t ) = ξ (x, t ) + h(x, t ), (5)

where ξ (x, t ) denotes a Gaussian white noise satisfying

〈ξ (x, t )〉 = 0,

〈ξ (x, t )ξ (x′, t ′)〉 = 2T δ(x − x′)δ(t − t ′), (6)

and h(x, t ) represents an inhomogeneous oscillatory driving
force

h(x, t ) =
√

2D cos[ω0t + ψ (x)]|dx|−1/2, (7)

where |dx| denotes the volume of the unit cell of the dis-
cretization. T and D stand for the strength of the noise and
the driving force, respectively. In Eq. (7), we introduce the
random phase shift ψ (x) distributed uniformly in [0, 2π ] [30].
The case with ψ (x) = 0 corresponds to a homogeneous driv-
ing force. The mean and variance of h(x, t ) are [50]

〈h(x, t )〉 = 0,

〈h(x, t )h(x′, t ′)〉 = Dδ(x − x′) cos[ω0(t − t ′)], (8)

where we use δ(x − x′) = lim|dx|→0 δx,x′/|dx| in the contin-
uum limit. In Eqs. (6) and (8), the symbol 〈•〉 represents
either the average over the noise ξ or the randomness ψ .
Equation (8) implies that the time translational symmetry is
restored after taking the average for the quenched randomness
ψ (x). To investigate the scaling behavior, we consider the
following scaling transformation [19,51]:

x → bx, t → bzt, u → bχu. (9)

To calculate the scaling dimension of the driving force f (x, t ),
we observe the fluctuation induced by f (x, t ) in d + 1-
dimensional Euclidean space [0, l]d × [0, t] [47]

σ (l, t ) =
〈(∫

x′∈[0,l]d

dx′
∫ t

0
dt ′ f (x′, t ′)

)2〉

= σξ (l, t ) + σh(l, t ), (10)

where

σξ (l, t ) =
〈(∫

x′∈[0,l]d

dx′
∫ t

0
dt ′ξ (x′, t ′)

)2〉
,

σh(l, t ) =
〈(∫

x′∈[0,l]d

dx′
∫ t

0
dt ′h(x′, t ′)

)2〉
. (11)

For T > 0 and ω0 �= 0, we get σξ ∼ ldt and σh ∼ ldt0, leading
to σ ∼ σξ ∼ ldt for l � 1 and t � 1. Since σ ∼ t2l2d f 2, we
have f (x, t ) → b−z/2b−d/2 f (x, t ) for T > 0 and ω0 �= 0. On
the contrary, for T = 0 and ω0 �= 0, we get σ = σh ∼ ldt0,
leading to f (x, t ) → b−zb−d/2 f (x, t ). For ω0 = 0, h(x, t ) ∝
cos ψ (x) is a time-independent constant force, which leads
to the ballistic behavior σ ∼ σh ∼ ldt2. Therefore, we get
f (x, t ) → b−d/2 f (x, t ) for ω0 = 0. In summary, after the scal-
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ing transformation, Eq. (4) reduces to

bχ−z ∂u(x, t )

∂t
= bχ−2∇2u(x, t ) + bz f f (x, t ),

z f =

⎧⎪⎨
⎪⎩

− z
2 − d

2 T > 0, ω0 �= 0

−z − d
2 T = 0, ω0 �= 0,

− d
2 ω0 = 0.

(12)

Assuming all terms have the same scaling dimension, we get
the following scaling relations [1,52]:

χ − z = χ − 2 = z f , (13)

leading to

z = 2,

χ =

⎧⎪⎨
⎪⎩

1 − d
2 T > 0, ω0 �= 0,

− d
2 T = 0, ω0 �= 0,

2 − d
2 ω0 = 0.

(14)

To see the stability of the ordered phase, we observe the
fluctuations of the NG modes [19]

〈δu2〉 ∼ b2χ . (15)

For the ordered phase to be stable, χ must be negative; other-
wise, the fluctuations diverge in the thermodynamic limit b →
∞, and the long-range order is destroyed [19]. Therefore, the
lower-critical dimension can be determined by setting χ = 0:

dl =
⎧⎨
⎩

2 T > 0, ω0 �= 0,

0 T = 0, ω0 �= 0,

4 ω0 = 0.

(16)

The above equation is the main result of this paper. For T > 0
and ω0 �= 0, we get dl = 2, as in equilibrium [9,10], mean-
ing that the periodic driving forces do not change the lower
critical dimension at finite T . On the contrary, for T = 0 and
ω0 �= 0, we get dl = 0, meaning that the long-range order can
appear even in d = 1 and d = 2. For ω0 = 0, we get dl = 4.
This is natural since h(x, t ) ∝ cos ψ (x) plays the role of the
random field, which destroys the order in the systems with
continuous symmetry for d � 4 according to the Imry-Ma
arguments [1,53]. Equation (16) should also be applied for
an arbitrary function h(x, t ) that is temporally periodic and
spatially uncorrelated for which σh ∼ ld/2t0.

The argument so far is phenomenological but quite general,
where we only assume the existence of the NG modes. Equa-
tion (16) should be applied for general types of continuous
symmetry breaking such as the ferromagnetic phase transition
of the O(n) model with n � 2, crystalization, and nematic
phase transition.

However, the above linear model cannot describe the phase
transitions. To investigate the phase behaviors more closely,
in the next section, we investigate the mean-spherical model
[44], which corresponds to the n → ∞ limit of the O(n)
model and can be solved exactly [1].

III. SPHERICAL MODEL

For concreteness, we here introduce and investigate the
mean-spherical model and discuss more detailed phase
behaviors. Let φ(x, t ) be a nonconserved order parameter such

as the magnetization. We assume that the time evolution of
φ(x, t ) follows the model-A dynamics [54]

∂φ(x, t )

∂t
= − δF[φ]

δφ(x, t )
+ f (x, t ), (17)

where the driving force f (x, t ) is defined by Eq. (5). The free-
energy F[φ] of the mean-spherical model is defined as [17,55]

F[φ] =
∫

dx
[

(∇φ)2

2
+ μφ2

2

]
, (18)

where μ denotes the Lagrange multiplier to impose the mean-
spherical constraint ∫

dx〈φ(x)2〉 = N. (19)

The model is studied extensively in equilibrium D = 0, where
the critical exponents agree with those of the large n limit
of the O(n) model [1,46]. Below we investigate the phase
behaviors of the model in the thermodynamics limit: N → ∞
and

∫
dx = V → ∞ with fixed ratio ρ = N/V .

We shall make some comments on μ. Equation (17) is
written as

∂φ(x, t )

∂t
= −(μ − ∇2)φ(x, t ) + f (x, t ). (20)

By integrating Eq. (20) with regard to (w.r.t.) x, we get ṁ(t ) =
−μm(t ), where m(t ) = V −1

∫
dxφ(x, t ). The Lagrange mul-

tiplier should satisfy μ � 0 since, otherwise, the steady state
becomes unstable. In the steady state ṁ = −μm = 0. This
condition is automatically satisfied in the disordered phase
m = 0. In the ordered phase m > 0, on the contrary, μ should
vanish μ = 0. Therefore, in the ordered phase Eq. (20) re-
duces to the linear equation Eq. (4) analyzed in the previous
section. As a consequence, the lower critical dimension dl of
the mean-spherical model is given by Eq. (16), as we will
confirm later.

We decompose the order parameter φ(x, t ) into the mean
value m and fluctuations φ̃(x, t ) ≡ φ(x, t ) − m. Since ṁ =
−μm = 0 in the steady state, φ̃(x, t ) satisfies the same
equation as Eq. (20). Thus, the Fourier transform of the equa-
tion leads to

iωφ̃(q, ω) = −(q2 + μ)φ̃(q, ω) + f (q, ω), (21)

where q = |q| and

φ̃(q, ω) =
∫

dxdte−iq·x−iωt φ̃(x, t ). (22)

From Eq. (21), we get

φ̃(q, ω) = f (q, ω)

iω + (q2 + μ)
. (23)

The two-point correlation is then calculated as

〈φ(q, ω)φ(q′, ω′)〉 = (2π )d+1δ(q + q′)δ(ω + ω′)S(q, ω),

(24)
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where φ(q, ω) denotes the Fourier transform of φ(x, t ), and

S(q, ω) = m2(2π )d+1δ(ω)δ(q) + 2T

ω2 + (q2 + μ)2

+ Dπ

ω2
0 + (q2 + μ)2

[δ(ω + ω0) + δ(ω − ω0)].

(25)

The static correlation is obtained by integrating Eq. (25)
over ω:

S(q) = 1

2π

∫
dωS(q, ω)

= (2π )dm2δ(q) + T

q2 + μ
+ D

ω2
0 + (q2 + μ)2

. (26)

The remaining task is to determine the Lagrange multiplier
μ by the spherical constraint

N =
∫

dx〈φ(x, t )2〉 = V

(2π )d

∫
dqS(q). (27)

Substituting Eq. (26) into Eq. (27), we get

1 = m2

ρ
+ T F (μ) + DG(μ), (28)

where

F (μ) = 
d

(2π )dρ

∫ qD

0

dqqd−1

q2 + μ
,

G(μ) = 
d

(2π )dρ

∫ qD

0

dqqd−1

ω2
0 + (q2 + μ)2

. (29)

Here qD denotes the phenomenological cutoff, and 
d denotes
the d-dimensional solid angle.

Now we discuss the phase behavior for finite T . For suf-
ficiently high T , the system is in a disordered phase. As T
decreases, the model undergoes a continuous phase transition
at a certain point T = Tc. Since μ = 0 and m = 0 at the
transition point, Tc is calculated as

Tc = 1 − DG(0)

F (0)
. (30)

For d � 2, F (0) diverges, and thus the phase transition does
not occur at finite T . In other words, the lower critical di-
mension is dl = 2. This is the same situation as that in the
equilibrium phase transition, where the Hohenber-Mermin-
Wagner theorem prohibits the ordered phase for d � 2 [9,10].
We show Tc in Fig. 1(a).

Next, we discuss the phase behavior in the limit T → 0.
For this purpose, it is convenient to control D instead of
T . For sufficiently large D, the system is in the disordered
phase. With decreasing D, the model undergoes the phase
transition at

Dc = 1 − T F (0)

G(0)
. (31)

For T > 0 and d � 2, F (0) diverges, and thus the ordered
phase does not appear. On the contrary, when T = 0, Dc can
have a finite value limT →0 Dc = 1/G(0) for all d > 0, which
implies dl = 0 and is consistent with Eq. (16). To visualize

FIG. 1. T –D phase diagrams for (a) model-A and (b) model-B.
The solid lines denote the critical lines Tc for d = 4, 3, 2, and 1 from
top to bottom. The filled regions represent the ordered phase. For
d � 2, ordered phases appear only at T = 0. For simplicity here we
set ρ = 
d/(2π )d , qD = 1, and ω0 = 1.

this result, in Fig. 2(a), we show the dimensional dependence
of Dc for various temperatures.

Finally, we consider the ω0 dependence of the phase be-
havior. For ω0 �= 0, all qualitative phase behaviors discussed
above remain unchanged. On the contrary, when ω0 = 0, G(0)
diverges for d � 4, leading to Dc → 0 and Tc → −∞. There-
fore, the phase transition does not occur for all d � 4. This is
a natural result because h(x, t ) for ω0 = 0 plays the role of a
random field, which destroys the long-range order for d � 4
according to the Imry-Ma argument for continuous variables
[53]. In Fig. 3(a), we show a D–d phase diagram for various
ω0 to visualize how the ordered phase for d � 4 disappears in
the limit ω0 → 0. The above result implies dl = 4, which is
consistent with the linear model Eq. (16).

IV. CONSERVED ORDER PARAMETER

So far, we discussed the phase behavior for the noncon-
served order parameter. Below we discuss what will happen
for the conserved order parameter such as density. A con-
served quantity φ(x, t ) follows the continuity equation

∂φ(x, t )

∂t
= −∇ · J(x, t ), (32)

FIG. 2. D–d phase diagrams for (a) model-A and (b) model-B.
The solid lines represent Dc for T = 0, 0.01, 0.1, and 1 from top to
bottom. The filled regions represent the ordered phases. When T >

0, the ordered phase appears only if d > 2. On the contrary, when
T = 0, the ordered phase appears for all d > 0. For simplicity we
here set ρ = 
d/(2π )d , qD = 1, and ω0 = 1.
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FIG. 3. D–d phase diagrams for T = 0 for (a) model-A and
(b) model-B. The solid lines denote Dc for ω0 = 1, 0.1, 0.01, and 0
from top to bottom. The filled regions represent the ordered phases.
When ω0 > 0, the ordered phase appears for all d > 0. On the
contrary, when ω0 = 0, the ordered phase appears only when d > 4
for the model-A and d > 6 for the model-B. For simplicity we here
set ρ = 
d/(2π )d , qD = 1.

where J denotes the flux. In the model-B dynamics, J is
written as [54,56,57]

J(x, t ) = −∇ δF[φ]

δφ(x, t )
+ f (x, t ),

f (x, t ) = ξ(x, t ) + h(x, t ), (33)

where F[φ] is the free energy of the mean-spherical model
Eq. (18) and ξ = {ξa}a=1,...,d and h = {ha}a=1,...,d satisfy

〈ξa(x, t )〉 = 0,

〈ξa(x, t )ξb(x′, t ′)〉 = 2T δabδ(x − x′)δ(t − t ′),

〈ha(x, t )〉 = 0,

〈ha(x, t )hb(x′, t ′)〉 = δabδ(x − x′)D cos[ω0(t − t ′)]. (34)

A calculation very similar to that in the previous section yields

S(q) = (2π )d m2δ(q) + T

q2 + μ
+ Dq2

ω2
0 + q4(q2 + μ)2

.

(35)

When T = 0 for q �= 0, we get

lim
T →0

S(q) = Dq2

q4(q2 + μ)2 + ω2
0

. (36)

For q � 1, we observe S(q) ∼ q2: the large-scale fluctuations
are highly suppressed in the limit T → 0, see Fig. 4. This
anomalous suppression of the fluctuations is referred to as
hyperuniformity [47]. Hyperuniformity was also reported in
other periodically driven systems, such as chiral active mat-
ter [38,58] and pulsating epithelial tissues [42]. In previous
theoretical works, the authors of Refs. [59,60] discussed that
hyperuniformity of the chiral active matter is a consequence of
the conservation of the center of mass [61]. Our model instead
asserts that this phenomenon is induced by the periodic nature
of the driving force. A recent theoretical calculation by the
fluctuating hydrodynamics also supports this conclusion, see
Ref. [62]. However, it is not necessary that all instances of
hyperuniformity come from a single underlying cause. For
instance, the long-range hydrodynamic interaction is another

FIG. 4. S(q) for model-B. The solid lines denote S(q) for T = 0,
10−5, 10−3, 10−1 from bottom to top. The black dashed line denotes
S(q) ∝ q2. When T = 0, the model exhibits hyperuniformity S(q) ∝
q2 for q � 1. For simplicity, here we set D = 1, ω0 = 1, and μ = 1.

source of hyperuniformity [38,63,64]. Further studies would
be beneficial to elucidate this point.

When ω0 = 0, S(q) shows the power-low divergence
S(q) ∼ q−2 for q � 1, meaning that the large-scale fluctua-
tions are significantly enhanced even in the disordered phase.
The same power-low behavior was previously reported for the
scalar active matter in quenched random potentials [65].

The Lagrange multiplier μ is to be determined by

1 = m2

ρ
+ T FB(μ) + DGB(μ), (37)

where ρ = N/V and

FB(μ) = 
d

(2π )dρ

∫ qD

0

dqqd−1

q2 + μ
,

GB(μ) = 
d

(2π )dρ

∫ qD

0

dqqd−1q2

ω2
0 + q4(q2 + μ)2

. (38)

Then, one can draw the critical line by 1 = m2/ρ + T FB(0) +
DGB(0) as in the case of the model-A. Note that m should
be considered as the control parameter since the model-B
dynamics conserves m. We here only discuss the behavior for
m = 0. We show the phase diagrams in Figs. 1 to 3(b), and the
lower critical dimension is

dl =
⎧⎨
⎩

2 T > 0, ω0 �= 0,

0 T = 0, ω0 �= 0,

6 ω0 = 0.

(39)

For ω0 �= 0, the qualitative phase behaviors agree with that
of the model-A. However, for ω0 = 0, GB(0) diverges for
d � 6, leading to dl = 6. Therefore, the ordered phase does
not appear for d � 6, see Fig. 3(b). This result also consis-
tent with the Imry-Ma argument for the continuous symmetry
breaking of the active matter in quenched random fields [65].

V. SUMMARY AND DISCUSSIONS

In summary, we introduced and investigated the linear and
spherical model driven by the temporally periodic but spa-
tially inhomogeneous driving forces. We found that in the
absence of the thermal noise, the lower critical dimension
was dl = 0, meaning that the models showed the continuous
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symmetry breaking even in d = 1 and 2. Furthermore, the
model for the conserved order parameter (model-B) showed
hyperuniformity.

It is well known from the Imry-Ma argument that
time-independent inhomogeneous external fields prohibit the
continuous symmetry breaking for d � 4 [53]. One may ex-
pect that the time dependence of the external field introduced
extra complexity, which made the system more disordered.
However, our result demonstrated that the inhomogeneous
oscillatory external field allowed the continuous symmetry
breaking for d � 4.

It is also surprising that our model underwent continu-
ous symmetry breaking even in d = 1. Although there were
several known examples of nonequilibrium phase transitions
in one dimension [46,61,66–69], the continuous symmetry
breaking was hardly observed in d = 1, though our recent
studies reported several other promising candidates [17,70].

To derive the lower critical dimension, Eq. (16), we only
assumed the existence of the NG modes. Therefore, the result
dl = 0 should be generally applied for continuous symmetry
breaking of periodically driven systems. For instance, our
theory can be tested in crystal phases of chiral active particles
[35,36] and actively deforming particles [32,71] by observing
the translational order parameters. We hope our results will
be verified in numerical simulations and experiments of those
systems.

Note added. After the previous version was submitted,
one of the authors confirmed that chiral active particles
can indeed exhibit long-range crystalline order even in two
dimensions [72].
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