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Anomalous relaxation and hyperuniform fluctuations in center-of-mass conserving
systems with broken time-reversal symmetry
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We study the Oslo model, a paradigm for absorbing-phase transition, on a one-dimensional ring of L sites
with a fixed global density p; we consider the system strictly above critical density p.. Notably, microscopic
dynamics conserve both mass and center of mass (CoM), but lack time-reversal symmetry. We show that, despite
having highly constrained dynamics due to CoM conservation, the system exhibits diffusive relaxation away from
criticality and superdiffusive relaxation near criticality. Furthermore, the CoM conservation severely restricts
particle movement, causing the mobility—a transport coefficient analogous to the conductivity for charged
particles—to vanish exactly. Indeed, the steady-state temporal growth of current fluctuation is qualitatively
different from that observed in diffusive systems with a single conservation law. Remarkably, far from criticality
where the relative density A = p — p. > p., the second cumulant, or the variance, (Q?(T, A)),, of current Q;
across the ith bond up to time 7' in the steady-state saturates as (Q7). = T(A) — const T ~'/?; near criticality,
it grows subdiffusively as (Q?), ~ T*, with 0 < « < 1/2, and eventually saturates to Eé(A). Interestingly, the
asymptotic current fluctuation Eé(A) is a nonmonotonic function of A: It diverges as EE(A) ~ A% for A > p.
and Eé(A) ~ A7, with § > 0, for A — 0*. Using a mass-conservation principle, we exactly determine the
exponents § =2(1 — 1/v,)/v, and o = §/zv, via the correlation-length and dynamic exponents, v, and z,
respectively. Finally, we show that in the steady state the self-diffusion coefficient D;(p) of tagged particles is

connected to activity through the relation Ds(p) = a(p)/p.
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I. INTRODUCTION

A great deal of effort has been made in the literature on
understanding large-scale properties of interacting many-body
systems [1,2]. Indeed, a large-scale theory is typically formu-
lated in terms of conservation laws [3—6] and requires only a
few degrees of freedom, regardless of the systems’ intrinsic
microscopic dynamics, whether they are quantum, classical,
or stochastic. While it is crucial, but perhaps relatively easy, to
find the conserved densities, a rigorous microscopic derivation
of hydrodynamics is a notoriously challenging task. This is
primarily because, in most cases, one needs to compute the
density-dependent transport coefficients when local stationary
state is not known (or not even guaranteed); of course, the
level of difficulty varies depending on the microscopic details
one considers. In fact, stochastic dynamics are the simplest
to deal with and have often been employed in the past to
determine the role of conservation principles on relaxation
and fluctuation characteristics of a system [7-9]. One may
further inquire about the relevance of other principles, such
as time-reversal symmetry and what happens near a critical
point, among other things.

Recently there has been a surge of interest in char-
acterizing large-scale transport in a variety of contexts,
especially in quantum many-body systems like fractonic fluids
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[10-18], which, due to multiple conservation laws, pos-
sess a unique hydrodynamic structure. Indeed, by using a
phenomenological theory, it was claimed that the time evo-
lution of initially localized charge density in dipole-moment
conserving systems, with short-ranged interaction, can only
exhibit subdiffusive temporal growth [12,13,16,19]. Notably,
the models investigated in these works have time-reversal
symmetry present in the systems, and one might wonder
what would happen if the time-reversal symmetry is broken.
Of course, broken time-reversal symmetry allows for more
choices in microscopic dynamics [20]; yet its role on the
large-scale properties, particularly, of dipole-moment con-
serving systems, remains unknown. In this paper we provide
a counterexample in terms of the paradigmatic Oslo model,
which has both mass and center-of-mass (CoM) conservation
(similar to dipole-moment conservation), but for which the
time-reversal symmetry is broken and consequently subdiffu-
sive time-evolution equation, such as Eq. (1) of Ref. [19], does
not hold. Our findings demonstrate that the dynamic prop-
erties of CoM-conserving systems depend on microscopic
details and need not always be subdiffusive.

Various conserved-mass transport processes, such as the
random-organization model [21], chiral active matter [22,23],
and a CoM-conserving variant of the Manna sandpile [20,24],
among others [25], have been studied to better understand
the role of CoM conservation in an out-of-equilibrium set-
ting. For concreteness, in this work we focus on a minimal
model system, i.e., the conserved-mass Oslo model [26,27],
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which belongs to a broad class of threshold-activated transport
processes, called conserved stochastic sandpiles [28]. The
conserved Oslo model exhibits an absorbing phase transi-
tion [29,30], where the fraction a(p) of active sites (those
with mass greater than or equal to a threshold value) van-
ishes when density p falls below a critical value p.. One
of the most striking characteristics of such a transition is
that, unlike in equilibrium, where fluctuations diverge for a
continuous phase transition, mass fluctuations are suppressed
further upon approaching criticality (from above) and, in the
thermodynamic limit, eventually vanish at the critical point.
Such a phenomenon is known as hyperuniformity [31-34] and
has received significant attention [21,24,27,35-39].

While time series of dynamical activities (called
“avalanches”) in sandpiles have been extensively investigated
[40—42], the time-dependent properties related to large-scale
relaxation and transport have received much less attention
[39,43-45]. Only recently has it been shown that the
relaxation of long-wavelength density perturbations in the
Manna sandpile, which has only one conserved quantity
(mass), is diffusive far from criticality, but exhibits
transport instabilities near criticality [46—48]. That is, the
density-dependent transport coefficients—the self- and
bulk-diffusion coefficients and the particle mobility—are all
singular. Near criticality, while the mobility x(p) ~ A#
and the self-diffusion coefficient D;(p) ~ A? vanish
as a function of the relative density A = p — p., the
bulk-diffusion coefficient diverges D(p) ~ A~U=P); this
results in anomalous (superdiffusive) transport where the
dynamic exponent z =2 — (1 — f8)/v; was found to be
related to the (static) order parameter exponent B and
correlation length exponent v, [46,47]. A detailed study of
the near-critical properties of the conserved Oslo model was
carried out in Ref. [27], and the standard critical exponents
were numerically found to be close to the rational values with
B ~5/21,v; ~4/3,and z & 10/7. However, the question of
how multiple conservation laws affect the dynamic properties,
and the universality class [49,50], is not fully understood yet.

In this paper, by using a microscopic approach, we provide
a large-scale characterization of various static and dynamic
properties of mass and current in the Oslo model far from
as well as near criticality (from above). We begin with
long-wavelength density relaxations, demonstrating that, de-
spite having highly constrained microscopic dynamics due
to center-of-mass conservation, the Oslo model exhibits dif-
fusive relaxation away from criticality and super-diffusive
relaxation near criticality. Next we study dynamic fluctuations
by analytically calculating unequal-time (two-point) correla-
tion functions, and associated power spectra, involving current
and mass. We find a mass-conservation principle, which con-
nects (dynamic) current and (static) mass fluctuations, and
exactly determine the decay exponents of the near-critical
dynamic correlation functions in terms of the standard static
exponents. Away from criticality, we exactly calculate within
the closure scheme the decay exponent. Notably, the dynamic
correlation functions are qualitatively different from that ob-
served in diffusive systems with a single conservation law, and
thus from that seen in the conserved Manna sandpiles. The
findings are summarized below.

(1) Density relaxation. Far from (above) criticality, by per-
forming a diffusive scaling of space X — x = X/L, timet —
T =1/L? and local density p(X,t) = g(X/L? t/L?) with
L being system size, we show that the space and time
dependent coarse-grained density g(x, T) satisfies a nonlin-
ear diffusion equation 9,g(x, 7) = 9,[D(g)d,g(x, t)], where
D(g) =da(g)/dg and a(g) are the density-dependent bulk-
diffusion coefficient and the steady-state activity, respectively.
However, near (from above) criticality, the system becomes
super-diffusive, with diverging D ~ A='=#)_ thus implying
relaxation time 7, ~ L?/D ~ L with the dynamic exponent
z=2—(1—B)/vy, a relation which is, quite remarkably,
exactly satisfied by the critical exponents conjectured in
Ref. [27].

(2) A mass-conservation principle and its consequences.
We obtain a mass-conservation principle, which connects
the the second cumulant, or the variance, (Q%(T))C of time-
integrated bond-current and the (static) variance (AMIZ)
of subsystem mass where AM; = (M; — (M;)), with Q;(T)
and M; being the cumulative current across ith bond in
a time interval [0,7] and mass in a subsystem of size
I, respectively. Indeed, for any fixed global density p >
pc, the asymptotic values of current and mass fluctu-
ations B3(p) = limoo[lim7—e(QX(T)).] and TZ(p) =
limlﬁoo[limLﬁoo(AMf)], respectively, converge to a finite
value. By using the mass-conservation principle, they are re-
lated through an exact equality,

55(0) = =y (p). )

Consequently, the particle mobility x(p)=lim;_ e
[limTﬁooL(Qf(T, L))./2T], which is defined by taking
the infinite-time limit first and then the infinite-volume
limit, vanishes identically for any (global) density p > p,,
as opposed to the conserved Manna sandpile, or any other
diffusive systems with a single conservation law, for which
the mobility is finite (except at critical point). Interestingly,
both the asymptotic current and mass fluctuations, Eé(b) and

E,%,,(,Z)), respectively, are a nonmonotonic function of density;
as a function of A = p — p,, they diverge as A% for A > p.
and as A~%, with § > 0, for A — 07,

(3) Finite-time characteristics of time-integrated bond
current. Temporal growth of time-integrated current fluctua-
tion is qualitatively different from that in diffusive systems
with a single conservation law. In the regime 1 K T <
L?, we show that, far from criticality, the time-integrated
bond-current fluctuation saturates as (QZ.Z(T))C ~ Eé(,b) —

const T~!/2, However, near criticality, the current fluctuation
grows as (QI-Z(T))C ~ T%, but eventually saturates to a large
Eé(,b) ~ A7, By using Eq. (1), we determine o = /v, z
and § =2¢/v; =2(1 —1/v1)/vy in terms of the standard
critical exponents: hyperuniformity, correlation length, and
dynamic exponents ¢, v, , and z, respectively.

(4) Statistics of instantaneous current. By decomposing
instantaneous current J;(t) = d Q;(t)/dt as a sum of diffusive
part 7 and a fluctuating (or “noise”) part 79, i.e., Ji(t) =
TD () + TYD(t), we calculate respective dynamic correla-
tion functions. We show that, far from criticality and for long
times 7, the current correlation function is long-ranged and
decays as (J;(2)J;(0)) ~ —const? ™/, which is faster than
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that in the Manna sandpile, having a t =3/ power-law decay.
However, the correlation function for the fluctuating current is
delta correlated in time, i.e., (7" ()T " (0)). = T,()8(¢),
with space-integrated strength ) T', = 0, resulting due to
the CoM conservation and thus implying greatly suppressed
current fluctuations and spatial and temporal hyperuniformity
(sometimes of an extreme form) in the system.

(5) Power spectrum of current and mass. In the small-
frequency limit f — 0, we find that the power spectrum of
bond current S 7(f) ~ f¥7 with Y7 = 1/2 + p, where u =
1 away from criticality and u = 1/2 — §/v, z near criticality;
indeed, the decay is much faster compared to diffusive sys-
tems with a single conservation law, where u = 0. Notably,
these findings imply that the current fluctuation far from crit-
icality is much more suppressed than that near criticality. On
the other hand, for small frequencies, the power spectrum
Sy (f) ~ f~¥» for subsystem mass grows with decreasing
frequency, where exponent is ¥y = 2 — ¥ 7; similar to the
current fluctuations, the mass fluctuations far from criticality
are much more suppressed than that near criticality.

(6) Static structure factor. We find that the static subsystem
mass fluctuations are always hyperuniform, both far from
and near criticality (strictly, from above), where the structure
factor S(g) ~ ¢” with y > 2. Far from criticality, we ana-
lytically calculate, within our closure scheme, the structure
factor and show that, for small wave number g — 0, the
exponent y = 2, exhibiting an extreme form of (“class I"’) hy-
peruniformity [32] in the “active” phase and thus providing a
microscopic explanation for previous numerical observations
in a CoM-conserving system [24]. Notably, the mass fluctu-
ation is more suppressed far from criticality than that near
criticality, consistent with the dynamic behavior of current and
mass fluctuations [as described in points (ID)—(V)].

(7) Self-diffusion coefficient of tagged particles. Finally,
we show that the density-dependent self-diffusion coefficient
D, exactly equals the ratio of density-dependent activity to the
density itself, i.e., Dy(p) = a(p)/p. The result implies that,
like conserved Manna sandpile [44,48], the behavior of the
self-diffusion coefficient near criticality is exactly same as that
of the order parameter, the density-dependent activity. That is,
like the activity, Ds(A) decays as AP where B is the order-
parameter exponent.

Note that, on a periodic domain, average current is zero in
the steady state (e.g., (Q;(T)) = 0) and, throughout the paper,
we write the second cumulant, or the variance, of current in
terms of the second moment [e.g., (Q?(T)). = (Q*(T))].

We organize the paper as follows. In Sec. I we define the
Oslo model, and in Sec. III A we derive hydrodynamics of
the model. Then in Sec. III B we compare our hydrodynamic
theory with simulations for both far-from and near-critical
density regimes. We describe the calculation of the current
correlation in Sec. IV A2 and obtain general unequal-space
and unequal-time integrated current fluctuations. Similarly in
Sec. IVB we calculate the dynamic correlations involving
mass and obtain a fluctuation relation. In Sec. IV C we com-
pare our theoretical results for dynamic fluctuations with the
simulations. In Secs. IVC5 and IV B we theoretically obtain
and check the power spectra of current and mass. We calculate
the self-diffusion coefficient of the Oslo model in Sec. VI, and

in Sec. V we calculate the static structure factor. Finally, we
conclude with a summary in Sec. VIIL.

II. MODEL

In this section we consider the paradigmatic Oslo model,
which is an example of threshold-activated systems, col-
lectively called “sandpiles” [51], and was introduced to
understand certain scale-invariant features observed in gran-
ular piles [26]. Dynamical activities in these highly nonlinear
systems propagate in space and time via intermittent burstlike
“avalanches,” resulting in long-ranged spatiotemporal correla-
tions. Sandpiles have several variants, depending on whether
mass variable being discrete or continuous, particle-transfer
rules being deterministic or stochastic [52—55], randomness
in threshold mass [26], “stickiness” [56,57], and various other
local and nonlocal variations of microscopic dynamics [58].

We define the conserved-mass Oslo model—a prototype
of conserved stochastic sandpiles [55]—on a one-dimensional
periodic lattice of size L. The continuous-time microscopic
dynamical rule for a site i € [0, 1, 2, ..., L — 1] is specified
in terms of two local dynamical variables: the mass and the
threshold mass for toppling. Mass (also called “height”) or
number of particles m; > 0 at site i takes integer values with
total mass N = ZL.L:_OI m; being conserved; the global density
is denoted as p = N/L. The threshold value m, ; of mass at
site i, with m.; = 2 or 3, is reset to a new random value after
a toppling occurs at the site. An active site i, with m; > m, ;,
topples with unit rate by deterministically transferring two
particles, one to its right-nearest neighbor and another to its
left-nearest neighbor, followed by a random resetting of the
threshold mass at site i. The Oslo model is a stochastic variant
of the BTW sandpile [51] in that the threshold mass can take
random values; furthermore, the CoM remains conserved in
both the Oslo and BTW models due to the deterministic mass
transfer: That is, a two-particle transfer rule is implemented
where one particle goes to the right and the other goes to the
left. However, the Oslo model should be contrasted with the
Manna sandpile [54], which has a fixed threshold value (like
the BTW sandpile), a stochastic particle-transfer rule (two
particles transferred independently, each going to the right or
left with probability 1/2) and thus no CoM conservation.

We write below, for the conserved-mass Oslo model,
continuous-time update rules of local mass m;(¢) in an in-
finitesimal time interval (¢, t + dt):

events probabilities
mit)+1  agdt
mi(t +dt)y={m@)+1 a;_dt 2)
m;i(t) —2 adt
mi(t) (1 = Xdu),

where the sum of (exit) rates ¥ = (4,41 + a;— + a;), and we
denote g; as an indicator function,

.1
ai =1,

Clearly, the system violates detailed balance (or, the micro-
copic time reversibility) in the bulk as the reverse transition
corresponding to any allowed transition is forbidden. The sys-
tem exhibits a continuous absorbing-phase transition (APT)

form; > me;,
otherwise.

3)
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below a critical density p, ~ 1.732594 [27]. That is, for global
density p < p., dynamical activities (topplings) cease to ex-
ist, and the system settles into one of the many absorbing
states with the number of active sites being zero and the
system being completely frozen in time. On the other hand,
for p > p., the system remains in an active state, where
the dynamical activities go on forever. The absorbing phase
transition is characterized through the steady-state density of
active sites or simply called activity a(p), the “order param-
eter” of the system, which is computed as the steady-state
average a(p) = y_;{a;)/L and depends on the global density
p. Interestingly, the standard critical exponents for the Oslo
model are known through large-scale simulations and close to
rational fractions, i.e., the order-parameter, correlation length,
and dynamic exponents are given by g ~ 5/21, v; &~ 4/3,
and z ~ 10/7, respectively [27].

III. THEORY OF DENSITY RELAXATION
A. Hydrodynamics

In this section we first derive an exact hydrodynamic struc-
ture of the Oslo model. While, for the Manna sandpile, the
stochastic nature of particle transfer ensures diffusive relax-
ation (far from criticality) [46,47], it is not quite evident that
the density relaxation in the Oslo model will be diffusive as
well. Indeed, for relaxation processes in the far-from-critical
regime, we provide below a precise theoretical argument for
why the relaxation process in the latter case is in fact diffusive.
We also argue why a suitably coarse-grained density field
must satisfy a nonlinear diffusion equation, quite similar to
that arises in the case of the Manna sandpile [46,47].

Below we consider the Oslo model on a one-dimensional
periodic lattice having L sites. We specify the system through
a local density px(t) = (mx(t)), the average of the particle
number my (t) at site X and time ¢; or, equivalently, we can
define a local excess (or, relative) density A(X, ) = (px (t) —
oc). By using the microscopic dynamics of Eq. (2), we can
derive the density-evolution equation,

dpx (1) _
ot

where ax(t) is the space- and time-dependent average local
activity; here we denote V? as the discrete Laplacian. It is
worth noting here that the density-evolution equation for the
Oslo model is exactly the same in terms of appropriately
defined local activity [46]. Then we immediately find that the
above equation for locally conserved density field can be ex-
pressed as a (discrete-space) continuity equation d px (1)/9t =
J(X,t) —J(X + 1,t), where we define a local current

J(X. 1) =ax_(t) —ax(t) = —Vax (1), ®)

[ax—1(t) — 2ax(t) + ax+1(t)] = Vax (1)), (4)

note that we have the local current manifestly expressed as
a negative of the (discrete) gradient of activity ax (t), which
can be readily recognized as diffusive current satisfying the
Fick’s law. Importantly, we now invoke a local-equilibrium-
like (“local-steady-state”) property of the inhomogeneous
state so that the (“locally steady”) activity at long times can
essentially be determined by the local-steady-state activity,
which depends on the local coarse-grained density, being
the slow variable in the system. In other words, we write

ax(t) = (&Xﬂ’(x’[) = alpx(t)], where (.)‘ZXU) represents the
steady-state average conditioned on the fact that the local
density is px(¢). As a result, the density evolution can be
written in terms of a nonlinear diffusion equation,

dpx(t) _ dalpx(®] _ 8J(py)

ot ax2 £)¢

In the above equation, a(p) is the activity calculated, in the
steady state, as a function of density p. Now, the diffusive cur-
rent can be immediately identified as J(p) = —D(p)dp/0X,
where the density-dependent bulk-diffusion coefficient is
written as the derivative of (density-dependent) steady-state
activity w.r.t. density,

6

da(p)
dp

The manifestly diffusive structure of Eq. (6) allows us to write
the space- and time-dependent density in the scaling form as

=g(% ®)
IOX - g L E) L2 )

which, as one can immediately show, satisfies a nonlinear
diffusion equation for coarse-grained density field g(x, t),

dgx, v) _ d%a(g) 9

ar a2 ®

Note that, in the limit of L large, the rescaled space x and time
T in the above equation can be considered a continuous vari-
able, and the local coarse-grained activity a(g) is a nonlinear
function of g. In other words, the local-equilibrium (or, local-
steady-state) hypothesis used to derive Eq. (9) translates into
the assertion that the local activity is indeed slave to local den-
sity. Furthermore, on a large (coarse-grained) spatial scale, we
can represent the initial density as a function of scaled position
x=X/L,ie., p(X,t =0) = pin(X) = gin(X/L). Clearly, the
above equation must be solved given the initial condition
g(x, 7 = 0) = gin(x) and has a unique solution. Now, with a
given density field, the CoM is also fixed locally (as well as
globally) and does not constitute an independent equation for
the other locally conserved quantity, i.e., the local CoM field.

It is quite expected that, far from criticality, correlation
length £ in the system should be finite, and hence the bulk-
diffusion coefficient, as we find in this study, is nonzero and
finite. In such a scenario, the density perturbations, charac-
terized by wave numbers k — 0 being small, relax over a
timescale 1/k*>D(p); equivalently, for a system with size L,
we have the relaxation time 7, ~ L?/D(p). The above men-
tioned argument for diffusive scaling, on the other hand, does
not work in the near-critical regime. In fact, for near-critical
density px(¢) ~ pJ, the bulk-diffusion coefficient diverges
as D(p) ~ (p — p.)?~! because, in this scaling regime, the
activity a(p) ~ (p — p.)? has a form of a power law with
order-parameter exponent B, which, though being model-
dependent, is usually less than one [27,55]; in other words, the
particle transport should be anomalous (superdiffusive) near
criticality (strictly, from above).

Therefore we conclude that the hydrodynamic mechanism
for density relaxation in the conserved Oslo model is indeed
quite similar to that in the case of the conserved Manna sand-
pile. This particular finding establishes one of the main results

D(p) = )
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of this paper that, despite constrained dynamics [19,20], the
density relaxation is not always subdiffusive in systems with
CoM conservation. However, we must mention here that, due
to the CoM conservation, the dynamic correlation functions
for density and current, on the contrary, are drastically differ-
ent from that observed in the Manna sandpile [48].

In the subsequent section, we obtain explicit theoretical
solutions of Eq. (9) (mostly obtained by a numerical inte-
gration scheme) for various initial conditions and compare
them with direct Monte Carlo simulations. For the purpose
of comparing the results for the Oslo model with that in the
Manna sandpile, we consider similar parameter regimes (e.g.,
for densities and system sizes, etc.) and the initial conditions
(e.g., steplike, wedgelike, and Gaussian density profiles) as
considered previously [47].

B. Comparison: Theory and simulations

In this section we explicitly obtain the solutions of the
nonlinear diffusion equation (9), corresponding to various
initial conditions p(x, 0) = gj,(x) in the domain x € [0, 1];
we consider throughout a periodic boundary condition p(0) =
p(1). Starting from an initial density profile, we study the
relaxation of density profiles on macroscopically large spatio-
temporal scales. These initial density profiles, in most cases,
are taken as a step, or box, density profile; though, in a few
cases, wedge and Gaussian initial density profiles are also
considered. In this way, we verify the nonlinear diffusion
equation (9), where we perform microscopic simulations in
various density regimes (far from and near criticality) and
compare the space- and time-dependent density with that ob-
tained by solving Eq. (9).

To investigate the hydrodynamic theory, we numerically
integrate Eq. (9) by using the Euler method where we dis-
cretize space x as dx = 1073 and time 7 as 8t = 1077,
respectively. We integrate the diffusion equation by using the
explicit density dependence of the nonlinear function a(p),
the steady-state activity. We generate the steady-state activity
a(p) vs p from direct microscopic simulations of the Oslo
model and measure the activity in steps of density §p = 1072.
In the numerical integration scheme, we calculate a(p), by
performing linear interpolation for densities having values
smaller than the least possible value of density, i.e., for density
values in the range [p, p + §p].

1. Relaxation of density profile far from criticality

In this section, we study the density relaxation when the
system is far from the criticality. To produce a specified initial
density profile in simulations, we have generated numerous
random initial configurations and done an ensemble aver-
age over them. To observe the density profile at subsequent
times, we evolve the initial density profile through the micro-
scopic stochastic dynamics up to those times; we then average
over the random initial configurations as well as stochastic
trajectories.

Relaxation of step initial profile. First, we study the far-
from-critical regime, where we consider the relaxation of a
step initial density profile, which spreads on an infinite do-
main having a density above the critical density. We take the
step initial profile having height p; over a uniform density

po > p. of the background. We are interested in characteriz-
ing how this initial step density perturbation relaxes around
the origin X = 0. To study this, we take an initial density
profile having the form

+ for —o0 < X <0,
pn(X) = {pl 7

00 otherwise. (10)

Here p; = 1.2 is the height of the step, which is constructed
over a uniform background density py = 1.8 on the right half
of the origin. We start with the following scaling ansatz where
the (shifted) density profile:

X

H—po=Y|l—), 11
P (1) = po ( ﬁ) (1D
is written as a function of a scaling variable X/+/f. Now, by
substituting the above ansatz in Eq. (6), one can show that the
scaling function )(z), with the scaling variable z = X/¢!/2,
satisfies the following equation involving only a single vari-
able z [instead of two variables X and ¢ in Eq. (6)]:

D o4 i)

=2— D(y)d—Z

12
dz dz (12)

which should be solved with the boundary conditions
Y(—o0) = p; and Y(00) = 0. Of course, to find )(z) ana-
lytically as an explicit function of z, we need to determine the
functional form of D()) = D(py + )), which is not known
analytically for the Oslo model. However, D()’) can be cal-
culated numerically using Eq. (7), where steady-state activity
a(p) as a function of density p is directly calculated from
Monte Carlo simulations. Now, Eq. (12) can be solved through
numerical integration and the scaling function Y(z) is plotted
as a function of z in Fig. 1 (solid red line). Remarkably, our
theory and simulations are in excellent agreement with each
other, demonstrating that the far-from-critical relaxations are
indeed governed by a nonlinear diffusion equation (9), where
the bulk-diffusion coefficient is density-dependent.

In Fig. 1 the relaxation of step initial density profile (10)
over an infinite domain is plotted and how this profile spread
over the right half of the origin is studied. The global den-
sity of the system is taken p = 2.4, which is far away from
criticality. So it can be assumed that the transport of particles
on the lattice will be diffusive resulting in a finite coefficient
of diffusion of the system. We plot the shifted density profile
p(X,t) — po vs position X in of Fig. 1(a) for (Monte Carlo)
times ¢ = 2 x 10° (magenta asterisks), 5 x 103 (yellow open
squares), 10* (blue filled squares), 2 x 10* (red open circles),
and 4 x 10* (black filled circles). In Fig. 1(b) we depict the
scaling function of the shifted density profile as a function
of the scaling variable z. The red solid line is obtained from
the numerical solution of Eq. (12), and it matches quite well
with the simulation results, indicated by the data points in
the plot. We verify the density profiles obtained from mi-
croscopic simulation with the profiles from hydrodynamic
equation (6). We find that profiles from simulation (points)
and hydrodynamic (lines) theory agree well. Just to check
the effect of nonlinearity, we also compare the actual solution
Y(z) with the solution of Eq. (12) with an effective (constant)
bulk-diffusion coefficient Dqir = D(per) Where pegr = po +
p1/2; one could see that the effective (constant D) solution
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1.0 x‘; t=10*
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&
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X

FIG. 1. Relaxation of a steplike density profile far from criticality
on infinite domain. (a) Excess density over the uniform background
density p, (t) — po for a step initial profile (10) is plotted vs position
X . The background density is taken py = 1.8 > p. and the height of
the step on the left half of origin p; = 1.2. (b) We plot the shifted
density profile ))(z) vs scaling variable z = X/t'/?. Red solid line
represents the theoretical line obtained from the numerical solution
of nonlinear Eq. (12), and black dashed line represents the solution of
the corresponding linear equation with a constant effective diffusivity
(comparison purpose). For both panels, this step profile on the right
half evolves and spreads over the domain; the profiles for differ-
ent Monte Carlo times t = 2.0 x 10° (magenta asterisks), 5.0 x 10°
(orange open squares), 10* (blue filled squares), 2.0 x 10* (red open
circles), and 4.0 x 10* (black filled circles) are plotted. System size
L = 2000 and global density p = 2.4. Lines: hydrodynamic; points:
simulation.

yeff(z) = ,01/2 + ,Olel’f(—Z/«/4Deff)/2, which is plotted in
the same figure (dashed black line).

Verification of diffusive scaling limit. The diffusive scal-
ing limit used to arrive at Eq. (9) from Eq. (6) is verified
in this section. To check the scaling, we need to produce a
scaled density profile p(X = xL,t = L% = g(x, t), which
is a function of scaled position x = X/L? for different system
sizes and for different times, by keeping hydrodynamic time
T = t/L? fixed. So, according to the assertion that there exists

a diffusive scaling limit, the density profiles for different sys-
tem sizes and different times must collapse onto each other;
moreover, the collapsed profile must also be described by the
nonlinear diffusion equation (9).

Now to check the above mentioned scaling collapse in sim-
ulations, we take two different initial density profiles having
a wedge and two steps (box). We take the following steplike
initial density profile gi,(x) = p(x, T = 0):

p1+po forx; <x <x,

8in(x) = { 00 otherwise, (13)

where p; = 7.0 is the height of the step between the re-

gions x; = 3/8 and x, = 5/8, over a uniform background

density pp = 1.8, maintaining the global density p = 3.55.
The wedgelike initial profile is given by

po+2p1(x —x1)/w  forx; < x < xp,
po+2p1(x3 —x)/w  forx, <x <x3, (14)
00 otherwise.

gin(x) =

We create the above wedgelike initial density profile by dis-
tributing Ny = L(p — pp) particles by keeping the center of
the wedge at x, = 1/2. The width of the profile is taken to be
w = 1/2, from position x; = (1 — w)/2 to x3 = (1 + w)/2.
The height is taken to be p; = 1.75, placed over a background
density pp = 1.8, chosen to be away from critical density p,.
In both of the cases, the global density is kept fixed at p =
3.55. For both the initial conditions, we check the diffusive
scaling limit for system sizes L = 200, 400, 600, and 1000.

We present in Fig. 2 the scaled density profile g(x, t) — p
over the global density as a function of scaled position x =
X /L. We generate the profiles for a fixed hydrodynamic time
t = 0.5, i.e.,, we have allowed the systems to evolve up to
a Monte Carlo time ¢ = tL? for respective system sizes. In
simulations, with step initial profile presented in Fig. 2(a)
and for wedgelike initial profile presented in Fig. 2(b), we
evolve the density profiles up to times ¢ = 2 x 10* where
L =200 (pink squares), t = 8 x 10* where L = 400 (black
circles), t = 1.8 x 10° where L = 600 (green asterisks), and
t =5 x 10° where L = 1000 (blue triangles). We observe that
all these density profiles collapse on to each other quite well.
On the other hand, we obtain the scaled density function
g(x, T = 0.5) by numerically integrating the hydrodynamic
equation (9) up to the hydrodynamic time t = 0.5 for both
initial conditions. From Fig. 2 we find that the scaled density
profile obtained from hydrodynamic theory and the collapsed
density profiles obtained using simulations are in very good
agreement.

2. Near-critical density relaxation

The near-critical regime corresponds to local excess den-
sity A(X,t) ~ L™!/"1, where the local excess density is very
small; so the correlation length is large and it is of the order of
the system size. As the correlation length is large, the transport
is not diffusive anymore. This is because the activity field
a(p) ~ AP has aform of a power law where we have exponent
B < 1 and thus a singularity at the critical point p = p.. As
a result, the bulk-diffusion coefficient, which is simply the
derivative of the activity with respect to density, varies as
D(A) ~ A~U=P)which diverges at the critical point. In the
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FIG. 2. Verification of diffusive scaling limit in far-from-critical
regime. Scaled density profile g(x,7) —p vs rescaled position
x =X/L are plotted at times ¢ = 2.0 x 10* for L =200 (pink
squares), t = 8.0 x 10* for L = 400 (black), t = 1.8 x 10° for L =
600 (green asterisks), and t = 5.0 x 10° for L = 1000 (blue), where
the hydrodynamic time is kept fixed at T =¢/L? = 0.5. Simula-
tion points for different times are observed to collapse onto each
other very well. In simulations, two sets of gj,(x) over a uni-
form background having density py = 1.8 are considered: Step
initial density perturbation [Eq. (13)] in panel (a) and wedge-like
initial density perturbation [Eq. (14)] in panel (b). Insets: Initial
scaled density gi,(x) vs scaled position x = X/L is plotted. Lines
represent theory, where numerical integration of Eq. (9) is performed,
and points represent simulations.

near-critical scaling regime, we use a finite-size scaling of the
activity A(A, L) = L7V A(L'/"+ A), with A being a func-
tion of the scaling variable L!/"*A [48,55]. Consequently,
we obtain a time-evolution equation of the scaled excess
density G(x, ) = L'/"* A(X, 1), satisfying a nonlinear diffu-
sion equation 9. G(x, ) = afA(G), where space and time are
scaled as x = X/L and t = t/L?, respectively; here z is the
dynamical exponent being determined via the two static expo-
nents § and v, , where we use the following scaling relation:

_ 4=

Vi

=2 (15)

- = L=1500
: e L=2000
2.0 1 ¢ \ s L=2500
;”" ? L =75000
1.8 4§ '
P
1.6 1 P 7y
P *
1.4 ¥ 5
I »
1 2 [ ’; 4 L]
& =,
G)
1.0 1 & oY
N N .
0.8+ o 0.0 05 1.0
P X Ty
0.6 1 e . . .
0.0 0.2 0.4 0.6 0.8 1.0
X

FIG. 3. Verification of superdiffusive scaling near criticality. Plot
of the scaled local excess density, denoted as G(x, 7) = LV A(X =
xL,t = tL*), against the scaled position x for various times and
system sizes: 1; = 10337 for L; = 1500 (depicted by pink squares),
t, = 15591 for L, = 2000 (depicted by black circles), t; = 21445
for L; = 2500 (depicted by blue triangles), and t, = 57725 for L =
5000 (depicted by sky-blue asterisks). The hydrodynamic time is
maintained constant at T =¢/L* ~ 0.3, with critical exponents set
as z=10/7, B =5/21, and v, = 4/3. Remarkably, the simulation
points at different times and for various system sizes exhibit a very
good scaling collapse. In the inset we plot initial scaled excess
density Gj,(x), defined as G;, = L'" A(X = xL,t = 0), vs scaled
position x = X/L.

The arguments given above can be verified in simulations. To
this end, we study rescaled excess density field G(x, t) start-
ing from a step initial density profile Gi,(x) = G(x, T = 0),
which is given by

for x; < x < xp,

otherwise. (16)

L1

Gin(x) = {O

We consider here the width of the initial profile w = 1/4 and
height p; ~ 5.0 from x; =1/2 —w/2 to x, =1/2 + w/2.
We generate the initial density profile over a uniform critical
background density p.. Now we verify the aforementioned
“superdiffusive” scaling of the time-dependent density pro-
files. From this verification, we proceed to test the scaling
relation as in Eq. (15) as follows: We consider four systems
with sizes L; = 1500, L, = 2000, L3 = 2500, and L4 = 5000.
These systems evolve from an initial step profile given by
Eq. (16) up to times t; = L5, t, = 7L, 13 = 7L5, and 14 =
7L}, with 7 held fixed. In this context, we determine the
dynamic exponent z by employing the scaling relation (15),
by incorporating the previously conjectured static exponents
B ~5/21 and v, >~ 4/3 for the conserved Oslo model [27].
As part of our finite-size-scaling argument regarding the bulk-
diffusion coefficient, we expect the density profiles, evolved
up to the above mentioned times, to exhibit a collapse onto
each other. In Fig. 3 we depict the scaled excess density
G(x, 1), defined as G = L'/"*A(X,t) and plot against the
scaled position x = X/L for four system sizes and times:
t; = 10337 for L; = 1500 (represented by pink squares),
t = 15591 for L, = 2000 (represented by black circles),
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t3y = 21445 for L3 = 2500 (represented by blue triangles),
and t4, = 57725 for L = 5000 (represented by sky-blue aster-
isks). Here we set T = ¢/L* ~ (.3, and our analysis involves
averaging over 2 x 10° random initial configurations and tra-
jectories. The results demonstrate a quite good collapse of
the scaled shifted (excess) density profiles at the final above
mentioned times.

3. Density relaxation on critical background

In this section we study density relaxation on an infinite
critical background having density p.. The excess density A
over the critical background is not taken too far away from
criticality but much larger than O(L~'/"+), i.e., we have ex-
cess density of order O(L™!/"+) « A < 1. So the correlation
length is still large £ > 1 but k& < 1. In this regime, we
exactly calculate, within our theory, the asymptotic scaling
function for density profiles, which have evolved up to a long
time. Near criticality, the activity a(A) as a function of excess
density A is a power law, i.e., we can write a(A) =~ CAP,
where C is the constant of proportionality and § is the order
parameter exponent. Now we use the power-law scaling of
activity in Eq. (6), and, in that case, the time-evolution equa-
tion for excess density can be written as follows:

IAX,1) CaZ[A(X, 1P
o ax2

To study the density relaxation in this regime, we take ini-
tial condition having a form of delta function A(X,t = 0) =
N16(X), with N; number of particles added at the midpoint,
to create the initial perturbation over the critical background.
The reason for taking such an initial condition is that here we
are interested to study evolution of a localized initial density
profile on an infinite critical background on a large space and
time scales. In that case, it is interesting that, for the fol-
lowing boundary condition A(x = 400, t) = 0, the nonlinear
diffusion equation (17) can exactly be solved. We consider a
scaling ansatz of the excess density as

a7

A= gl X (18)
o enenLene [
where the scaling function is G(y) satisfies the differential
equation
d*g# dg
= — 1, 19
dy? w[ngydy} (1

where the growth exponent is given by w = 1/(1 4 B); for
the Oslo model, 8 < 1 and therefore w > 1/2. By solving
Eq. (19), we exactly have

1
[gﬁ“ i ‘““Z;ﬁ)yz]

with the suitable choice of boundary conditions, G(y = 0) =
go and [dG/dyl,=o = 0, where gy is the normalization con-
stant, being proportional to the number of particles added
initially in the system.

Next, we verify the above scaling solution in simulations.
At initial time ¢t = 0, we consider a localized density profile,

gy =

/=)’ (20)

103

107 1

(CH¥A(X, t)

10 4

00.
-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
X/(Ct)¥

FIG. 4. Density relaxation on critical background. We plot scaled
excess density profile (Ct)*A(X,t), where A(X,t) =[p(X,t)—
0., against scaling variable X/(Ct)® for times t =2 x 10* (blue
triangles), 10* (black circles), and 5 x 10* (pink squares). The initial
density profile is chosen to be a Gaussian one as in Eq. (21); we
take N; = 150. Red line and points represent theory [Eq. (20)] and
simulations, respectively.

which has a Gaussian form,

1 _x?2 /2w2

e , 21
V27 w? D
where the width of the initial profile is taken w = 10 and
in simulation N; = 150 number of particles are distributed
according to the Gaussian distribution function [Eq. (21)] over
an infinite critical background with density p.. In simula-
tion, a system size L = 5000 is taken large in comparison
to the width § of the initial density profile, and we also let
the initial profile to relax for large times ¢ >> 1 such that,
in the large spatial and temporal scales, the initial localized
profile reduces to a Dirac-delta function. We compare sim-
ulations and the analytical solution as given in Fig. 4 by
plotting the scaled excess density G(y) as a function of y
for times t = 5 x 103 (pink squares), 10* (black circles), and
2 x 10* (blue triangles); the analytical form of the scaling
function G(y) as in Eq. (20) is presented as a red line. We
see from the plot that theory and simulation results are in
excellent agreement. This particular anomalous spreading in
the Oslo model as encoded in Eq. (20), with growth exponent
o > 1/2, should be contrasted with the subdifusive scaling
found in a CoM-conserving system with broken time-reversal
symmetry [20].

AKX, t =0)=N,

IV. THEORY OF DYNAMIC FLUCTUATION

A. Current fluctuation
1. Definitions and notations

Due to the conserved dynamics of the Oslo model, the
microscopic time-evolution equation of local density, as pro-
vided in Eq. (4), can be expressed in a form of a microscopic
continuity equation. This equation involves the local dif-
ference of the microscopic instantaneous particle current
operator, denoted as J;(¢), across the bond (i,7 + 1) in the
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temporal interval (¢, t + dt) and can be written as

doy
’;—f” — (T () — T, 22)

where we write the average of instantaneous current as
(Ji())y = (a;(t) — a;+1(t)). We decompose the instantaneous
current as a sum of diffusive current ji(d)(t) and fluctuating,

or “noise,” current jff l)(t),

MGENALOEIVAR(} (23)
where we identify the stochastic variable \Yi(d)(t) as

T ) = ai(t) = a1 (1), (24)

with (Ji(f D (#)) = 0. Our main goal is to calculate the dy-
namic correlation function (7;(¢)J;(t')) and the fluctuation
properties of noise current ji(f l)(t). To this end, we define the
time-integrated bond current Q;(t), which represents cumu-
lative (time-integrated) particle current across bond (i, i + 1)
in a time interval [0, ¢] and is related to instantaneous current

Ji(t) as

d o
Jit) = EQ’U ) o (25)

From the dynamic correlations of time-integrated current
(Qi(1)Q;(t")), we can find the dynamic correlation of instan-
taneous current as

d d

(FOT ) = 22

(Qi1)Q;(t"), (26)

for any arbitrary values of ¢ and ¢’. We introduce the following
notation for correlation function:

CP (e, 1) = (A, (OB (1) = (A O)Biy, 1), 27

whereas the stationary correlation functions are defined as
CAB(t) = C4B(t, 0). Also, here we define the Fourier trans-
form of the correlation functions C22(¢,t') in the spatial
domain of r as

L—-1
CP.t)y =) CH(t. 1), (28)
r=0

where we have ¢ = 27k/L withk =0, 1, ..., L — 1; then the
inverse Fourier transform can be written as

1« A ,
Gty =7 D Gl e, (29)
q

withi2 = —1.

2. Correlation of integrated current and the truncation scheme

In this section we study the unequal-space-time correla-
tion of the integrated bond current Q starting from writing
the evolution equations, which can be obtained from the
following infinitesimal-time update rules for the quantity

(Qi(t +dt)Qiyr(1)):
Qi(t 4 dt) Qi (1)
events probabilities
_ @+ D) awar 30)
T (Qi) = DQiy (1)) i (1)dt
Qi(1) Qi (1) 1 —Xdt,

for t > t/, where ¥ = (4;(¢) + a;+1(¢)). From the above up-
date rules, we obtain the time-evolution equation for the
two-point correlation function involving integrated bond
current,

d / ~ ~ /
TGP = (@) = an0}Qir, (), (BD
solving which, we obtain the exact expression for the unequal-
time unequal-space correlation function of the integrated
current, C2<(t, 1), as

Cc29%, 1) = / dt"(T ") Qi (1)) + C22(t, 1), (32)

where ji(d)(t”) on the right-hand side of the above equation is
given by Eq. (24). Note that, in Eqs. (31) and (32) (also
later throughout), we omit all terms containing the average
of the integrated current, (Q;()), since we are concerned only
with the steady state where (Q;(¢)) = 0 due to the periodic
boundary condition and the absence of any biasing force.

To further simplify the Eq. (32), we need to calcu-
late the unequal-time unequal-space correlation function for
the diffusive current and the time-integrated current, which
involves the dynamic correlation function of activity and
integrated current. It is not difficult to see that the correspond-
ing evolution equation, d{a;(t)Q;.,(t'))/dt, generates more
higher-order correlation functions and an infinite hierarchy
among them. Now we employ an approximate closure scheme
along the lines of what was introduced in the context of the
conserved Manna model [48]. The closure scheme is incorpo-
rated by expressing the microscopic diffusive current across
a bond in terms of the difference in local mass between two
neighboring sites connected by that specific bond as

T @) = D@)mit) = mis (1), (33)

where D(p) = d/(p) is the bulk-diffusion coefficient as de-
fined in Eq. (7). In Eq. (33) we assume that any difference in
local activity should follow the difference in local mass. This
implies that the diffusive current is proportional to the local
mass difference, with an additional assumption that fluctua-
tions are quite small, allowing us to express the bulk diffusion
coefficient obtained for the corresponding global density as
the proportionality constant. The approximation in Eq. (33)
essentially implies that, involving any correlation function
involving diffusive current and another dynamic quantity, we
should substitute the diffusive current with Eq. (33); for ex-
ample, consider the following correlation function:

(T POAL)) = (ait) — a1 (O} )
~ D(P)({mi(t) — mip1 ()}Aisr (1), (34)
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where A could be any dynamic observable. Now, by substitut-
ing Eq. (33) in Eq. (32) we obtain

C22(t,1") ~d (p) / dt" ({m;(t") — mi1 (t")} Qi (1))

+C22(t', 1), (35)

which requires the correlation function C;"Q(t, t') instead of
the correlation involving activity variable and integrated cur-
rent. For convenience, we switch to the Fourier representation
of C"C(¢,1"),

Cro(t, 1) = exp[—d (P)ry(t —HICI2('. 1), (36)

where A, = 2(1 — cosq) are the eigenvalues of the discrete
Laplacian; for details see Appendix A. Although Eq. (35)
along with Eq. (36) completely describes the dynamical cor-
relations of the time-integrated bond current, we need to
calculate the equal-time correlation of current and mass to
obtain the complete solution. The Fourier mode of the equal-
time correlation function is given by

Cr(t,1) = / dr' expl—d' (p)rg(t — )1 fyt),  (37)
0

where the Fourier mode of a source term is
fy = ae™(H — 1)} + CMA(1 — 74, (38)

for details see Appendix B. A

We next calculate the correlation function C"* by using
the steady-state condition of equal time two-point spatial
mass correlation function, dC!"(t,t)/dt = 0, from which
we obtain
ma ¢ = _ a(p) .
G (p) = a(p)do,r — T(So,r_l —80r+1);  (39)
for details see Appendix C. The Fourier transform of C;”a is
Cg’[’(,b) = a(p)r,/2 and used in Eq. (38) to obtain

7o Mg —i
Jqo(P) = —a(p)?(l —e ). (40)

By substituting Eq. (40) in Eq. (37) and then putting Eq. (37)
into Eq. (36), we finally obtain the Fourier transform of

J

unequal-time mass and integrated current as
~ g Y .
Cre. 1) = —a(p)/ dt" e~ (Pt >7q(1 — ey, (41)
0

Now, to obtain an explicit expression of the dynamic cur-
rent correlation function in Eq. (35), we need to calculate
the equal-time correlation of the integrated current, which is
given on the right-hand side of Eq. (35). On the other hand,
the first integral on the right-hand side is explicitly computed
by using the inverse Fourier transform of Eq. (41). It can be
shown, from the infinitesimal-time evolution of the product
Q,(t + dt)Q;4,(t + dt), that the equal-time integrated current
correlation satisfies the following:

d L
—C2%.0 =T + 7", 1)+ 7%, 1),

~T,(t) +d{Cr9(t, 1) — C"S(t. 1)}

+d{Crea,n -GS e}, @)
where we denote I', as the strength of the fluctuating
current with (7" (1) TP (")) = T,8(t — 1')[48]. Using mi-
croscopic dynamics (see Appendix D), the quantity I'; ; = I,
with r = |j — i|, can be written as

Uy j=uij— iy, (43)
where u; ; is given by
i j = ai(8;j — 8i-1,5)- (44)
In the steady state, we can simply write

T(p) = 2a(p)do,, — a(P)do.r+1 — a(Po,—1; (45

for details see Appendix D. We thus obtain the full solution
of Eq. (42), i.e., the second part of Eq. (35), by substituting
the inverse Fourier transform of Eq. (37) for equal-time mass
and integrated current correlation. Finally, using the inverse
Fourier transform of Eq. (41) in Eq. (35) and the solution of
Eq. (42), we get the unequal-time unequal-space correlation
function of the integrated current for¢ >t as

g d (p)a(p) 3 o g M
CrQQ(t, t/) — / dt//rr(t//) _ T / dt”/ dt" e~ P =1") 5 22— )Lqr]
0 0 0
q

2

d (p)a(p) /f’ /” Y S
_ dt// dt///e a' (p)rg(t"—t )_qe igr- (46)

Notably, the above expression is subtly different from that
in the Manna sandpile studied in Ref. [48]. Indeed, it has
significant ramifications for the exponents for temporal decay
of current correlations and for the mobility. To understand the
consequences of Eq. (46), and fluctuating hydrodynamics of
the Oslo model, in the next section we study the space-time-
integrated current.

3. Fluctuating current and its relation to total current

We first investigate the dynamic correlation function for the

fluctuating part .Z(f D(1) of the instantaneous bond current, as
defined in Eq. (23), and we have

7" e =0 =7 1) =800 p). (4T)
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where T, is given in Eq. (45). We define the time-integrated
fluctuating current Ql(.f “(T) = fOT dtji(f D across a bond up to
time T'. The scaled variance of the time-integrated fluctuating
bond current is obtained from

1 o0 :
#Lf&ﬂ[@ﬁf"(n]z)f/ /" . @8)

and, by setting r = 0 in Eq. (45), we immediately obtain a
fluctuation relation,

tim ([ )], =

Remarkably, the scaled variance of the space-time-integrated
fluctuating current is identically zero, i.e., we have

T]Llinoo ﬁ<|:z Q(fl)(T):| > _ Z/OO er(mj(m(t)dt
= Z r,=0. (50)

We also define the space time-integrated actual particle cur-
rent (L, T) = Z o) (T) in a system of size L and up to
time 7', and study the variance (Q*(L, T)). = (Q*(L, T)) —
(Q(L, T))? in the steady state. As previously discussed for a
diffusive system in Ref. [48], the variance of the space-time-
integrated current is directly related to the density-dependent
particle mobility x(p) = lim;_, (Q*(L, T))/2LT. Indeed,
it is not difficult to see that the variance of the space-
time-integrated actual current is related to the variance of
fluctuating current as

. (QAL,T)).
lim = = Zr 51)

Lo = 2a(p). (49)

L—oo L

which, by using Eq. (50), immediately leads the particle
mobility to exactly vanish, i.e., x =0 in the Oslo model.
As seen later, this result is consistent with our finding that
the bond-current fluctuation (Q%(T)) in the Oslo model in
fact saturates in the long-time limit [see Eq. (53)]. That is,
for T > L?, the time derivative d (Q%(T)) /dT, being equal
to 2x /L [see Eq. (54)], is identically zero. We now verify
Eq. (49) in simulations. In Fig. 5 we plot (solid blue line, sim-
ulations) ([Q(f “(T) 1%)/T as a function of the relative density
A = p — p.. We observe an excellent agreement with twice
the activity (black dotted line) as predicted by theory Eq. (49).

4. Bond current fluctuation: Away from criticality
Now the second cumulant, or the variance, (Q?(T))C =
(Q%(T)), of the time-integrated bond current in the steady
state can immediately be obtained from Eq. (46), by setting
r=0andtr=¢t'=T,
a(p) 1
1—
a L 2

1,2
e PrTy ~ al

2/m@)
(52)

(Q}(T, L, p)) =

where the asymptotic form is valid for large T'; for details, see
Appendix F 1. Note that, unlike the conserved Manna sandpile
[48] or the symmetric simple exclusion processes [59], where

2a - - -

)]2>/T

(fl

<[Q

107" 10°
A

FIG. 5. Scaled variance ([Q\"(T)1?)./T = ([Q/"(T)1?)/T of
time-integrated fluctuating (or noise) current is plotted as a function
of relative density A = p — p. (p. =~ 1.732) for system sizes L =
1000 and T = 100 (solid blue line). We also plot 2a(A) as a function
of A (dotted black line). Simulations are in excellent agreement with
theory [Eq. (50)].

there is a single conserved quantity, the bond-current fluctua-
tion (Qiz(T, L, p)) in the Oslo model, for any fixed p and in
the limit of large time 7" > L? >> 1, saturates to a finite value
Eé(,b). That is, we have the existence of the following limit:

lim [ lim (QX(T,L,p))] =

a

22(0) = —. 53
P B Q(p) p (53)
Note that we take the infinite-time limit first and then the
infinite-system-size limit. For diffusive systems, the transport
coefficient, which characterizes current fluctuation in the sys-
tem, is the mobility x(p) (or equivalently, mobility) and is

defined as

o) - _
(Qi(T,L,p) ZX(’O). (54)

T—o0 T L

Remarkably, in the long-time limit (7 > L?), the vanishing
temporal growth of the variance of the time-integrated bond
current in the Oslo model leads to the vanishing particle
mobility x(p) = 0, a direct consequence of the deterministic
particle transfer during a toppling event.

B. Mass fluctuation

The dynamic fluctuation properties of the mass in a subsys-
tem is another important quantity that we study in this section.
To calculate the fluctuation of the mass of a subsystem of size
[, M(t) = Zl —o mi(t), we begin with the steady-state correla-
tion function of the unequal time and the unequal space of the
mass of a single site forz > 0, C/"™ (¢, 0) = (m;(t)m;4,(0)) —
(mi(t))(miy,(0)) = C™(t). Due to the microscopic dynam-
ics that permit simultaneous mass changes in three sites, we
anticipate the presence of spatial correlations in current in the
steady state. We have the Fourier modes of C/""(¢),

Crm (1) ~ e~ P CIm(0), (55)

where the factor C‘jf’”(O) represents the Fourier transform
of the (equal-time) two-point spatial correlation function for

024119-11



MUKHERIJEE, TAPADER, HAZRA, AND PRADHAN

PHYSICAL REVIEW E 110, 024119 (2024)

mass; see Appendix E for details. In the steady state, the
correlation function C/™(0) can be obtained by using the
condition dC"™"(¢, t)/dt = 0, i.e.,

2d' ((miy1 — 2m; + mi_)miy,). + B, =0, (56)
where the source term
B, = al6dy,, — 4(80,r4+1 + 80,r—1) + (80,r42 + 80,,—2)1, (57)

and we use the approximation (33); for details, see Eqs. (C4)
and (C5) in Appendix C. Finally, solving the above equation,
we simply have

a a
C(0) = 280, — —— (o1 +80,41).  (58)
a 2a

By substituting the Fourier mode C‘(T"’(O) = (a/2d’)r, in
Eq. (55), we have

~Amm ~ = Ayt a
Cq (t) =e 4 z—a/)\.q (59)
Finally, using the inverse Fourier transform of C‘l’f”’ (1), we get
the desired correlation function,

1 o
G"(t) ~ Z% e e ), (60)

We use the above equation to compute the dynamic correla-
tions for mass M;(t) = er;%) m,(t) in a subsystem of size [

through the following identity:

-1
CYMir) = 1Cy™ (1) + Y (L = [T @) + ™). (61)

r=1

By substituting Eq. (60) into the above equation, we get

CHM ) = L 9§ ity

L2d a (©2)
q

Forl > 1,L> 1,and I/L <« 1, by using A, =~ 2 replacing
the sum as an integral, and then substituting z = 47%a'x*t, we

obtain
1/2

2
CMIMI(t)z—?/ e
a JiL

which decays with time as #~'/<. Note that this particu-
lar asymptotic decay is qualitatively different from that for
the Manna sandpile, where, far from criticality, CMM: (0) —
CMMi (1) grows as t'/? [48]. Equivalently, the small-frequency
power spectrum, for the Manna sandpile and the Oslo model,
diverges as f~3/2 [48] and f~!/2, respectively [see Eq. (83)].
Physically the far-from-critical decay of current correlations
(or subsystem-mass fluctuations) in the Oslo model, due to
the additional CoM conservation law, is much faster (smaller)
compared to that in the Manna sandpile with a single conser-
vation law. The equal-time correlation of subsystem mass can
be written by putting t = 0 in Eq. (62),

—a’' M(x)t

“120(63)

a
W= dma

~1/2

CMMi0) = (M7) — (My)* = =5,(p. D), (64)

which, in the limit of subsystem size / — oo, converges to a
finite value and can be written as a function of global density

2
) —
2
) - - -
g 10}
=
W
S)
g
W
1
0.01 0.1 1

A

FIG. 6. Comparison of the variance £3(A) and £j,(A) of bond
current and subsystem mass, respectively, is plotted as a function of
relative density A = p — p.. Simulations for current fluctuations are
represented as a solid violet line (L = 1000); simulations for mass
fluctuation are shown as a dashed green line (L = 1000 and / = 500).
Data show an excellent agreement with theory [Eq. (66)]. The dotted
line on the left and the dot-dashed line on the right indicate near- and
far-from-critical divergence A3/ and A2, respectively.

only:
. _ a
2y (@) = lim =5(p, 1) = —. (65)
=00 a

Here we have already taken the thermodynamic limit L — oo
with [/L — 0. In diffusive systems with a single conservation
law (such as symmetric exclusion process or the Manna sand-
pile away from criticality), the subsystem mass fluctuation as
in Eq. (64) grows as I, which, however, is not the case here.
As we discuss later in the context of static structure factor,
this particular observation is related to an extreme form of
hyperuniformity (class I). Moreover, by comparing Eq. (53)
and Eq. (65), we immediately obtain the following identity:

25(p) = Ty(p), (66)

which relates the asymptotic (dynamic) bond current fluctu-
ation to the asymptotic (static) subsystem-mass fluctuation.
We mention here that, while it captures the dynamic prop-
erties of the system remarkably well, the closure scheme is
not strictly applicable in the near-critical regime since the
spatial correlations in that case become long-ranged and are
not captured in the calculations. However, the fluctuation
relation, as in Eq. (66), is a direct consequence of a mass-
conservation principle (discussed below) and holds both near
and far from criticality (see Fig. 6). Importantly, as argued
later, Eq. (66) can be used to determine the exponent govern-
ing the near-critical temporal growth of the current in terms of
the standard static exponents. Indeed the relation in Eq. (66)
could be physically understood from a mass-conservation
principle as follows. Let us consider a spatial domain [0, / —
1] of size [ and having mass M;(t) at time ¢. Now the
time-integrated boundary current Q8(t) = Q_(t) — Q;_(t)
flowing into the subsystem in a time interval [0, ¢] is identi-
cally equal to the difference in the subsystem mass AM;(¢) =
M;(t) — M;(0) at two times r =0 and t. Therefore, the
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corresponding fluctuations are also equal, i.e., ((Q5(1)]?) =
([AM (1)) = ([M1(0)]%) + ([M; (1)) — 2(M; (0)M;(1)); the
equality is valid for any time ¢ and can be suitably generalized
to higher dimensions. Now, by first taking the infinite-time
limit and then the infinite-subsystem (and infinite-system)
limit (i.e., 7 3> L? and L > [ > 1), and then assuming com-
plete decorrelation between M;(¢) and M;(0) [as shown in
Eq. (63)] as well as that between Q_(¢t) and Q;_;(t), we
recover the relation as given in Eq. (66). It should be noted
here that the above scaling limit does not exist in the case
of the conserved-mass Manna sandpile, and also other dif-
fusive systems with a single conservation law, for which
the time-integrated boundary current fluctuations (le(t)) or
([QB(1)]?), and therefore ([AM;(t)]?), grow with time.

C. Comparison: Theory and simulations
1. The mass-conservation principle and its consequences

To numerically verify Eq. (66), in Fig. 6 we plot the vari-
ance Zé(A) (solid violet line) and Z,%,,(A) (dashed green
line) of the bond current and subsystem mass, respectively,
obtained from simulations, as a function of A = p — p.. The
comparison between the two quantities substantiates the va-
lidity of the relation as in Eq. (66). From the same figure, we
also find that the density dependence of X3, (and Eé) has two
qualitatively distinct regimes, a far-from-critical regime and a
near-critical one. The asymptotic behavior of subsystem-mass
fluctuation as a function of density is given by

A? for A > p.

Th () ~ {A‘5 for A — 0F,’ ©7)

where the exponent § has not yet been reported in the liter-
ature to the best of our knowledge and is determined below
in terms of the standard exponents. Far from criticality, we
observe, from Eq. (65), that the subsystem-mass fluctuation
does not depend on the size of subsystem, i.e., the fluctuation
is greatly suppressed. By using Eq. (58)), we see that such
an extreme suppression of mass fluctuation is because the
integrated density correlations vanish and the subsystem mass
fluctuation depends only on the correlations among masses
at the boundary sites. Therefore, the density fluctuation is
maximally hyperuniform, and, far from criticality, we observe
in the Oslo model “class I” hyperuniformity [32,33]. We shall
discuss this point later when we explicitly calculate the struc-
ture factor in this regime. Furthermore, far from criticality,
the activity behaves as a(A) ~ 1 — const/A, which can be
used in Eq. (65) to obtain £3,(A) ~ A2 for p > p.. On the
other hand, near-critical behavior of E,%,(A) is obtained by
using Eq. (66) as follows. It is known that, as A — 0, the
subsystem mass fluctuation becomes hyperuniform and scales
with system size L as [27]

2[%4 ~ LC ~ Lz(l—l/\u_), (68)

where ¢ =2(1 — 1/v,) and v, are the hyperuniformity and
correlation length exponents, respectively. We then obtain the
exponent § by using the finite-size scaling relation L ~ A™"*
in Eq. (68),

o2 -1/v) 3

6= ,
vy vy 8

(69)

1 102 103
|

FIG. 7. Scaled variance £3(p, )/l of subsystem mass plotted
as a function of subsystem size /. Simulation data for p = 4 (orange
line), 2 (violet line), and 1.74 (green line) are obtained for L = 5000,
whereas data for p = 1.735 (blue line) and 1.734 (red line) are
plotted for L = 10000. Away from criticality, the scaled variance
X2.(p, 1)/l of subsystem mass decays as [~!, indicating %2 (p, )
itself does not depend on subsystem size for / > 1 (upper guid-
ing line). However, near criticality, £2,(p, 1)/l ~ [~'/2, implying
X2.(p, 1) ~ I'/? (lower guiding line) and in agreement with Ref. [27].

where v, =4/3 [27]. Now, by using the relation as in
Eq. (66), we immediately obtain the following near-critical
long-time behavior of bond-current fluctuation:

(M) ~ AT (70)

In Fig. 7 we plot the scaled variance %3,/I of subsystem
mass, obtained from simulations, as a function of subsystem
size [ for far-from-critical densities p = 4 (violet line), 2
(green line), and 1.74 (blue line) and for near-critical densities
p = 1.735 (orange line) and 1.734 (red line). Far from the crit-
icality, we have /~! decay of the scaled fluctuation, implying
an extreme hyperuniformity, known as the class I hyperunifor-
mity [32], thus verifying our theory as in Eq. (67). In contrast,
near criticality, the decay becomes much slower [ ¢, with ¢ ~
0.5, indicating enhanced, but still hyperuniform, fluctuations.
The slight deviations from the value ¢ = 1/2, as reported in
[27], are due to the finite-size effects. The transition from
the (class I) hyperuniformity with ¢ = 1 to hyperuniformity
with ¢ = 1/2 indicates an increase in near-critical fluctua-
tions not only in the current, but also in mass; this particular
feature can be understood in the light of Eq. (66), which
indicates a nonmonotonic growth of fluctuation and a growing
(eventually diverging at criticality) length scale in the system.
This observation is indeed consistent with our results on the
bond current fluctuation and the associated power spectrum,
discussed later in Secs. IVC4 and IV C5.

2. Bond current fluctuation: Far from criticality

In Fig. 8 we plot, as solid lines, the relative inte-
grated current fluctuations, —[(QZ-Z(T)) — Eé] obtained from
simulations as a function of T for density values p =2
(red), 3 (blue), and 4 (green). The corresponding asymptotic
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FIG. 8. Relative variance —[(Q?(T)) — EE] of the time-
integrated bond current is plotted as a function of time for different
densities p = 2 (red line), p = 3 (blue line), and p = 4 (green line)
and for system size L = 1000. We also plot the asymptotic form of
the relative variance as a dotted line for p = 4.0, using Eq. (53),
which precisely capturers the 7~!/2 asymptotic decay.

expression of —[(Q7(T)) — £3] for p = 4.0 is plotted in the
black dotted line using Eq. (53), which is in a nice agreement
with simulations at large times. However, near criticality, we
observe that the current fluctuation changes drastically, as
discussed in the next section.

3. Bond current fluctuation: Near criticality
In Fig. 9 we plot the variance (Q?(T))c = (Q?(T)) as a
function of time for p = 1.7344 (solid red line), p = 1.736

(solid blue line), and p = 1.738 (solid green line). All sim-
ulation data are taken for L = 5000. A nontrivial crossover

FIG. 9. Variance (Q*(T)). = (Q*(T)) of time-integrated bond
current near criticality is plotted as a function of time for densities
p = 1.7344 (red line), 1.736 (blue line), and 1.738 (green line);
system size L = 5000. The guiding line representing 7% growth
is obtained using the theoretically estimated growth exponent o =~
0.197 from Eq. (73). The other guiding line representing subdiffusive
growth T'!'/2 for systems having a single conservation law is plotted
for comparison purposes.

as seen in the plot is the following: Although (Q?(T)) for
p = 1.7344 has the lowest intensity at the beginning (7" <«
1), eventually the corresponding Eé(A) becomes maximum
for T > 1. This is followed by Zé(A) for p = 1.736 and
then Eé(A) for p = 1.738. Indeed, we obtain, by using
Eq. (66), that Eé ~ A73/% near criticality. Also, the initial
time-dependent growth of cumulative current fluctuations is
now described by a power law,

(Q7(T)) ~T°, (71)

where the exponent « can be estimated from Eq. (66). As
we approach criticality (from above), (Q?(T)) must saturate
at T ~ L%, where z is the dynamic exponent. Now, by using
Eq. (71), the corresponding saturation value should have the
following near-critical behavior:

Jim (QX(T, L)) ~ L ~ A, (72)

where we use Eq. (67). Then, using the finite-size-scaling L =~
A", we have the growth exponent,

oa=—-: (73)
4R

Substituting the values of § >~ 3/8, z >~ 10/7 and v, >~ 4/3
[27], we immediately obtain o >~ 63/320 =~ 0.197, shown as
a guiding line 7¢ in Fig. 9 (the other guiding line represents
T'/2 subdiffusive growth, as observed in diffusive systems
with a single conservation law and is provided for comparison
purposes). Therefore, the near- and far-from-critical behavior
of the time-integrated bond current fluctuation can be written
in a combined form,

) e a=256/zvy for p =~ p.
(97() {Zé(ﬁ) —constT® o =—1/2 for p>> p..
(74)

As we see later, the exponent « allows us to estimate the ex-
ponents for the dynamic correlation functions (and associated
power spectra) for the instantaneous bond current as well as
subsystem mass fluctuations [see Egs. (77), (80), and (84)].

4. Bond current correlation: Far from criticality

In this section we demonstrate that the (instantaneous)
bond-current correlation function decays faster than that
in other diffusive systems, such as the Manna sandpile.
The bond-current correlation, C;7 Iy = (J:()Tixr(0)) —
(Ji()){Ti+r(0)) for t > t’, can be obtained by differentiating
Eq. (46) as

d d
c7I@w) = [_—C,QQ(t, t’)i|
dt dt’ =030

1 A
=T,8(t) — aa/z > e_)\"‘”jqe_"”. (75)
q

The long-time asymptotic form of the above expression with
r = 0 is given by

3ar=>/?

16ﬁa’3/2; (76)

()~ —
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FIG. 10. Far from (above) criticality. Negative of the unequal-
time correlation function for bond current —C57 T(t) is plotted as a
function of time for different far-from-critical densities. The sim-
ulation data are plotted in solid lines for p =2 (red line), p =3
(blue line), and p = 4 (green line). The corresponding theoretical
asymptotic black dotted line is plotted using Eq. (76) for p = 4.0 and
for system size L = 1000. The asymptotic line excellently captures
the £~3/2 power-law decay of the correlation function; it should be

contrasted with the conserved Manna sandpiles, for which the decay
i $=3/2
1St .

for details see Appendix F2.

In Fig. 10 the negative of the bond-current correlation,
—C(‘)7 J (1), is plotted as a function of time for different far-
from-critical densities. Simulation data are for p =2 (red
line), p = 3 (blue line), and p = 4 (green line) and for sys-
tem size L = 1000. The corresponding theoretical prediction
(dotted line), using Eq. (76), is plotted for p = 4.0, indicat-
ing +=>/? temporal decay of the correlation function. This is
evident that the r—3/? temporal decay for diffusive systems
having a single conserved quantity is qualitatively different
from the much faster decay (i.e., t~>/?) for the Oslo model.
From Eq. (74), by taking the derivative of (Q%(T)) twice
with respect to time, we can also determine the near-critical
asymptotic behavior of unequal-time current correlation func-
tion ng(t) and express it in terms of « = §/v, z,

CJy7(t) ~ —1t7 . (77)

That is, we have the following far-from [Eq. (76)] and near-
critical behavior of the current correlation function,
_t—(2—5/UJ_Z)
Cy' 7 () ~ {_l—s/z

for ,(_) = pC’

_ 78
for p > p.. (78)

A few remarks are in order. As found previously, for the
conserved Manna sandpile in the near-critical regime [48],
the decay of the current correlation function is given by
ng(t) ~ —~ G/ with © > 0; in fact, the decay is faster
compared to the far-from-critical decay of the correlation
function (where u = 0). For the Manna sandpile, this implies
a faster suppression of the near-critical dynamical fluctua-
tion of the current as compared to the far-from-critical one.
Indeed, in Ref. [48], we called this particular phenomenon,
i.e., the “faster-than-usual” decay of the current correlation

function, as “dynamical hyperuniformity.” For the Oslo
model, on the other hand, things are strikingly different. In
fact, from Eq. (78), we note that the corresponding values of
the dynamical hyperuniformity exponents near and far from
criticality (from above) are u = (1/2 — §/v,z) ~ 0.303 and
u = 1, respectively. In other words, the dynamical current
fluctuation in the Oslo model is actually more enhanced near
criticality than it is far from criticality; it is exactly the oppo-
site for the Manna sandpile.

5. Power spectrum: Bond current

Another way to characterize the dynamic fluctuation is to
calculate the power spectrum. The power spectrum S 7(f) of
the bond current in the steady state can be obtained by tak-
ing Fourier transform of the steady-state correlation function
Cy7 (1) [see Eq. (75) with r = 0]. Far from criticality, we
obtain an analytical expression for the power spectrum,

> i a(p) 4127
S _ d1CIT (e — a q
7(f) /;oo 0 ()e L ; a,21621+4f27[2
7\ 32
~ a(;) 32, (79)

a low-frequency far-from-critical beahvior S 7 (f) ~ f¥’ with
¥y = 3/2; for details, see Appendix F 3. On the other hand,
near criticality, we obtain the low-frequency power spectrum
S7(f) ~ f¥7, where

Vg=1-«a, (80)

by taking the Fourier transform of Eq. (77). Now, using the
values of « in Eq. (74), we combine below the near- and far-
from-critical values of the exponent s for the Oslo model,

[ = 8/v12) = 0.803
LA KV

We now compare simulations and the above theoretical pre-
dictions of the power spectrum. To this end, we discretize the
instantaneous current into small temporal intervals, typically
denoted as &t [48]. By using the Fourier transform j,,;T =
8t 3170 Ji(k)e* ik the power spectrum of the bond current
can be written as

for ,5 = pc»

for p > p.. (1)

1 -
Sa(fa) = fim —(1Turl?), (82)

where f, = n/T. In Fig. 11(a) we plot far-from-critical power
spectrum S7(f) vs frequency f for densities p = 2 (red),
3 (blue), and 4 (green) in solid lines for L = 1000. The
corresponding theoretical result, obtained by using Eq. (79)
for p = 4.0, is shown in the plot as a black dashed line.
This asymptotic theoretical result quite nicely captures the
f3/% decay of the power spectrum as f — 0. In Fig. 11(b)
we present the simulation data of the power spectrum for
near-critical densities p = 1.7344 (green line), 1.736 (blue
line), and 1.738 (red line) for L = 5000. The upper guiding
line, f!7¢, is drawn following the relation 7 = 1 — a as
given in Eq. (80), where the near-critical value 7 =~ 0.803 is
provided in Eq. (81). In the same figure, we also plot a lower
guiding line, f!/2, representing the normal decay of the power
spectrum for a completely random diffusive system.
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FIG. 11. Power spectra of the bond current vs frequency. (a) Far-
from-critical power spectrum for bond current, for L = 1000, is
plotted as solid lines for densities p =2 (red), p = 3 (blue), and
p = 4 (green). Black-dotted asymptotic line is plotted using Eq. (79)
for p = 4.0 and nicely demonstrating the f¥7, with ¥, = 3/2 de-
cay of the power spectrum as f — 0. (b) This plot corresponds to
the power spectrum of current to the density regime near critical-
ity. Near-critical power spectrum for bond current, for L = 5000,
is plotted for densities p = 1.738 (red), 1.736 (blue), and 1.7344
(green). The £!~* guiding line demonstrates theoretical prediction of
the decay of the power spectrum near criticality, and the other guid-
ing line represents f!/2 (for the comparison with diffusive systems
with single conservation law). The exponent ¥ 7 = 1 — o >~ 0.803
is obtained from Eq. (81).

6. Power spectrum: Subsystem mass

In this section we compute the power spectrum of subsys-
tem mass by taking the Fourier transform of C¥'™ (¢) as given
in Eq. (62):

T
Sw(f) = lim / CMMi (1) P71 gt
g -T

_ 1 a(p) Z 2)04d' (p)
L2d/(p) = 32a’(p) + 42 f? ta
- a 12
~ Wf 2 (83)

where we approximate the sum as an integral for L > 1, A, =~

2, and we use the transformation x = /fy'/*//2ma’. The
asymptotic above behavior Sy (f) ~ f~¥», with yry; = 1/2,is
consistent with the relation v,y = 2 — 17, where the current
power spectrum exponent 7 = 3/2. This relationship is a
consequence of mass conservation and holds true both away
from and near criticality. Thus, we obtain, using Eq. (80), the
following scaling relation:

Yy =1+a. (84)

Using Eq. (81), we immediately combine the near- and far-
from-critical values of the exponent v, as

[ 468/vi2) ~1.197
Yy = 1/2

where the value of the away from criticality exponent is the
same as that we obtained in Eq. (83). That is, the power
spectrum for subsystem mass in one dimension can be written
as Sy (f) ~ f~3/>**. Bvidently, positive > 0 corresponds
to an “anomalous” (more suppressed than that in diffusive
systems having a single conservation law) fluctuation for sub-
system mass; indeed, the anomalous fluctuation arises from
“dynamic hyperuniformity” in the bond-current fluctuation.
Also, for the Oslo model, we obtain, from Eq. (85), u =
1/2 — § /v z near criticality and u = 1 away from criticality;
these theoretical predictions are quite consistent with our es-
timates obtained in the previous section [see the text below
Eq. (78)]. Interestingly, in Ref. [60] the authors studied a
hard-sphere model of interacting particles undergoing active
collisions with center-to-center impulsion (akin to a CoM or
momentum conservation); the far-from-critical power spec-
trum for mass fluctuation was found to have a low-frequency
f~1/2 behavior and was explained from a phenomenological
description of the modified Navier-Stokes equations. Notably,
we also observe a similar behavior of the power spectrum in
the Oslo model having similar conservation laws. However, in
our microscopic dynamical theory [see Eq. (83)], this partic-
ular behavior has been explained from a different, and much
simpler, description of diffusion [see Eq. (33)].

In Fig. 12(a) we plot a subsystem-mass power spectrum,
which is obtained for subsystem size [ = 500 and system size
L = 1000 as a function of the frequency f, represented by
solid lines, for density values away from the criticality: p = 2
(red), 3 (blue), and 4 (green). The corresponding asymptotic
line for p = 4.0 is plotted in the black dotted line using
Eq. (83). This asymptotic line demonstrates a nice agreement
between the simulation and the f~!/2 growth of the power
spectrum as f — 0 away from criticality. In Fig. 12(b) we
present similar data, but for different subsystem and system
sizes I = 2500 and L = 5000, respectively, for near-critical
densities p = 1.7344 (green line), 1.736 (blue line), and 1.738
(red line). The =1+ guiding line is drawn using Eq. (84),
with ¥, >~ 1.197. The lower guiding line of f~3/2, which
is observed for diffusive systems having a single conserved
quantity, is plotted for comparison purposes only.

for p ~ p.,

for o> pe O

V. STRUCTURE FACTOR

The static density fluctuation can also be quantified by the
structure factor S(g) = (|8mq(t)|2)/N [33], where dmy(t) is
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FIG. 12. Power spectra for subsystem mass vs frequency. (a) The
power spectrum Sy, (f) obtained from simulations, for subsystem
size [ = 500 and system size L = 1000, are plotted as a function of
frequency f for (far-from-critical) densities p = 2 (red), 3 (blue), and
4 (green) as solid lines. The black dotted line corresponds to Eq. (83)
for p = 4.0, confirming that the far-from-critical subsystem-mass
power spectrum varies as f~!/? in the small-frequency limit. (b) The
power spectrum for subsystem mass, obtained from simulation for
system size L = 5000 and subsystem size [ = 2500, is plotted for
near-critical density values p = 1.7344 (green line), 1.736 (blue
line), and 1.738 (red line). The guiding line representing f~(+®
is the near-critical asymptotic power spectrum for subsystem mass
[obtained from theory, Eqgs. (84) and (85)] as f — 0, whereas the
guiding line representing f~%/? for diffusive systems having a single
conserved quantity is provided for comparison purposes.

the Fourier transform of the excess mass dm;(t) = m;(t) — p
at a site i. For hyperuniform states, S(g) — 0 as ¢ — 0; for
the maximally hyperuniform states, S(q) ~ ¢* as ¢ — 0 [24].
We calculate S(g) using the following microscopic evolution
equation:

2w = (74 - ) + (L) - ).

>~ D(P)A; xSy (t) + (ng) — Z(fl)). (86)

First, we express dm;(t) and Ji(f ”(t) in the Fourier modes and
obtain

0 ~ ~ . oy
o8 (1) 2 =Dhgdimy(t) + (¢ = DIIV®),  (87)

where jq(f 2 (t) is the Fourier transform of 7 /"), We then solve
the above equation to obtain

t
5in, (1) = / di' e P DT (88)
0

and calculate the structure factor,
S(q) = —= (15, OI)
= —{(|6m
q Ip q

1 [ ! - ~ ~
= [ar a3 g,
Lp Jo 0
(89)
Now, using Eq. (47), we write
(TIDETIV @) = La(rgdg g8 —1"),  (90)
and, by putting the above equation in Eq. (89), we obtain

A
S(q) =1 —e P a(p) ~ ¢, O

2Dp 2Dp

where, in the last step, we take the limit # — oo and approx-
imate A(q) ~ ¢*> for ¢ — 0. The above expression is valid
far from criticality. In Fig. 13(a) we plot the structure factor
obtained from simulations for L = 2!', representing densities
away from critical values: p =2 (red), p =3 (blue), and
p = 4 (green) shown as solid lines. Additionally, we plot our
asymptotic expression in Eq. (91) as a black dotted line for
p = 4, demonstrating good agreement with the simulation
data. The dotted magenta line represents the ¢> guiding line,
denoting the functional dependence of the structure factor
away from criticality on ¢. In Fig. 13(b) we plot the structure
factor for densities near criticality: p = 1.734375 for L = 24,
and densities p = 1.736328125 and 1.73828125 for L = 2'3.
We also plot the guiding line ¢** in the dotted magenta line to
signify the dependence of the structure factor on small g val-
ues near criticality. This dependence can be derived from the
hyperuniform fluctuation of subsystem mass [see Eq. (68)].

VI. TAGGED PARTICLE DIFFUSION

In this section we examine the variance of the displace-
ments X, (7)) of a tagged particle ¢ in a temporal domain
[0, T]. Since a particle can only hop a distance of +1 or —1
from the toppled site, the variance of the total hop length
(Xj(T)) depends solely on the number of topplings experi-
enced by the tagged particle within this time interval, denoted
as N\"(T), as shown in the following equation:

(X2(T)) = N(T). (92)

By summing over all the tagged particles of the system, the
total variance can be written in terms of twice of the total

024119-17



MUKHERIJEE, TAPADER, HAZRA, AND PRADHAN

PHYSICAL REVIEW E 110, 024119 (2024)

(@) 10’
10°
107"
G -2
& 10
107
107
107
q
(b) 10° :
p=1.734375 ——
p=1.736328125 ——
p=1.73828125 ——
107" 1
C
wn
102 |
-3
10 ‘ ‘ ‘
107 10 10°
q

FIG. 13. (a) We plot static structure factor S(g) for away from
critical density values as a function of ¢ for a system size of L = 2!!.
We represent the simulation data with solid lines for density values of
p = 2,3, and 4 from bottom to top. The dotted line corresponds to the
theoretical asymptotic behavior of S(g) for p = 4 and is plotted using
Eq. (91). (b) We plot static structure factor S(g) for near-critical den-
sities p = 1.734375 (for L = 2'%), 1.736328125, 1.73828125 (for
L = 2'3). The guiding line denotes the g% behavior of S(g) for small
wave numbers in the near-critical regime. The hyperuniform fluctua-
tion of subsystem mass can also be used to capture this behavior [see
Eq. (68)].

topplings N“P)(T) during that interval as

S XAT) = Y NPT = 2N(T),  (93)

a o

as at each toppling two particles jump out of the site. The
number of total topplings in the system, N7 (T'), on average,
is equal to the number of active site density a(p) times the
corresponding spacetime volume,

NYP(T) = a(p)LT. (94)

Due to the homogeneity of the system, we can express the
left-hand side of Eq. (93) as the total number of particles
multiplied by the variance of a particle tagged (X(T')). Using

.| <<X¥(T)>>/2T — |
Dg(p) - - -
5 D(p)
N
N
~ 0.1} ]
X
Vv
Vv
0.01 = . ‘
10° 10° 10°
A

FIG. 14. Mean-square fluctuation of tagged particle displace-
ment up to time 7 (solid red line) vs shifted density A, where double
angular brackets ((X*(T))) = > (X*(T))/N imply average over
both particles and trajectories. Simulations (solid red line) and the
theoretically obtained self-diffusion coefficient D(p) (dashed black
line) as in Eq. (96) provide a very good agreement. We also plot the
bulk-diffusion coefficient D(p) = a’(p) vs A = p — p. (dot-dashed
blue line), by calculating D(p) through direct simulations where we
use our theoretical result as in Eq. (7). Note that the bulk-diffusion
coefficient and self-diffusion coefficient have qualitatively quite dif-
ferent behaviors.

Eq. (94), we can rewrite Eq. (93) as N{XX(T)) = 2a(p)LT, or

(X*(T)) = 2@T = 2D,(p)T, (95)

leading to the exact expression of self-diffusion coefficient in
terms of the activity and global density,

Dy(p) = —. (96)

The mean square fluctuation of the cumulative displacement
of the tagged particles up to time 7 (represented by the
solid red line) is plotted in Fig. 14 as a function of the
shifted density A. We denote double averaging over both
trajectories and particles by ((X*(T))) = >, (X2(T))/N. We
observe excellent congruence between the simulation data of
((X?(T)))/2T (solid red line) and the self-diffusion coeffi-
cient D(p) obtained theoretically in Eq. (96) (shown as the
dashed black line). Furthermore, to emphasize the contrast-
ing behavior between the bulk- and self-diffusion coefficient,
we display D(p) = d/(p) in the same figure (depicted by
the dashed-dotted blue colored line), utilizing the relation
in Eq. (7). Particularly near criticality, we observe that the
activity and consequently the self-diffusion coefficient ap-
proach zero as the global density approaches its critical value.
Meanwhile, the self-diffusion coefficient diverges, indicating
anomalous transport. However, away from criticality, both co-
efficients tend towards zero in different manners, as depicted
in the figure. We note that the self-diffusion coefficient for the
conserved Manna sandpile satisfies a relationship similar to
that given in Eq. (96).
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VII. SUMMARY AND CONCLUSIONS

In this paper we use a microscopic approach for investi-
gating the one-dimensional Oslo model on a ring geometry
having L discrete sites. This model not only serves as a
prototype for many-body systems with mass and CoM con-
servation, but it also has a broken time-reversal symmetry,
resulting in the violation of detailed balance and a nonequi-
librium phase transition. For the Oslo model, we provide
a large-scale characterization of static and dynamic fluctua-
tions of mass and current near as well as far from (above)
criticality. We show that, despite having highly constrained
microscopic dynamics due to CoM conservation, the Oslo
model in fact exhibits diffusive relaxation far from criticality
and superdiffusive relaxation near criticality. In the near-
critical scaling regime, the relaxation time 7, ~ L* has an
algebraic dependence on system size L, where the dynamical
exponent z =2 — (1 — B8)/v, < 2 is determined by the two
static exponents § and v, . Indeed, the above scaling relation
for the dynamic exponent predicted from our hydrodynamic
theory is in perfect agreement with the “near-rational” values
of the exponents obtained in Ref. [27] through large-scale
simulations.

Quite interestingly, in the long-time limit, the additional
CoM conservation manifests itself in making the temporal
growth rate of time-integrated current fluctuation, and con-
sequently the particle mobility, to vanish. Indeed, current
fluctuations become anomalously suppressed as compared to
those observed in diffusive systems with only mass conser-
vation, leading to hyperuniformity in spatial as well as in
temporal domains. To gain a theoretical understanding of
the problem, we implement an approximate closure scheme,
which helps one calculate unequal-time (two-point) correla-
tion functions, and the associated power spectra, involving
current and mass. We obtain a mass-conservation principle as
encoded in Eq. (66), which connects (dynamic) current and
(static) mass fluctuations and exactly determines the decay ex-
ponents of the respective dynamic correlation functions near
criticality in terms of the standard static exponents. Far from
criticality, we calculate the decay exponent exactly within the
closure scheme. In this regime, we also calculate analytically
the static structure factor, which has the behavior S(g) ~ ¢>
in the limit of small wave number ¢ — 0 [see Eq. (91)].
Quite strikingly, far from criticality, the static structure factor
exhibits “class I” hyperuniformity [34], whereas it exhibits
“class III” hyperuniformity near (from above) criticality.

Notably, the dynamic properties of the Oslo model are
qualitatively different from that observed in diffusive systems
with a single conservation law, e.g., symmetric simple ex-
clusion processes [59] and the conserved Manna sandpiles
[48]. We provide a comparison between the Oslo model and
the Manna sandpile (conserved-mass versions) in Table I to
highlight the similarities and differences in the large-scale dy-
namic structure of the two models. Indeed, our findings reveal
that, in the Oslo model, the bond-current correlation decays
faster far from from criticality than it does near criticality. In
other words, unlike diffusive systems with a single conserved
quantity, fluctuations (static as well as dynamic) in the Oslo
model are (anomalously) more suppressed far from criticality

TABLE I. A comparison between the conserved Oslo model
and Manna sandpiles, concerning the steady-state dynamic prop-
erties, in terms of the following quantities: The variance of
time-integrated bond-current Q;(7') measured in time interval
[0, T], the power spectra S7(f) and Sy (f) of bond current and
subsystem mass, respectively, and the three density-dependent
transport coefficients: the bulk-diffusion coefficient D(p), the mo-
bility x(p), and the self-diffusion coefficient D,(p). The mobility
X =limp 2o p oo L(QF(T, L, A))/T is defined by first taking
the infinite-time limit (7 — oco) and then the infinite-volume
limit (L — 00).

Observables Near criticality Away from criticality

(QX(T)). T 3=%  Manna Oslo Manna Oslo
1 _

Ss(f) S = op=52 p=0 u=1
Su(f) foe
Transport Near criticality Away from criticality

fficient
coetiicients Manna Olso Manna Oslo
X AP 0 2a 0
D AP AP a(p) d(p)
D, AP AP a(p)/p a(p)/p

than near criticality. It is worth mentioning that the results
obtained here are not specific to the Oslo model, but should
be valid for a broad class of systems with both mass and CoM
conservation.

In conclusion, our analysis underscores the significance of
conserved quantities in characterizing large-scale fluctuations
in many-body systems. When compared to the other recently
studied dynamically constrained systems, such as those with
dipole-moment conservation [12,13,19], we have presented a
prototypical CoM-conserving model, albeit with a contrasting
(diffusive) relaxation mechanism, implying a far richer phe-
nomenological structure in such systems than that anticipated
earlier. Importantly, our findings demonstrate the crucial role
of time-reversal symmetry (or the lack of it) in determining the
large-scale (hydrodynamic) properties of a CoM-conserving
system. We believe they will shed light on the dynamical
origin of hyperuniform fluctuations in systems with multiple
conservation laws, as well as provide a fresh perspective on
the general theoretical understanding of the problem.
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APPENDIX A: UNEQUAL-TIME MASS AND INTEGRATED
CURRENT CORRELATION FUNCTION

Here we present the derivation of Eq. (36) using
the following microscopic update rules of the quantity
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m;(t +dt)Q;, (') fort > t':
mi(t + dt) Q4 (t")

events

(m;(t) + 1) Qi (")
(m;(t) — 2)Qiyr(t")
m;(t) Qg (1)

probabilities
(@iv1 + Gi—1)dt
a;dt

(1 — =dr),

(AL)

where the probability of nothing happening in the interval
dt is 1 — Xdt, we obtain the corresponding evolution equa-

tion for C"2(t, ') as

dt

where

({790 = TP} Q1))
Aigx = Biy1x +8i—1x —28ix) s

d
—C,'."Q(t,t’)= E Al (1) Qigr (1))
X

(A2)

the discrete

Laplacian operator. We further simplify the above equation by
approximating the diffusive current by Eq. (33) and obtain

J

mi(t +dt)Qy,(t +dt) =

events

(m; (1) + 1)(Qiy, (¢
(m;(t) + 1)(Qiy, (2
(mi(t) + 1)(Qiy, (2
(mi(t) + 1)(Qiy(t
(mi(1) — 2)(Qi, (2
(mi(t) — 2)(Qi, (2
(mi(t) + 1) Qi ()
(m;(t) + 1)Qi4, (1)
(m;(t) — 2)Qiy,(t)
mi(t)(Qiyr (1) + 1)

m;(t)(Qigr(1) — 1)

mi(t)Q;y,(t)

the following equation:
d

T (A3)

Croat, 1) = d'(p) ) ANixlmi(t)Qiy (1)),
k

We can write the solution of the above equation using the
discrete Fourier transformation [defined in Eq. (28)] as

Cro@t., 1) = expl—d (p)ryt —OIC) 1), (A4)
where C‘,’]”Q(t,t’) is the Fourier transformed C:”Q(t,t’)
and A, = 2[1 — cosq] are the eigenvalues of the discrete
Laplacian.

APPENDIX B: EQUAL-TIME MASS AND INTEGRATED
CURRENT CORRELATION FUNCTION

The expression of Eq. (36) also requires the and equal-time
mass and integrated current correlation function. Using the
update rules,

probabilities
)+ 1) Git18iriv1de
)— 1) Gip18iyrdt
Y+ 1) Gim18igri—1dt
)= 1) Gi_18iyri2dt
)+ 1) a;idiydt
)— 1) @ibiypiadt

Qi1 (1 — Sigpir — Sippi)dt (B1)

Qi (1 = 8iyrio1 — Siyri2)dt
a;(1 = Siyri — Siyri—1)dt

Qitr

(I = 8itri — Sigre1,i — Sigr—1,)dt
Qisry1

(1 = 8itri — Siwrt1,i — Siraa,i)dt

1 — Xdt,

where the probability of nothing happening in the interval dr is 1 — £dt, we obtain the evolution equation of the correlation of

equal-time mass and current,

d
i) =A@ Qi) + fir) = @ Y Aiilm0)Qiss (1)) + fir (1),
k k

(B2)

where we used the approximation (33); the source term f; ,(¢) has the following representation:

Jir@) = mi(t)aipr ) — (mi(@)aipr1)) + {Qig1) Gigritt — Sigri) + (Gi=1) Gigric1 — Sigri—2) — 2{8;) (Sitri — Sipriz1),

and in the steady state, it will simply be

fr ZC;n[l

ma
- Cr+ 1

+ a{3(80,,+1 — 80,r) + (B0,r—1 — 80,/4+2)},

(B3)

(B4)

where C™® is the equal-time mass and activity correlation function in the steady state. We obtain Eq. (37) by solving Eq. (B2)
in Fourier mode, and Eq. (38) is the Fourier representation of Eq. (B4). In the following section, we derive the steady-state

correlation function C™4.

024119-20



ANOMALOUS RELAXATION AND HYPERUNIFORM ... PHYSICAL REVIEW E 110, 024119 (2024)

APPENDIX C: EQUAL-TIME MASS-ACTIVITY CORRELATION

To obtain Eq. (39), we write the evolution equation of the equal-time and unequal space mass-mass correlation function using
the following update rules:

events probabilities
(mi(t) — 2)(miz, (1) —2)  a;i6;itrdt
(mi(t) — 2)(mir, (1) + 1) @iiy1,itrdt
(m; (@) = 2)(mip, (t) + 1) @;i8i—1,i4rdt
(mi(t) + D(mir (1) + 1) Gi—18;,4dt
(mi(t) + (i (t) = 2)  Gi—18i—1,i4dt
(mi(t) + D(mig, ) + 1) a;—18i—2,14,dt
(mi(@) + D(mip, (1) + 1) Giy18;i4,dt

mi(t +dt)mi . (t +dt) = § (mi(t) + D(mip (1) —2)  Qig18ip1,irdt (C1)
(mi(t) + D)(miy,(8) + 1) Giy10i42,i4,dt
(mi(t) — 2)m; 1, (t) ai(1 = i 1,inr — Siir — Si—1,i4r)dt
(m;(t) + Dmyp(2) i1 (1 = 8;i—1,ipr — 8 iyr — Siz2,iy,)dl
(mi(t) + Dmyy, () Qip1(1 = Sip1,itr — Oiipr — Big,igr)dl
m;(1)(mit, (1) — 2) Qirr(1 = i iyrt1 — Siir — Siirr—1)dt
m;(t)(my, (1) + 1) Qirrp1(1 = 8 iry1 — Siira2 — 8 iyr)dt
m;(t)(m;y,(£) + 1) Qirr—1(1 = 8 i r—1 — iir — 8iigr—2)dt
m;(t)mi (1) 1 — Xdt,

where the probability of nothing happening in the interval df is 1 — Xdt. The corresponding evolution equation of C;"" (¢, t) can
be written using the above update rules as

d mm ~ A
S = ; A {lmig,) + ; Aiprilmiay) + Biitr, (C2)

where B; i1, is the source part of this correlation, given as
Biitr =8ii4r(dai + aio1 + aiv1) — 28i—1i1r (@i + aim1) — 28i41,i1- (@i + @ip1) + 8i—2,itr@i1 + Si2,itrGiy1- (C3)
In the steady state we must have C%Cf"" (t,t) = 0, and using the translation symmetry, Eq. (C2) can be written as
2(C" G+ Gy + B, =0, €4
and the source term B, is given by
B, =6a(p)do,, — 4a(p)(S0,r+1 + S0,r—1) + a(p)(80,r4+2 + 80,r—2)- (6]

Note that we can also straightforwardly derive Eq. (56) simply by inserting our truncation relation, as given in Eq. (33), into
o] rcftm.

Eq. (C4). We can solve Eq. (C4) by multiplying both sides by z" and defining the generating function G(z) = >_,2,z
Imposing the convergence of G(z) < oo when z — 1, we can write the generating function as

G(z) =a(p) — %p)z. (C6)

From the generating function of above, we write the correlation Cf””, in steady state, as

am - a(_)
CI" = a(B)o0, — 5= (Bri1 +81). (C7)

and thus we obtain Eq. (39).
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APPENDIX D: EQUAL-TIME CURRENT-CURRENT CORRELATION

To derive Eq. (42), we write the evolution equation of the equal-time unequal-space correlation of the time-integrated bond

current using the following update equation:

events

Qi(t +dt)Qy,(t +dt) =

Qi(t)Qi4r(t)

where 1 — Xdt is the probability of nothing happening in the
time interval d¢. The corresponding dynamical equation can
be written as

ad
5 G20 =T + (T 0 Qirr (1),

+(QiOTN®))..

where I';;1, is the source of the correlation, which can be
written as

Liir @) = ai(1)(8yi4r

(D2)

—Si—tivr) — @ix1 ) Sit1,ir — Siitr)-
(D3)

In the steady state, the above source becomes

T,(t) = a(p)(280,, — So.r41 — 0,-1). (D4

Equation (D2) and Eq. (D4), respectively, explain Eq. (42) and
Eq. (45).

APPENDIX E: UNEQUAL-TIME SPATIAL MASS
CORRELATION FUNCTION

The derivation of Eq. (55) requires the dynamical equa-
tion satisfied by the unequal-time spatial correlation of mass,
C™™(t), which is given by

d

7 () = Xk: Aj (@ (1)miyr(0)). (EL)

The above equation can be derived using the following update
rules fort > ¢’

events probabilities
(mi(t) + Dmiy (') Gy dt
mi(t +dtymig, (') = { (mi(t) + Dmiy, (t) - Qi dt

(mi(t) — 2)miy (1) adt
m;(t)mi., (1) 1 —Xdt,
(E2)
where 1 — Xdt is the probability of nothing happening in the

interval dt. Equation (E1) can be simplified further using the
approximation scheme given in Eq. (33) as

d ! mm
EC}“’”(I) ~d Y AG (). (E3)
k

(Qi(0) + D(Qiyr(®) + 1)
(Qi(0) + D(Qiyr(®) — 1)
(Qi() — D(Qir (1) — 1)
(Qi(1) = D(Qiyr() + 1)

Qi(t)(Qir(1) — 1)

probabilities
a;(t)5; j4rdt
a;(t)8i—1,i4rdt
Qi 1(1)8;,i4rdt

Qip1(#)8iv1,iqrdt D1)

(Qi(t) + Qi1 (1) a;i(@t)(1 = 8; i1y — 8i—1,i,)dt
(Qi(t) — Qi (1) i1 ()1 = 8 iqr — Sig1,ir)dt
Qi) Qipr(®)+ 1) Qi r ()1 = 8 iy — 8iir—1)dt

Qirrr1 (O = 8 iy — 8iiry1)dt
1 — Xdt,

(

Equation (55) is simply the solution of the above equation in
the Fourier domain.

APPENDIX F: ASYMPTOTIC ANALYSIS

1. Equal-time current correlation

In this section we derive the asymptotic expression of
Eq. (52), which, by rearranging the sum, can be rewritten as

a al
" alL
q

2 _ —a'ryT l
(Q7(T)) = - e + 0(L>, (F1)

where we have used ) 4 1/L = 1. Now going to the contin-
uum limit, we have

2 a a ['? —d AT
(Qi (T)) ~ i 2; e dx, (F2)
1L

where A(x) ~ 47%x?. Furthermore, using the variable trans-
formation z = 47%x2a'T , the above expression can be simpli-
fied as

12 poo
Q)= § -2 [Tt
0

-z aT 12
a 2ra? Vz

3

2/ma’?
(F3)

Qs

in the limit 7 >> 1 being large.

2. Dynamic correlation of bond current

The decay of the bond current correlation over time is
governed by the second part of the right-hand side of Eq. (75).
Its asymptotic for # 3> 1 and for a single bond r =0 can
be understood by converting the sum into an integral in the
continuum limit using i — x =i/L, where A, can be ap-
proximated as A, — A(x) =~ 47%x%. Then, using the variable
transformation z = 4w 2x%a’t, we can write Eq. (75) fort > 1
as follows:

3at=>/?

16/ma??* )

77 at75/2 oo 3
~ -z =
Cilv () ~ —m/(; e 7' dz = —

The above equation appeared in Eq. (76).
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3. Power spectrum of bond current

In the limit of the large system size, L > 1, the power
spectrum of the bond current, expressed as an exact sum in the
first line of Eq. (79), in the frequency domain 1/L? < f < 1,
can be approximated as an integral,

1

S7(f) =~ Za/?dxk(x)

L

47'[2f2
— (F5)
A(x)2a® + 4m2 f?

where in the continuum limit, we perform the substitution g =
27 x, which leads to A(x) & 472x?. Then using the variable

transformation, x = /fy'/4/+/2ma’, we convert the above
integral into the following in the limit L — oo and obtain the
following:

32 aym o0 dy 713/2f3/2
=d .
V2a?? Jo Y4y aP”
(F6)

Sg(f)=1rf

Thus, we derive the asymptotic expression of the power spec-
trum of the bond current, which appeared in the second line
of Eq. (79).
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