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We investigate the statistics of the local time T = ∫ T
0 δ(x(t ))dt that a run and tumble particle (RTP) x(t ) in one

dimension spends at the origin, with or without an external drift. By relating the local time to the number of times
the RTP crosses the origin, we find that the local time distribution P(T ) satisfies the large deviation principle
P(T ) ∼ e−T I (T /T ) in the large observation time limit T → ∞. Remarkably, we find that in the presence of drift
the rate function I (ρ ) is nonanalytic: we interpret its singularity as a dynamical phase transition of first order.
We then extend these results by studying the statistics of the amount of time R that the RTP spends inside a
finite interval (i.e., the occupation time), with qualitatively similar results. In particular, this yields the long-time
decay rate of the probability P(R = T ) that the particle does not exit the interval up to time T . We find that
the conditional end-point distribution exhibits an interesting change of behavior from unimodal to bimodal as
a function of the size of the interval. To study the occupation time statistics, we extend the Donsker-Varadhan
large-deviation formalism to the case of RTPs, for general dynamical observables and possibly in the presence
of an external potential.
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I. INTRODUCTION

The local time of a particle refers to the time spent by the
particle in the neighborhood of a given point in space during
an observation time T . It is a very important quantity and has
useful applications in various scientific fields. For example, in
the context of chemical and biological reactions, the reaction
rate is calculated by the local time that the reactant spends
in the vicinity of the receptor [1–3]. The local time is also
proportional to the concentration of monomers in a polymer,
in bacterial chemotaxis which is affected by the local time
spent by a bacteria at a point [4]. Another interesting quantity
to consider is the occupation time, which is the time a particle
spends in a given region of space. The local time is closely
related to the limiting case of the occupation time in the limit
of zero domain size.

Fluctuations of the local time and occupation time have
been studied extensively for different processes: the Ornstein-
Uhlenbeck process [5], continuous time random walk [6],
theory and experiments of blinking quantum dots [7], study
of diffusion in porous rocks as modeled by diffusion in a ran-
dom potential landscape [8,9], diffusion on graphs [10], and
diffusion under stochastic resetting [11]. From a theoretical
point of view the study of the local time or the occupation
time is important for stochastic processes as it provides infor-
mation about the spatiotemporal correlations of the particle’s
trajectory.

*Contact author: soheli.mukherjee2@gmail.com
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While the local time and occupation time have been studied
extensively for Brownian particles [10–13], there are very few
existing results in the biologically relevant context of active
matter [14–18]. The time spent by drug molecules in the vicin-
ity of their target is of crucial importance for their efficiency
and it has been argued that the activity of drug molecules may
enhance their ability to reach the target [19,20]. In Ref. [21]
the local time for a run and tumble particle (RTP) in one
dimension was studied. They obtained an exact result for the
distribution of the local time, in the absence of an external
drift. They then extracted the behavior in the regime of typical
fluctuations at long times. The large-deviation regime was not
studied in detail.

In general, large deviations [22–24] are of great interest be-
cause they can have dramatic consequences (e.g., earthquakes,
stock-market crashes, etc.). They are also of fundamental
interest in statistical physics because the large deviation func-
tions of appropriate observable acts as a substitute of free
energy in nonequilibrium systems. One of the standard types
of problems studied in large-deviation theory is to calculate
the distribution of “dynamical observables,” which are given
by time averages of the stochastic process under study. One
general form of such dynamical observables is given by

A =
∫ T

0
f (x(t )) dt, (1)

where x(t ) is a stochastic process (particular examples will be
given below) and f (x) is some function. In the limit T → ∞,
assuming the process is ergodic, the time average and en-
semble average coincide and, therefore, with probability one,
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A/T will equal its corresponding ensemble-average value.
However, if T is large but finite, there will be fluctuations
away from this expected value which are of interest.

For finite observation time T its probability density func-
tion (PDF), P(A), depends on details such as the initial
position x0 = x(0) of the Brownian motion. However, in the
long T limit, it satisfies a universal large deviation principle
(LDP) [24]

P(A) ∼ e−T I (A/T ), (2)

where I (ρ) is the rate function which is defined as

I (ρ) = − lim
T →∞

1

T
ln P(A = ρT ). (3)

According to Gärtner-Ellis theorem, the rate function I (ρ)
can be calculated via the Legendre-Fenchel transform of the
scaled cumulant generating function (SCGF) [24], which is
defined as

λ(k) = lim
T →∞

1

T
ln〈ek A〉, (4)

which is by construction a convex function for real k.
Using Eq. (2), the expectation value in Eq. (4) is dominated

at large T by a saddle point, leading to

λ(k) = max
ρ�0

[k ρ − I (ρ)]. (5)

The rate function is then expressed as the Legendre-Fenchel
transform of λ(k),

I (ρ) = sup
k

{k ρ − λ(k)}, (6)

provided that λ(k) exists and is differentiable. If λ(k)
is not differentiable, then I (ρ) is replaced by its convex
envelope [24].

If x(t ) is a Brownian motion (possibly with external forces)
then one can use the well-established Donsker-Varadhan (DV)
theory to calculate λ(k) [25]. This theory states that (under
certain conditions) λ(k) is given by the largest eigenvalue of
a (k-dependent) linear operator that is related to the generator
of the dynamics of the position distribution of the particle.

In particular, the DV formalism was used successfully in
Refs. [26,27] to calculate large deviations of the occupation
time of a drifted Brownian particle in a finite interval. Remark-
ably, they found that (for nonzero drift) the associated rate
function contains a singularity. Such singularities are usually
interpreted as dynamical phase transitions (DPT), in analogy
with equilibrium statistical physics [26–37]. Large deviations
of the local time for a discrete model of a RTP on a lattice
were studied in [38]. In the presence of an external drift, a
DPT was uncovered, which is qualitatively similar to the DPT
from the Brownian case [26,27].

In this paper we consider a continuum model for a RTP in
one dimension. The two observables under study in this work
are particular cases of Eq. (1): local time and occupation time,
defined as

local time: T =
∫ T

0
δ(x(t ))dt, (7)

occupation time:R =
∫ T

0
1[−a,a](x(t ))dt, (8)

respectively, where δ(x) is the Dirac delta function and
1[−a,a](x) is the indicator function:

1[−a,a](x) =
{

1 for − a � x � a,

0 otherwise.
(9)

The mean values of these observables scale, at long times, as
∼√

T in the absence of a drift and as ∼T 0 if a drift is present.
We study here the large deviations regime that describes fluc-
tuations of order ∼T of the local time and occupation time for
RTPs, with or without external drifts, i.e., we focus here on
the right tails of the distributions of T and R. In particular,
the probability that R = T is the survival probability [39–45]
of the particle inside the interval. In fact, in doing so, we will
also extend the general theory of large deviations of dynamical
observables (1) (i.e., the DV theory) to the case in which x(t )
describes the motion of an RTP in one dimension. As in the
case of the Brownian motion, here too we find that, in the case
of nonzero drift, the rate functions describing the local time
or occupation time distribution contain singularities which we
interpret as first-order DPTs.

The remainder of the paper is organized as follows. In
Sec. II, for completeness, we study large deviations of the
local time for Brownian motion. The analysis is very similar
to that of Refs. [26,27] in which the occupation time in an
interval was studied. In Sec. III we study the local time for an
RTP by exploiting a simple connection between the local time
and the number of times that the particle crossed the origin.
In Sec. IV we begin by extending DV theory to RTPs for
general observables (1) and we then apply this theory to study
the occupation time. In Sec. V we summarize and discuss our
main findings.

II. LOCAL TIME FOR BROWNIAN MOTION WITH DRIFT

We consider a Brownian motion x(t ) with a drift, as de-
scribed by the equation of motion

ẋ = μ +
√

2D ξ (t ). (10)

Here ξ (t ) is a standard Gaussian white noise with 〈ξ (t )〉 = 0
and 〈ξ (t )ξ (t ′)〉 = δ(t − t ′). μ � 0 is the external drift. We are
interested in the distribution of the local time T , which is the
time that a particle spends near the origin x = 0 during the
time of observation T . It is defined as

T =
∫ T

0
δ(x(t )) dt, (11)

so that 0 � T < ∞. We prove that the fluctuations of the local
time T in the large T limit satisfy the LDP

P(T ) ∼ e−T I (T /T ). (12)

According to the DV formalism, the tilted generator of the
process can be written as

Lk = L + k δ(x), (13)

where

L = D ∂2
x + μ∂x (14)
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is the Hermitian conjugate of the Fokker-Planck generator of
the drifted Brownian motion

∂t p(x, t ) = L† p(x, t ). (15)

Here p(x, t ) is the probability for the particle to be at position
x at time t . According to the DV formalism, the SCGF λ(k) of
the local time distribution is given by the largest eigenvalue of
Lk under appropriate boundary conditions.

The operator Lk is not Hermitian and it is therefore con-
venient to define its symmetrized version. This is a standard
procedure [25–27] and it leads to the definition of the sym-
metrized (Hermitian) operator

H = D ∂2
x − μ2

4D
+ k δ(x), (16)

whose eigenvalues coincide with those of Lk . The eigenvalue
equation

Hψ (x) = λ̃(k, μ) ψ (x) (17)

may be interpreted, up to an overall minus sign, as the
time-independent Schrödinger equation of a quantum particle
inside a delta function potential along with a shift

Vk (x) = μ2

4 D
− k δ(x). (18)

Within this interpretation, the particle’s “energy” is given by
−λ̃. We are interested in finding the largest eigenvalue of H,
which corresponds to the ground-state energy for the potential
Vk . The drift μ affects the potential Vk by the addition of a
constant term. One therefore finds that

λ̃(k, μ) = λ̃(k, 0) − μ2

4D
, (19)

where λ̃(k, 0) is the negative of the ground-state energy of
a quantum particle inside a delta function potential in the
absence of the constant term −μ2/(4D). Finding the ground-
state energy of a quantum particle in a delta-function potential
is a standard basic exercise in quantum mechanics. The result
yields

λ̃(k, 0) = k2

4D
(20)

and the corresponding wave function is ψ (x) = √
β e−β |x|,

where β =
√

λ̃(k, 0)/D.
In the presence of a nonzero drift μ 	= 0, the solution (19)

cannot give the true SCGF λ(k) at all k, because it becomes
negative for k � μ. On the other hand, the true SCGF λ(k)
must be non-negative, since it is a convex function of k with
λ(0) = 0 and λ′(0) = limT →∞〈T /T 〉 = 0. To resolve this is-
sue, we must note that λ = 0 is also an eigenvalue of Lk (for
further technical details, we refer the reader to Refs. [26,27]
where a very similar analysis was performed in the context of
the occupation time for a drifted Brownian motion).

Hence the actual SCGF is given by the maximum of these
two eigenvalues, i.e.,

λ(k) = max{0, λ̃(k, μ)} =
{

0, k � kc,

k2−μ2

4D , k > kc,
(21)

where kc = μ. The Legendre-Fenchel transform (6) then
yields the rate function

I (ρ) =
{

ρ μ, ρ � ρc,

D ρ2 + μ2

4D , ρ > ρc,
(22)

where ρc = μ/(2D).
The SCGFs and the rate functions for both μ = 0 and

μ 	= 0 are shown in Fig. 1. For μ = 0, both the SCGF and the
rate function are analytic, i.e., they contain no singularities for
k > 0 and ρ > 0. In the presence of a drift, the SCGF shows a
singularity at k = kc: the first derivative of λ(k) shows a jump
discontinuity. This singularity is interpreted as a dynamical
phase transition (DPT) of first order at k = kc. The singularity
of I (ρ) at the critical point ρ = ρc is weaker: its second
derivative jumps.

The physical mechanism behind this DPT is as follows.
In the supercritical regime ρ > ρc, the particle spends the
entire duration of the dynamics t ∈ [0, T ] in the vicinity of the
origin x = 0. It corresponds to the existence of a bound state
in the equivalent quantum mechanical problem. However, the
subcritical regime, 0 < ρ < ρc, is a regime of temporal “co-
existence.” The particle stays localized in the vicinity of the
origin up to time t � ρT/ρc and subsequently gets driven to
infinity by the drift term. The transition can also be seen as an
unbinding transition in the associated non-Hermitian quantum
mechanical problem [46].

In the next two sections, we will study local time and oc-
cupation time for an (active) RTP. As we will see, some of the
qualitative behaviors will be similar to the case of Brownian
motion. In particular, we will show that, in the presence of
a drift, there is a first-order DPT whose physical origin is
temporal coexistence between localized and driven states.

III. LOCAL TIME FOR RTP WITH DRIFT

We now want to calculate the fluctuations of the local time
defined in Eq. (11) for a run and tumble particle (RTP) [47].
In the absence of an external drift, the RTP model describes a
particle that propels itself at a constant speed and, at a constant
rate, stochastically changes its orientation or “tumbles.” In one
dimension, and in presence of a drift, the equation of motion
for an RTP reads

ẋ = v0 σ (t ) + μ. (23)

Here v0 is the (constant) self-propulsion speed of the particle
in the absence of the drift. The stochastic tumbling dynamics
are encoded in σ (t ), which is a telegraphic noise that switches
between values ±1 at a (constant) rate γ . Let us recall that,
in the limit γ → ∞ and v0 → ∞, keeping the ratio v2

0/γ

fixed, the RTP motion behaves like the one of a Brownian
particle with a diffusion constant D = v2

0/(2 γ ). Here μ is
the drift and we assume that |μ| < v0; otherwise, the particle
always moves in the same direction and its local-time statistics
behavior becomes rather trivial.

In the case of a RTP, each time the particle crosses the
origin, this contributes to the local time (11) precisely 1/|v|,
where v is the particle’s velocity at the time the origin is
crossed. It is therefore easy to see that the local time can also
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FIG. 1. Plots of the SCGF λ(k) and of the rate function I (ρ ) for the local time of a Brownian particle without a drift and with a drift (here
we consider μ = 0.6 and D = 1) as depicted by the green lines and solid blue lines, respectively. The solid circle denotes the first order critical
point where the first derivative of λ(k) shows a jump discontinuity and the red dashed lines denote the unphysical solution for λ(k).

be written as

T = 1

v0 + μ
N+(T ) + 1

v0 − μ
N−(T ), (24)

where N±(T ) are the number of crossings of the origin by the
particle with positive and negative velocity, respectively, in the
time interval [0, T ]. Denoting by N (T ) = N+(T ) + N−(T )
the total number of zero crossings, one clearly notes that if
N (T ) is even then N±(T ) = N (T )/2 and one has

T = v0

v2
0 − μ2

N (T ). (25)

In N (T ) is odd, Eq. (25) is still approximately correct (in
the limit N � 1). From here it follows that one can study
the distribution of N (T ) and deduce from it immediately the
distribution of the local time T .

We will show that the local time follows an LDP in the
large time limit, i.e., Eq. (12). For this purpose we will com-
pute the SCGF �(k) for N (T ), defined as

�(k) = lim
T →∞

1

T
ln〈ek N (T )〉. (26)

As we can see from Eq. (25), it is related to the SCGF λ(k)
for T as

λ(k) = �

(
k v0

v2
0 − μ2

)
. (27)

Since N (T ) is bounded by the total number of tumbles N (T )
[i.e., N (T ) � N (T )], it follows that 〈ekN (T )〉 � 〈ekN (T )〉 (for
k � 0). As we now show, this gives an upper bound for �(k).

The number of tumbles N follows a Poisson distribution
with mean γ T , whose moment generating function can be
found explicitly,

〈ek N (T )〉 =
∞∑

N=0

1

N !
ek N e−γ T (γ T )N = eγ T (ek−1), (28)

which yields an upper bound for the SCGF of the number of
zero crossings,

�(k) � γ (ek − 1). (29)

More details and a lower bound are given in Appendix A.
We will now show that the probability PT (N ) of the number

of crossings N = N (T ) follows a LDP at large T

PT (N ) ∼ e−T Ĩ (N/T ) (30)

and it can be connected to the local time using Eq. (25) as the
LDP (12) holds and

I (T /T ) = Ĩ
[(

v2
0 − μ2

)
T /v0T

]
. (31)

Using that N (T ) � N (T ) together with the LDPs that both
of these random variables satisfy, we show in Appendix A
that the rate function of N (T ) is bounded from below by that
of N (T )

Ĩ (a) � a ln (a/γ ) − a + γ (32)

in the regime a � γ [which corresponds to the right tail of the
distribution of N (T )].

We will now calculate the rate function Ĩ and associated
SCGF �. To do so, we will consider the dynamics of the
joint distribution of the position of the RTP and the number
of zero crossings up to time t . The long-time behavior of
the generating function of this joint distribution will yield �

and then by applying the Legendre-Fenchel transform we will
obtain Ĩ .

Let us define P±(n, x, t )dx to be the probability that at time
t the RTP is in the interval [x, x + dx] with velocity ±v0 and
has crossed the origin (x = 0) exactly n times. The Fokker-
Planck equation that is satisfied by P±(n, x, t ) in each of the
two regions x > 0 and x < 0 is

∂t

(
P+
P−

)
= L†

(
P+
P−

)
, (33)
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FIG. 2. Total flux of particles in the interval [−ε, ε] with velocity
v0 + μ. The six types of particles plotted correspond to the six terms
on the right-hand side of Eq. (35).

where L† is the generator of the motion

L† =
(−(v0 + μ)∂x − γ γ

γ (v0 − μ)∂x − γ

)
. (34)

The dynamics of n enter through the boundary conditions
at x = 0, which we now obtain. The change in time of the
number of right-moving particles that have crossed the origin
n times and are in an interval x ∈ [−ε, ε] is

∂t

∫ ε

−ε

P+(n, x, t )dx

= (v0 + μ)[P+(n,−ε, t )

+ P+(n − 1, 0−, t ) − P+(n, 0−, t ) − P+(n, ε, t )]

+ γ

∫ ε

−ε

[P−(n, x, t ) − P+(n, x, t )]dx. (35)

The six terms on the right-hand side of Eq. (35) correspond
to particles that enter or leave the interval [−ε, ε], cross the
origin, or tumble; see Fig. 2. In the limit ε → 0, the integrals
in Eq. (35) vanish and after replacing ±ε by 0± in the remain-
ing terms we get the boundary condition for the right-moving
particles,

P+(n − 1, 0−, t ) = P+(n, 0+, t ). (36)

Similarly, for left-moving particles, one finds that the bound-
ary condition is

P−(n − 1, 0+, t ) = P−(n, 0−, t ). (37)

Note that P+(0, 0+, t ) = 0 and P−(0, 0−, t ) = 0.
In order to find the SCGF �, it is useful to define the

generating function of P± with respect to the number of
crossings n

Gk±(x, t ) =
∑
n�0

enkP±(n, x, t ). (38)

At x > 0 and at x < 0, Gk±(x, t ) satisfies a Fokker-Planck
equation with the same generator as in Eqs. (33) and (34)

∂t

(Gk+
Gk−

)
= L†

k

(Gk+
Gk−

)
, (39)

with boundary conditions at x = 0 that follow immediately
from the boundary conditions (36) and (37) above:

ek Gk+(0−, t ) = Gk+(0+, t ), ek Gk−(0+, t ) = Gk−(0−, t ).

(40)

Since these boundary conditions are k dependent, we have
denoted the generator of the dynamics of Gk± by L†

k (i.e.,
with a subscript k). The solution of Eq. (39) can be written
by expanding Gk±(x, t ) in the basis of the eigenfunctions of
the generator in Eq. (34)

Gk±(x, t ) =
∞∑

i=0

ci eξi t r (i)
k±(x), (41)

where ξi and r (i)
k (x) are the eigenvalues and right eigenvectors

of the generator, respectively, L†
k rk = ξ rk , with the boundary

conditions (40). Note that if the spectrum of L†
k is continuous,

then the sum (41) becomes an integral. In the long-T limit the
term with largest eigenvalue ξmax dominates in the above sum
(41). Using that∫ ∞

−∞
[Gk+(x, t ) + Gk−(x, t )]dx

=
∑
n�0

enk
∫ ∞

−∞
[P+(n, x, t ) + P−(n, x, t )]dx (42)

is the moment generating function 〈ekN (t )〉 of the number of
zero crossings up to time t , we find that the SCGF is given by
� = ξmax. The problem thus boils down to finding the largest
eigenvalue of the tilted operator L†

k , where the tilt is in the
boundary condition at x = 0.

It is convenient to study the eigenvalue equations by using
the change of variables:

rk+(x) + rk−(x) = k1(x), (43)

rk+(x) − rk−(x) = k2(x). (44)

The eigenvalue equations L†
k

(rk+
rk−

)
= �̃

(rk+
rk−

)
then read, at

x > 0 and x < 0,

�̃ k1(x) = −v0 ′
k2(x) − μ′

k1(x), (45)

(�̃ + 2γ ) k2(x) = −v0 ′
k1(x) − μ′

k2(x), (46)

and the boundary conditions (40) become

ek (k1(0−) + k2(0−)) = k1(0+) + k2(0+), (47)

ek (k1(0+) − k2(0+)) = k1(0−) − k2(0−). (48)

In addition to the boundary conditions at x = 0, the eigen-
functions corresponding to the largest eigenvalue must also
satisfy boundary conditions at x → ±∞. Equations (45) and
(46) are linear, homogeneous, first-order ordinary differen-
tial equations with constant coefficients and may therefore
be solved immediately in each of the two regimes x > 0
and x < 0. The solutions, that vanish at x → ±∞, are given
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by

k1(x) =
{

Al eα1x, x < 0,

Ar eα2x, x > 0,
(49)

k2(x) =
⎧⎨
⎩

− (μα1+�̃)
v0α1

Al eα1x, x < 0,

− (μα2+�̃)
v0α2

Ar eα2x, x > 0,
(50)

where

α1,2 = 1

v2
0 − μ2

[
μ(�̃ + γ ) ±

√
γ 2 μ2 + �̃ v2

0 (2γ + �̃)
]
,

(51)

where α1 (+ branch) is positive and α2 (− branch) is neg-
ative. The boundary conditions (47) and (48) above yield
the following set of linear equations for the coefficients Al

and Ar :

ek

(
1 − μα1 + �̃

v0α1

)
Al = Ar

(
1 − μα2 + �̃

v0α2

)
, (52)

ek

(
1 + μα2 + �̃

v0α2

)
Ar = Al

(
1 + μα1 + �̃

v0α1

)
. (53)

In order for these equations to have a nonzero solution, we
must require them to be linearly dependent. Working out
this condition, we find that the combination e2k + e−2k + 2 =
(2 cosh k)2 massively simplifies, and obtain the following
simple expression for the eigenvalue:

�̃(k, μ) = γ

⎛
⎜⎝
√

v2
0 − μ2

v0
cosh k − 1

⎞
⎟⎠. (54)

Similarly to the case of Brownian motion, here the SCGF
�(k) cannot be negative. For zero drift, the eigenvalue
�̃(k, μ) in Eq. (54) is indeed non-negative so it gives the
SCGF correctly, but for nonzero drift it may be negative.
We therefore now analyze these two cases separately, starting
from the zero-drift case.

A. No drift μ = 0

In the absence of any drift, Eq. (54) gives the correct SCGF
and it simplifies to

�(k) = �̃(k, 0) = γ (cosh k − 1). (55)

The Legendre transform of this function yields the rate func-
tion for the number of zero crossings,

Ĩ (ρ̃) = γ −
√

γ 2 + ρ̃2 + ρ̃ sinh−1(ρ̃/γ ). (56)

This rate function describes the large-deviation statistics of
N = N (T ) through Eq. (30). One can easily verify that �(k)
and Ĩ (ρ̃) indeed satisfy the upper and lower bounds (29) and
(32), respectively. The asymptotic behaviors of �(k) and Ĩ (ρ̃)
are given by

�(k) �
{

γ k2

2 , k → 0,

γ
(

ek

2 − 1
)
, k → ∞,

(57)

Ĩ (ρ̃) �
⎧⎨
⎩

ρ̃2

2γ
− ρ̃4

24γ
, ρ̃ → 0,

ρ̃
[
ln
(

2ρ̃

γ

)
− 1
]

+ γ − γ 2

4ρ̃
, ρ̃ → ∞,

(58)

where ρ̃ � 0. The function Ĩ (ρ̃) reaches its minimum at
ρ̃ = 0, which corresponds to the typical and average number
of crossings being sublinear in T . This SCGF and rate func-
tion are shown in Fig. 3. Both functions are analytic, i.e., they
contain no singularities, as in the case of the SCGF and rate
function that describe the local-time distribution for Brownian
particles. Moreover, the rate function (56) is in perfect agree-
ment with the large-deviations asymptotic behavior that we
extracted from the exact results of Ref. [21]; see Appendix D.

B. Nonzero drift μ �= 0

For μ 	= 0, as in the case of the SCGF that describes
the local-time statistics for Brownian motion, �̃(k) becomes
negative below a critical value of k = kc. Following a similar
argument to the one used above in Sec. II and in [26,27],
the correct SCGF must be convex and satisfy �(0) = 0 and
�′(0) = 0. Since zero is also an eigenvalue of the tilted gen-
erator (see Ref. [27] and Appendix E), one finds that �(k) =
max{0, �̃(k)}, i.e. [using Eq. (54)],

�(k) =

⎧⎪⎨
⎪⎩

0, k � kc,

γ

(√
v2

0−μ2

v0
cosh k − 1

)
, k > kc,

(59)

where

kc = cosh−1

⎛
⎜⎝ v0√

v2
0 − μ2

⎞
⎟⎠ = coth−1

(
v0

μ

)
. (60)

The first derivative of SCGF thus shows a jump discontinu-
ity and the system undergoes a first order dynamical phase
transition at k = kc. The subcritical phase corresponds to “co-
existence” (in time) between a “phase” in which the particle
is localized around the origin and a “phase” in which it runs
away to infinity due to the drift.

Using the Legendre-Fenchel transform (6), the rate func-
tion can be calculated:

Ĩ (ρ̃) =

⎧⎪⎨
⎪⎩

ρ̃ kc, ρ̃ � ρ̃c,

γ −
√

v2
0 (ρ̃2+γ 2 )−μ2γ 2

v0
+ ρ̃ sinh−1

(
ρ̃ v0

γ
√

v2
0−μ2

)
, ρ̃ > ρ̃c,

(61)

where

ρ̃ = ρ̃c = γ μ

v0
(62)
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FIG. 3. Plots of the SCGF and rate function for the number of times that the origin is crossed (which is proportional to the local time) for an
RTP with v0 = γ = 1 in the absence (μ = 0) and presence (μ = 0.7) of drift. The black dashed lines denote the asymptotic behaviors (64) and
(65) which describe the limits k → ∞ and ρ → ∞, respectively. The red dashed line denotes the unphysical solution of the SCGF. The brown
dot-dashed lines denote the asymptotic behaviors �(k  1) and Ĩ (ρ̃  1) for the zero-drift case; see Eqs. (57) and (58), respectively. The solid
circle denotes the critical point which, for μ = 0.7, is at kc = 0.86730 . . . corresponding to ρc = 0.7; see Eqs. (60) and (62), respectively.

is the critical density that separates between the coexistence phase 0 < ρ̃ < ρ̃c and the localized phase ρ̃ > ρ̃c. The rate function
Ĩ (ρ̃) near ρ̃c behaves as

Ĩ (ρ̃) =
{

ρ̃ckc + kc (ρ̃ − ρ̃c), ρ̃ < ρ̃c,

ρ̃ckc + kc(ρ̃ − ρ̃c) + (ρ̃−ρ̃c )2

2γ
+ · · · , 0 � ρ̃ − ρ̃c  ρ̃c.

(63)

Hence it shows a jump discontinuity in the second derivative
at ρ̃ = ρ̃c.

The nonzero drift μ makes it less likely for the RTP to
perform many zero crossings [corresponding to ρ̃ = O(1)].
Therefore, as μ is increased, Ĩ (ρ̃) grows, as can indeed be
seen in Fig. 3.

In the k → ∞ and ρ̃ → ∞ limit, �(k, μ) and Ĩ (ρ̃)
behave as

�(k → ∞) � γ

√
v2

0 − μ2

v0

(
ek

2
− 1

)
, (64)

Ĩ (ρ̃ → ∞) � ρ̃

⎛
⎜⎝ln

2v0ρ̃

γ

√
v2

0 − μ2
− 1

⎞
⎟⎠+ γ − γ 2 v2

0 − μ2

4v2
0 ρ̃

.

(65)

It is easy to verify that �(k) and Ĩ (ρ̃) satisfy the upper and
lower bounds given by Eqs. (29) and (32), respectively. The
SCGF and rate function for μ = 0.7 are plotted in Fig. 3.

In the limit μ → v−
0 the critical value kc behaves as

kc � 1

2
ln

(
2

1 − μ

v0

)
� 1 (66)

and the SCGF behaves as

�(k) �
{

0, k � kc,

γ (ek−kc − 1), k > kc.
(67)

Correspondingly, the critical value ρ̃c increases to ρ̃c � γ .
In this limit, any given value of ρ̃ = O(1) becomes very
unlikely. In the subcritical regime, they are described by the
linear part of the rate function Ĩ = kcρ̃ � 1. In the super-
critical regime ρ̃ > ρ̃c, the fluctuations become even more
unlikely.

Remark. For μ = 0 one can extract the large time T be-
havior of the cumulants by taking derivatives of (55) at k = 0.
One finds that for even integer q they behave as

〈N (T )q〉c � γ T, 〈T q〉 = γ T

v
q
0

, (68)

while the odd cumulants are sublinear in T at large T . In the
presence of a drift μ > 0, since �(k) vanishes identically for
k near k = 0, all cumulants are sublinear in T .

IV. DV THEORY FOR RTPs

In this section, we develop a general DV theory for study-
ing large deviations of dynamical observables in which the
underlying stochastic process is the motion of an RTP in the
presence of an external potential. We will then apply this the-
ory to study the distribution of the occupation time in a finite
interval in the absence of drift, recovering (in a nontrivial way)
the local-time result given above in the limit of a very small
interval.
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A. General

Let us now consider a more general case in which the drift
is not homogeneous in space:

ẋ = μ(x) + v0σ (t ). (69)

We aim to calculate the fluctuations of dynamical observables
(1) in the large T limit. Our starting point is the generator

L† of the Fokker-Planck (FP) equation
(

Ṗ+
Ṗ−

)
= L†

(
P+
P−

)
for the

joint probability density function (PDF) of the position and
orientation of the particle. This generator is the same 2 × 2
matrix as the one given above in (34), except that the drift
now may be position dependent:

L† =
(

−∂x[vo + μ(x)] − γ γ

γ ∂x[vo − μ(x)] − γ

)
. (70)

Now we write the FP equation for the joint PDF,
P±(x, A, t ), of the particle’s position, orientation, and of
A(t ) = ∫ t

0 f (x(t ′))dt ′:(
Ṗ+
Ṗ−

)
= L†

(
P+
P−

)
−
(

f (x) 0
0 f (x)

)(
∂AP+
∂AP−

)
. (71)

In order to deal with the derivatives with respect to A, it is
useful to define the following double sided Laplace transform

Gk±(x, t ) =
∫ ∞

−∞
ekA P±(x, A, t ) dA, (72)

whenever the integral converges. The time evolution of the
functions Gk± is then given by(

Ġk+
Ġk−

)
= L†

k

(
Gk+
Gk−

)
, (73)

where

L†
k = L† + k

(
f (x) 0

0 f (x)

)
. (74)

In the long time limit, the solution to this equation behaves as

Gk±(x, t ) ∼ eλt �k±(x), (75)

where λ and �k =
(

�k+
�k−

)
are the dominant eigenvalue and

eigenfunction of L†
k , respectively (which depend on k, al-

though for convenience we will make their k dependence
implicit). The temporal dependence in this last equation de-
termines the SCGF λ(k) of the distribution of the observable
A. [Note that A = A(t = T ).]

Unlike the case of Brownian motion in an external poten-
tial, it is not possible to symmetrize the operator L†

k . From
a physical point of view, this reflects the fact that the RTP
dynamics are not symmetric under time reversal [25].

The eigenvalue problem, L†
k�k (x) = λ(k) �k (x), may be

slightly simplified by applying the change of variables

�k+(x) + �k−(x) = 1(x), (76)

�k+(x) − �k−(x) = 2(x). (77)

In these variables the eigenvalue problem takes the form

Q
(

1

2

)
= λ

(
1

2

)
, (78)

where

Q =
(−∂xμ(x) + k f (x) −vo∂x

−vo∂x −∂xμ(x) + k f (x) − 2γ

)
. (79)

Moreover, if f (x) = f (−x) is mirror symmetric, and if
there is no drift, μ(x) = 0, the operator Q commutes with
the operator [1(x),2(x)] → [1(−x),−2(−x)], which
corresponds to an inversion of space. Hence [1(x),2(x)]
is an eigenvector of the latter operator. It follows that one
of the i’s is symmetric i(x) = i(−x) and the other is
antisymmetric i(x) = −i(−x).

We now apply this method to the particular cases of local
time and occupation time. For the particular case f (x) =
δ(x) (corresponding to the local time) a direct application
of this method encounters a technical difficulty, because the
product Q

(1
2

)
contains products of the delta function δ(x)

with functions that are not continuous at x = 0 and such
products are not well defined. We will therefore demonstrate
our general method now by solving the more general prob-
lem of the distribution of the occupation time in an interval
of length 2a. The results for the local time can then be
recovered by carefully taking the limit a → 0 and, as we
will show below, they are found to be in perfect agreement
with those of the previous section. For simplicity, we will
work out the case of no drift μ = 0. This case is techni-
cally simpler because one can exploit the mirror symmetry
properties described above. For nonzero drift, one can in
principle solve in a similar manner. The solution is quite
cumbersome, but qualitatively it is expected to exhibit a DPT
similar to the ones described above for the local time of
an RTP and the local or occupation time of a Brownian
particle [26,27].

B. Occupation time

We now apply the general DV method that we formulated
above to the particular case of the occupation time of the RTP
in the interval [−a, a], corresponding to Eq. (8), i.e., to the
choice f (x) = 1[−a,a](x).

In each of the two regions x ∈ [−a, a] and x /∈ [−a, a],
the eigenvalue problem (78) is a set of two first-order linear
ordinary differential equations with constant coefficients. It is
therefore straightforward to obtain the general solution. Since
f (x) = f (−x) is mirror symmetric, following the discussion
above, it is sufficient to consider solutions for which exactly
one of the two functions 1(x),2(x) is symmetric and the
other is antisymmetric.

It turns out that the solution to (78) corresponding to the
dominant eigenvalue λ(k) is such that 1(x) = 1(−x) is
symmetric and 2(x) = −2(−x) is antisymmetric [48]. The
general solution that satisfies these properties and decays at

024107-8



LARGE DEVIATIONS IN STATISTICS OF THE LOCAL … PHYSICAL REVIEW E 110, 024107 (2024)

FIG. 4. Plots of the SCGF and rate function for occupation time of a RTP in the interval a = 1 for γ = v0 = 1. Solid lines correspond to
the exact solution, for which λ(k) is obtained from the solution to the transcendental Eq. (86) and I (ρ ) is given by the Legendre transform
of λ(k). Dashed lines correspond to the asymptotic behaviors (88) and (89). The solid circle denotes the value I (1) = 0.680977 . . . , which
corresponds to the survival rate of the RTP inside the interval [−1, 1] (see Appendixes B and C for more details).

x → ±∞ is

1(x) =

⎧⎪⎨
⎪⎩

E cos αx, −a � x � a,

C eβx, −a � x,
C e−βx, x � a,

(80)

2(x) =

⎧⎪⎪⎨
⎪⎪⎩

v0αE
λ(k)−k+2γ

sin αx, −a � x � a,

v0βC
−λ(k)−2γ

eβx, −a � x,
v0βC

λ(k)+2γ
e−βx, x � a,

(81)

where

α2 = [2γ − k + λ(k)][k − λ(k)]

v2
0

, (82)

β2 = [λ(k) + 2γ ]λ(k)

v2
0

. (83)

Note that α2 may be negative and, in that case, inside the
interval [−a, a]; 1 and 2 are given by hyperbolic cosine
and hyperbolic sine, respectively, as functions of x.

The i’s should be continuous at the boundaries x = ±a
(note, however, that their derivatives di/dx are not contin-
uous at x = ±a), which gives a set of linear homogeneous
equations for the coefficients E and C

E cos αa = C e−βa, (84)

v0αE

λ(k) − k + 2γ
sin αa = v0βC

λ(k) + 2γ
e−βa. (85)

For a nontrivial solution to exist, we get the following
conditions:

tan2
√

[2γ − k + λ(k)][k − λ(k)]
a

v0

= λ(k)[λ(k) − k + 2γ ]

[λ(k) + 2γ ][k − λ(k)]
, (86)

if 0 < k − λ(k) < 2γ , and

tanh2
√

[k − λ(k) − 2γ ][k − λ(k)]
a

v0

= λ(k)[k − λ(k) − 2γ ]

[λ(k) + 2γ ][k − λ(k)]
, (87)

if k − λ(k) > 2γ . Equation (87) is only needed for suffi-
ciently small a’s because, at large enough intervals, k − λ(k)
cannot exceed the value 2γ . The solution to these transcen-
dental equations yields the SCGF λ(k). The equations can
be solved numerically or, alternatively, one can obtain λ(k)
in a parametric form; see Appendix B for the details. Using
the Legendre-Fenchel transformation of λ(k), we get the rate
function I (ρ). We plot the SCGF and rate function in Fig. 4.
As evident from the figures of the SCGF and the rate func-
tion, there are no singularities and the functions are analytic
functions, i.e., no DPT occurs.

The leading behaviors of λ(k) and I (ρ) at small k read

λ(k) = 2
a2γ

v2
0

k2 + O(k3), (88)

I (ρ) = v2
0ρ

2

8γ a2
+ O(ρ3). (89)

A few higher order terms, as well as up to the fourth cumulant
of occupation time R (8), are given in Appendix B. For
ρ → 1 (corresponding to large k → ∞) the behavior of the
rate function depends on a. For details, see Appendix B. This
I (ρ = 1) can also be interpreted as the long-time survival rate
of the RTP inside the interval [−a, a] (see Appendix C). It is
given by the solution to the transcendental equation

aγ

v0
= cos−1[−1 + I (1)]

2
√

I (1)[2 − I (1)]
(90)

for ã > 1/2, where ã = aγ /v0 (see analogous formula for
ã < 1/2 in Appendix B).
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Note that the rate functions depend on the single dimen-
sionless parameter ã. We now discuss separately the two limits
ã � 1 and ã  1.

C. Large a limit: Brownian limit

In the limit a � v0/γ , the particle typically experiences
many tumbling events before traveling a distance that is of the
order of the size of the interval. Therefore, one expects that
in this limit our result (86) should recover the existing one for
occupation time of a Brownian particle in an interval.

This is indeed the case. Physically, the simplest way to see
it is by considering Eq. (86) in the limit v0 → ∞ and γ → ∞
keeping the ratio v2

0
2γ

= D to be fixed (note that in this limit one
indeed has a � v0/λ). In this limit, k and λ(k) are negligible
compared to γ and Eq. (86) simplifies to

tan2

√
k − λ(k)

D
a = λ(k)

k − λ(k)
, (91)

which indeed coincides with the corresponding result in
Ref. [27].

D. Small a limit: Local time limit

In the opposite limit, a  v0/γ , it becomes extremely
unlikely for the particle to tumble while it is in the interval
[−a, a]. Assuming that no such tumbling events occur, each
time the origin is crossed, the amount of time spent by the
particle in the interval [−a, a] is (exactly) 2a/v0, so we find
that the occupation time is approximately R � 2aN/v0. To
remind the reader, N is the number of times that the origin is
crossed and it in turn is proportional to the local time through
T = N/v0. We therefore expect the SCGFs of the occupation
time and number of crossings to be related via

λ

(
k′v0

2a

)
� �(k′). (92)

Let us now show that, in the limit a  v0/γ , our result (87)
recovers the local-time result derived in the previous section.
Replacing k = k′v0

2a in Eq. (87) and then taking the limit a → 0
while λ, γ remain of order one, the equation simplifies to

tanh2 k′

2
� λ

λ + 2γ
. (93)

It is easy to verify that the solution to Eq. (93) is indeed given
by λ = �(k′) as given in Eq. (55).

E. Distribution of the end point conditioned on ρ

Physically, 1(x) (properly normalized) gives the distri-
bution of the RTP’s position at time T , conditioned on a
given value of R; cf. [49]. From Eq. (80) one finds that if
α2 > 0 then this distribution is unimodal and maximal at the
origin, whereas if α2 < 0 it is bimodal and maximal at the
edges of the interval. As we will see below, this change of
behavior occurs only when ã = aγ /v0 < 1/2 and in that case
for ρ = ρc(ã) given by

ρc(ã) = 8ã2(3 − 4ã2)

16ã4 + 3
, (94)

so that for 1 � ρ > ρc(ã) the distribution is bimodal, while
for ρ < ρc(ã) it is unimodal [note that at ρ = ρc(ã) the dis-
tribution is uniform in the interval]. We stress that this change
of behavior does not correspond to a phase transition as λ(k)
and I (ρ) are analytic around this point.

V. SUMMARY AND DISCUSSION

In this paper, we have investigated the fluctuations of
generic dynamical variables in which the underlying stochas-
tic process is an RTP, with or without an external drift, in one
dimension. We worked out in detail two important particular
examples: the local time spent by the RTP at a given spatial
point and the occupation time of an interval by a RTP. We
have shown that the fluctuations of these observables satisfy a
LDP in the long time limit and calculated the associated rate
functions exactly.

For the fluctuations of the local time, we achieved this
result by using a simple relation between the local time and the
number of times that the RTP crosses the origin. Interestingly,
we observed that the rate function associated with the local
time fluctuations is nonanalytic in the presence of an external
drift. We interpret this singularity as a dynamical phase tran-
sition of first order. A very similar situation occurs for drifted
Brownian motion, both for the local time and for the occupa-
tion time [26]. The transition occurs between two regimes (or
“phases”): a localized regime, in which the particle remains in
the vicinity of the origin throughout the entire dynamics, and a
coexistence regime, in which the particle stays near the origin
for a fraction of the dynamics and then escapes to infinity due
to the drift.

In order to study the occupation time statistics, we ex-
tended the DV method, which was previously formulated for
Brownian motion [25], to the case of RTPs. This method
gives a theoretical framework for studying fluctuations of
general dynamical observables of the type (1), by mapping
the problem to that of finding the largest eigenvalue of a linear
operator. The eigenfunctions give information on the PDF of
the final position of the particle conditioned on a given value
of the observable (1). The rate function I (ρ = 1) gives the
survival rate of the RTP inside the interval [−a, a]. For the
case R = T corresponding to survival in the interval [−a, a]
we observed that, in the absence of an external drift, the
eigenfunctions change behavior at ã = 1/2, from a unimodal
at ã > 1/2 to bimodal at ã < 1/2. For other values of R a
similar phenomenon occurs, but the change of behavior is at
a different value of ã. Finally, we recovered the local time
results by carefully taking the limit a → 0.

Several future directions of research remain. It would be
interesting to further understand the large-deviations behavior
for the local time and occupation time for RTP by character-
izing the conditioned process, i.e., the dynamics of the RTP
conditioned on a given value of local time or occupation time,
in greater detail than in the present work [38,50]. It would also
be interesting to study other dynamical observables of the type
(1), for RTPs that are perhaps trapped in external potentials.
One could also study dynamical observables that are of a more
general form than the type (1) [25] or even study more detailed
characterizations of the process such as the empirical position
distribution (so-called level 2 large deviations [51–53]). The
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DV formalism can be extended for other types of active par-
ticles and perhaps in higher dimension (e.g., active Brownian
particles [54]). It would also be interesting to study multipar-
ticle systems, with possible interactions between the particles
[13,35,55–63].
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APPENDIX A: RELATION BETWEEN NUMBER OF ZERO
CROSSINGS AND NUMBER OF TUMBLES

As mentioned in the main text, the number of tumbles N
follows a Poisson distribution with mean γ T . Using Eq. (28),
one finds that the SCGF of N is given by

λtumbles(k) = γ (ek − 1). (A1)

It then follows that N satisfies an LDP with rate function that
is obtained by applying the Legendre-Fenchel transform to
this SCGF and is given by

Itumbles(a) = a ln (a/γ ) − a + γ . (A2)

Since the number of zero crossings N satisfies N � N , the
SCGF and rate function of N yield upper and lower bounds
(respectively) for those of N , as we now show. From N � N
it follows that, for any k > 0 and any given realization of the
RTP, ekN � ekN . Therefore, also 〈ekN 〉 � 〈ekN 〉, from which
it follows that �(k) � λtumbles(k), which is the upper bound
given in Eq. (29) of the main text. To obtain a lower bound for
the rate function of N , we note that N � N implies that

Prob(N = m) � Prob(N � m). (A3)

Now, using that N and N both satisfy LDPs, with rate func-
tions Ĩ (a) and Itumbles(a), respectively, we can approximate
the left- and right-hand sides of Eq. (A3) by e−T Ĩ (m/T ) and∫∞

m e−T Ĩ (m′/T )dm′, respectively. In the large-T limit, the inte-
gral over m′ is in the leading order equal to the maximum of
the integrand over all values of m′. It then follows that

Ĩ (a) � min
a′�a

Itumbles(a
′). (A4)

The global minimum of the rate function of N is Itumbles(a =
γ ) = 0. Hence, for a < γ , Eq. (A4) gives the trivial lower
bound Ĩ (a) � 0. However, since Itumbles(a) is monotonically
increasing at a > γ , it follows that for a > γ Eq. (A4) sim-
plifies to give the lower bound Ĩ (a) � Itumbles(a) which is
Eq. (32) of the main text.

APPENDIX B: CALCULATION OF SCGF
FOR THE OCCUPATION TIME STATISTICS

Here we solve the transcendental Eqs. (86) and (87) for the
SCGF of R in a parametric form. The parametric solution will
be given as the union of three branches. Let us begin from the

former (first two branches). We define

B = (2 γ − k + λ) (k − λ). (B1)

We will obtain λ(k) in a parametric form, such that λ and
k will both be given explicitly as functions of B. Solving
Eq. (B1) for k − λ, we obtain

k − λ(k) = γ ±
√

γ 2 − B. (B2)

k − λ is not a single-valued function of B. (Real) solutions to
Eq. (B2) exist for 0 � B � γ 2. At B = 0, solutions are 0 and
2γ and, as B → γ 2, both the solutions become equal to γ .
The range 0 < k − λ < γ is described by the first solution:

k − λ(k) = γ −
√

γ 2 − B. (B3)

Plugging Eq. (B3) into (86) we get

tan2
√

B
a

v0
= λ(k)(γ +

√
γ 2 − B)

[λ(k) + 2γ ](γ −
√

γ 2 − B)
(B4)

and solving this equation for λ we obtain the first branch

λ =
2γ (γ −

√
γ 2 − B) sin2

(√
Ba
v0

)
√

γ 2 − B + γ cos
(

2
√

Ba
v0

) , (B5)

where B varies in B ∈ [0, γ 2] and k is then obtained explicitly
as a function of B by the two Eqs. (B3) and (B5).

Similarly, the range γ < k − λ < 2γ is described by the
second solution:

k − λ(k) = γ +
√

γ 2 − B, (B6)

which, following similar steps as in the previous case, yields
the second branch

λ =
2γ (
√

γ 2 − B + γ ) sin2
(√

Ba
v0

)
γ cos

(
2
√

Ba
v0

)
−
√

γ 2 − B
, (B7)

where B varies in B ∈ [0, γ 2] (it decreases back from γ 2 to 0).
The range k − λ > 2γ is described by the solution to

Eq. (87). Now B is negative and we write

|B| = −B = (k − λ − 2 γ ) (k − λ). (B8)

Solving again for k − λ, we obtain

k − λ(k) = γ +
√

γ 2 + |B|, (B9)

where we required k − λ(k) > 0. Plugging the last equa-
tion into (87) and solving for λ, we obtain the third branch

λ =
2 γ (

√
|B| + γ 2 + γ ) sinh2

(√|B|a
v0

)
√

|B| + γ 2 − γ cosh
(

2
√|B|a
v0

) , (B10)

where |B| increases from 0 to +∞. As in the previous cases,
k is given as a function of B by combining the last two
equations.

Now that we have identified the three branches we must
examine when they are relevant. This is discussed in terms of
the dimensionless parameter

ã = aγ

v0
. (B11)
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Upon plotting k(B) and λ(B) (not shown) we find that (i)
for 0 < ã < 1/2 all three branches are relevant but the third
branch is relevant only for 0 < |B|/γ 2 < |b(3)

c (ã)| given in
the next subsection in (B36), since at this value of B the
denominator in (B10) vanishes, (ii) for 1/2 < ã < π/4 only
the first two branches are relevant but the second branch is
relevant only for 1 > B/γ 2 > b(2)

c (ã) given in (B31), since
at this value of B the denominator in (B7) vanishes, and
(iii) for ã > π/4 only the first branch is relevant but only
for 0 < B/γ 2 < b(1)

c (ã) given in (B23) since at this value the
denominator in (B5) vanishes.

The vanishing of these denominators shows that at these
special values of B/γ 2 both k = k(B) and λ = λ(B) diverge.
As analyzed in detail in the next subsection B 1, it corresponds
to the point ρ = 1 and determines the value of I (1). Hence
one can state alternatively that the possible range of k − λ

depends on I (1) as 0 < k − λ < I (1) (see Appendix B for
more details). Thus if I (1) < γ then only the first solution
is relevant, if γ < I (1) < 2γ then both first solutions are
relevant, and if I (1) > 2γ then all three solutions play a role.
I (1) describes the long-time survival probability of the RTP in
the interval [−a, a] and therefore the value of I (1) decreases
as a function of a.

The Legendre-Fenchel transform reduces to the Legendre
transform because λ(k) is convex and differentiable. Using
this the rate function I (ρ) is also obtained in a parametric form
by the formulas

ρ(B) = dλ

dk
= dλ/dB

dk/db
= dλ/dB

dk/dB
= λ′(B)

k′(B)
, (B12)

I (B) = ρ(B)k(B) − λ(B). (B13)

These formulas are of course applied separately to each of
the three branches for λ(B) and k(B) described above and
the result is a smooth (analytic) rate function I (ρ). In Fig. 4
of the main text we plot λ vs k and the corresponding rate
function I (ρ).

These formulas allow us to obtain the small argument ex-
pansion of λ(k) and I (ρ) to high orders, which leads to the
cumulants of R. For simplicity here we express λ, k, and I in
units of γ (since they are inverse times), while we note that
ρ = R/T is dimensionless. These dimensionless quantities
then depend on the dimensionless parameter (i.e., the reduced
interval size)

ã = aγ

v0
. (B14)

All the above formulas still apply, as it amounts to setting
γ = 1. The small k expansion gives (using the first branch)

λ(k) = 2ã2k2 − 16ã4k3

3
+ 2

45
ã4(368ã2 + 15)k4 + O(k5),

(B15)

from which the four lower cumulants of R can be obtained,
and

I (ρ) = ρ2

8ã2
+ ρ3

12ã2
+ (352ã2 − 15)ρ4

5760ã4
+ O(ρ5). (B16)

Taking derivatives of (B15) with respect to k and restoring
units, we obtain the large time behavior of the four lowest
cumulants of the occupation time as

〈R2〉c = 4γ ã2T + o(T ), (B17)

〈R3〉c = −32γ ã4T + o(T ), (B18)

〈R4〉c = γ ã4

(
16 + 5888

15
ã2

)
T + o(T ). (B19)

Note that the leading behavior at small ã is compatible with
R � 2aT and the values given in (68) for the cumulants of T
(the odd cumulants being subdominant).

Finally note that the analysis of the branches performed
above allows us to locate the position of the change of behav-
ior from unimodal to bimodal end-point distribution discussed
in the text. Indeed, it occurs at the intersection point of the
second and third branch as B → 0 and thus it occurs only
for ã < 1/2 since for ã > 1/2 the third branch is no longer
relevant and the distribution is always unimodal. This leads
to ρ = λ′(B)/k′(B)|B=0 = ρc(ã) := 8ã2(3−4ã2 )

16ã4+3 as indicated in
the main text. Equivalently one can say that the end-point
distribution is bimodal for ã < ãc(ρ) given by

ãc(ρ) =
√

3 − √
3
√

3 − ρ2 − 2ρ

4ρ + 8
, (B20)

where ãc(ρ) varies from 0 to 1/2 as ρ increases from 0 to 1.

Calculation of I(ρ = 1)

Since the occupation time cannot be larger than the to-
tal time, the ratio ρ = R/T lies in [0,1]. The limit ρ → 1
corresponds to k, λ(k) → +∞ but such that the difference
k − λ(k) reaches a finite limit. This in turns means that B also
reaches a finite asymptotic value B → Bc. This asymptotic
value Bc is a function of the dimensionless parameter ã =
aγ /v0. Depending on whether k − λ(k) converges to a value
in [0, γ ], [γ , 2γ ], or [2γ ,+∞], one must use the first, second,
and third branches, respectively. These three cases correspond
to three different ranges of values for ã. Everywhere below we
denote B = γ 2b and use the dimensionless quantities (which
amounts to setting γ = 1).

Consider the case of the first branch. Then

lim
k→+∞

k − λ(k) = 1 − √
1 − b, (B21)

where b ∈ [0, 1], and we recall that

λ = λ(b) = 2(1 − √
1 − b) sin2(ã

√
b)√

1 − b + cos(2ã
√

b)
. (B22)

One sees that as b increases λ(b) increases and diverges for
b = bc such that the denominator in the above expression
for λ(b) vanishes. Hence bc = b(1)

c (ã) is the smallest positive
root of √

1 − bc + cos(2ã
√

bc) = 0. (B23)

One can invert this equation to obtain ã = ã(bc) as a function
of bc

ã = 1

2
√

bc
arccos(−

√
1 − bc). (B24)
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As bc increases from 0 to 1, one sees that ã decreases from
+∞ [with ã � π/(2

√
bc) for small bc] to ã1 = π

4 . The first
branch is thus relevant to study ρ → 1 when ã ∈ [ã1,+∞[.
Next, using the relation between ã and bc the pole of λ(b) at
b = bc becomes

λ(b) � g(bc)

bc − b
, (B25)

where g(bc) is positive for bc ∈ [0, 1]. On the other hand, one
can rewrite, for b ∈ [0, bc],

k(b)

k′(b)
λ′(b) − λ(b)

= [λ(b) + 1 − √
1 − b]

λ′(b)

λ′(b) + 1
2
√

1−b

− λ(b)

� 1 −
√

1 − bc − bc − b

2
√

1 − bc
, (B26)

using that λ(b)/λ′(b) � (bc − b). From it one obtains

I (1) = lim
k→+∞

[kλ′(k) − λ(k)] = lim
b→bc

k(b)

k′(b)
λ′(b) − λ(b)

= 1 −
√

1 − bc. (B27)

Once again one can invert the relation between I (1) ∈ [0, 1]
and ã ∈ [π

4 ,+∞] and obtain

ã = cos−1[−1 + I (1)]

2
√

I (1)[2 − I (1)]
, (B28)

which is Eq. (90) of the main text. The asymptotic behavior
at large ã corresponds to the limit I (1) → 0. In this limit,
Eq. (B28) simplifies to ã � π√

8I (1)
− 1

2 . Inverting this relation
we obtain (we now restore the units)

I (1) = π2

8ã2

(
1 − 1

ã
+ O

(
1

ã2

))

= π2D

4a2

(
1 − v2

0

γ a
+ O

(
1

a2

))
, (B29)

where D = v2
0/(2γ ). The leading order agrees with the decay

rate of the Brownian particle with absorbing walls at ±a and
diffusion coefficient D [indeed the ground-state eigenfunction
in that case is cos( πx

2a ) which applying D∂2
x gives the decay

rate π2D
4a2 ].

Let consider now the second branch:

λ = 2(
√

1 − b + 1) sin2(ã
√

b)

cos(2ã
√

b) − √
1 − b

, k − λ = 1 + √
1 − b,

(B30)

where b varies b ∈ [0, 1] from 1 down to 0. The asymptotic
value b = bc = b(2)

c (ã) is now determined by

cos(2ã
√

bc) =
√

1 − bc, ã = 1

2
√

bc
arccos(

√
1 − bc).

(B31)

This corresponds to the interval ã ∈ [ 1
2 , π

4 ], where bc = 0
corresponds to ã = 1/2. One finds now

λ(b) � g(bc)

b − bc
, (B32)

where g(bc) is positive for b ∈ [0, 1]. This leads again to

I (1) = 1 +
√

1 − bc + O(b − bc), (B33)

which using the relation between bc and ã leads to the relation
for ã ∈ [ 1

2 , π
4 ]

ã = cos−1[−1 + I (1)]

2
√

I (1)[2 − I (1)]
. (B34)

This relation is identical to the one from branch 1 except
that now I (1) varies between 1 and 2. For I (1) = 2 one has
ã = 1/2.

Let us consider now the third branch where b is negative.
One has

λ = 2(
√

1 + |b| + 1) sinh2(ã
√|b|)√

1 + |b| − cosh(2ã
√|b|) , k − λ = 1+

√
1 + |b|,

(B35)

where b < 0 varies |b| ∈ [0,+∞]. The asymptotic value b =
bc = b(3)

c (ã) is now determined by

cosh(2ã
√

|bc|) =
√

1 + |bc|, ã = cosh−1(
√

1 + |bc|)
2
√|bc|

.

(B36)

This corresponds to the interval ã ∈ [0, 1
2 ], where |bc| = +∞

corresponds to ã = 0. One finds now

λ(b) � g(|bc|)
|bc| − |b| , (B37)

where g(|bc|) is positive for b ∈ [0,+∞]. This leads again to

I (1) = 1 +
√

1 + |bc| + O(b − bc), (B38)

which using the relation between bc and ã leads to the relation
for ã ∈ [0, 1

2 ]

ã = cosh−1[−1 + I (1)]

2
√

I (1)(I (1) − 2
, (B39)

where now I (1) varies between 2 and +∞. For I (1) = 2 one
has ã = 1/2. The asymptotics for large I (1) is

ã = ln[2I (1)]

2I (1)

(
1 + 1

I (1)
− 1

I (1) ln[2I (1)]
+ · · ·

)
, (B40)

leading as ã → 0 to the asymptotics

I (1) � ln( 1
ã )

2ã
. (B41)

I (1) is plotted, as a function of ã, in Fig. 5, together with its
asymptotic behaviors.

APPENDIX C: SURVIVAL PROBABILITY IN AN INTERVAL

In this Appendix, we calculate the long-time survival prob-
ability of an RTP in an interval. This probability decays in
time with rate I (1), which we now calculate in a different
method to the one presented in Appendix B.

Let us denote Sσ (x, t ) the probability that a RTP initially
in the interval [−a, a] remains inside this interval for all times
up to time t and is at position x in state σ ∈ {+,−} at time t .
At large t one expects that S±(x, t ) ∼ S±(x)e−rt . Here r > 0
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FIG. 5. I (ρ = 1) as a function of ã given by Eqs. (B34) and
(B39). The black dashed and red dotted lines denote the asymptotic
behaviors of I (1) at the ã → 0 [Eq. (B41)] and ã → ∞ [the leading-
order approximation I (1) � π2

8ã2 from Eq. (B29)] limit, respectively.

is the survival rate r = − limT →+∞ ln S(T ), which does not
depend on the details of the initial condition. It is given by the
smallest eigenvalue of the linear problem

−rSσ (x) = −v0σ∂xSσ (x) + γ S−σ (x) − γ Sσ (x), (C1)

with σ = ±1, with boundary conditions S+(−a) = S−(a) =
0. One looks for a solution such that S(x) = S+(x) + S−(x) is
even in x and R(x) = S+(x) − S−(x) is odd in x. The boundary
condition becomes simply S(a) = R(a). Let us again use the
dimensionless units (equivalent to setting γ = v0 = 1). One
finds that for r < 2 and x ∈ [−a, a]

S(x) = A cos(αx), R(x) = B sin(αx), (C2)

with A/B = α/r = (2 − r)/α, leading to α2 = r(2 − r) and
to the equation which determines r

tan2(ã
√

r(2 − r)) = 2 − r

r
, (C3)

which upon inversion leads to

ã = cos−1(−1 + r)

2
√

r(2 − r)
, (C4)

where r decreases from r = 2 to r = 0 as ã increases with
ã ∈ [1/2,+∞]. One sees from (B28) that it coincides with
the first two branches for I (1), i.e., I (1) = r. The third branch
of I (1) is obtained by considering r > 2 in which case

S(x) = A cosh(αx), R(x) = B sinh(αx), (C5)

with A/B = α/r = (r − 2)/α, leading to α2 = r(r − 2) and
to the equation which determines r

tanh2(ã
√

r(r − 2)) = r − 2

r
, (C6)

which upon inversion leads to

ã = cosh−1(−1 + r)

2
√

r(r − 2)
, (C7)

where r decreases from r = +∞ to r = 2 as ã increases with
ã ∈ [0, 1/2]. We see that again r = I (1) from (B39).

The function S(x), upon normalization in the interval
[−a, a], then gives the probability to find the particle at posi-
tion x at time t , conditioned upon its long time survival up to
time t . We see that it takes quite different shapes depending on
the value of ã with a change of behavior at ã = 1/2. For small
intervals the particle will be found closer to the boundaries
(quite different from the Brownian), while for large intervals
it will be found far from the boundaries (as for the Brownian).

APPENDIX D: COMPARISON OF THE LOCAL TIME
STATISTICS WITH THE EXACT RESULT OF REF. [21]

In Ref. [21], an exact result was obtained for the local time
of a run and tumble particle in the absence of drift, i.e., for
μ = 0. It was found that the probability PT (N ) that the particle
crosses the origin N times up to time T is given by

PT (N ) = e−γ T [IN (γ T ) + IN+1(γ T )], (D1)

where N � 0 and IN is the modified Bessel function. This
formula is exact for all T and for a particle starting at the
origin [64].

We are interested in the limiting behavior of PT (N ) in
(D1) for T → ∞ with N/T = ρ̃ held constant. We use the
asymptotic formula [65]

Iν (νz) ∼ eνη, η =
√

1 + z2 + ln
z

1 + √
1 + z2

, (D2)

which holds for fixed z in the limit ν → ∞, and we find that

PT (N ) ∼ exp

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−T

⎡
⎢⎢⎢⎣γ − ρ̃

⎛
⎜⎜⎜⎝
√

1 +
(

γ

ρ̃

)2

+ ln

(
γ

ρ̃

)
1 +

√
1 +

(
γ

ρ̃

)2

⎞
⎟⎟⎟⎠
⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭

= exp

[
−T

(
γ −

√
ρ̃2 + γ 2 + ρ̃ sinh−1 ρ̃

γ

)]
, (D3)

which is precisely the LDP (30) where the rate function coin-
cides with Ĩ (ρ̃) in Eq. (56).

The derivation presented in this Appendix is shorter than
the derivation of Eq. (56) in the main text. However, the latter
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derivation presented is straightforward to extend to the case
of nonzero drift μ 	= 0 and, more generally, the methods that
we use in the main text are expected to be applicable in a
relatively broad range of scenarios, since they do not rely on
exact results at finite T .

APPENDIX E: EIGENFUNCTIONS FOR THE
EIGENVALUE � = 0 IN THE LOCAL TIME PROBLEM

Here we show that, at all k � 0, � = 0 is an eigenvalue
of the tilted generator L†

k that corresponds to the problem of
local time that an RTP spends in the vicinity of the origin. In
the spirit of Ref. [27] in which a very similar situation arises
involving drifted Brownian motion, we look for a solution to
Eqs. (45) and (46) of the form

k1(x) =
{

A eαx + B, x < 0,

1, x > 0,
(E1)

k2(x) =
{

C eαx, x < 0,

0, x > 0
(E2)

and with zero eigenvalue. Equations (45) and (46) are trivially
satisfied at x > 0 and, from the regime x < 0, they yield the
relations

C = −μA/v0, (E3)

C = −αv0A/(2γ + αμ), (E4)

respectively. Comparing the latter two conditions, we obtain
α = 2μγ /(v2

0 − μ2). The boundary conditions (47) and (48)
at x = 0 become

A + B + C = e−k, (E5)

A + B − C = ek . (E6)

Equations (E3), (E5), and (E6) are a set of linear equations for
the coefficients A, B,C.

The solution to these equations is

A = v0

μ
sinh k, (E7)

B = cosh k − v0

μ
sinh k, (E8)

C = − sinh k. (E9)

We note that A > 0 at all k > 0 and B > 0 at 0 < k < kc,
where kc is the critical point given in Eq. (60) of the main text.
We thus find that, in the subcritical regime 0 < k < kc, k1 in
Eq. (E1) is positive. In the supercritical the solution Eq. (E1)
ceases to be positive for all x, but the physical solution in this
regime is the localized eigenfunction given by Eq. (49) of the
main text.

The solution given in this Appendix, with eigenvalue
� = 0, exists at all k � 0, and so does the solution given in the
main text, with the eigenvalue given in Eq. (54). For nonzero
drift, as explained in the main text, the true SCGF �(k) is
given by Eq. (59), which is the largest eigenvalue of the tilted
operator.
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