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Space-time symmetry and nonreciprocal parametric resonance in mechanical systems
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Linear mechanical systems with time-modulated parameters can harbor oscillations with amplitudes that grow
or decay exponentially with time due to the phenomenon of parametric resonance. While the resonance properties
of individual oscillators are well understood, those of systems of coupled oscillators remain challenging to
characterize. Here we determine the parametric resonance conditions for time-modulated mechanical systems
by exploiting the internal symmetries arising from the real-valued and symplectic nature of classical mechanics.
We also determine how these conditions are further constrained when the system exhibits external symmetries. In
particular, we analyze systems with space-time symmetry where the system remains invariant after a combination
of discrete translation in both space and time. For such systems, we identify a combined space-time translation
operator that provides more information about the dynamics of the system than the Floquet operator does and
use it to derive conditions for one-way amplification of traveling waves. Our exact theoretical framework based
on symmetries enables the design of exotic responses such as nonreciprocal transport and one-way amplifica-
tion in dynamic mechanical metamaterials and is generalizable to all physical systems that obey space-time
symmetry.
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I. INTRODUCTION

Parametric resonance—the injection of energy into an
oscillator through periodic time modulation of a system
parameter—is a fundamental physical mechanism that com-
promises the stability of mechanical structures [1,2] but can
also be exploited to amplify electrical [3,4] and mechani-
cal [5–7] signals. When combined with nonlinear oscillator
dynamics, parametric resonance underpins the working prin-
ciples of classical time crystals [8,9], coherent Ising machines
[10–12], quantum microwave amplifiers [13], and other
micromechanical devices [14–16]. Engineering parametric
resonances by patterning system parameters in space and time
pave a route towards active metamaterials with tunable signal
processing capabilities [17,18].

For a single oscillator, the existence of parametric res-
onances is governed by Hill’s equation [19] (the Mathieu
equation being a special case [20,21]), which predicts res-
onances at modulation time periods that are near integer
multiples of half the oscillator’s natural time period [2,22].
In contrast, the resonance conditions for arbitrary systems
of coupled parametric oscillators are sensitive to the modu-
lation phases on individual oscillators [23–25]. Resonances
are typically revealed only after a numerical or perturbative
calculation of the Floquet matrix (the time-evolution operator
over one modulation period).

Here we derive the resonance conditions of coupled
parametric oscillators by harnessing recent advances in
the symmetry analysis [26] and topological classification
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[27–29] of non-Hermitian quantum systems. In doing so, we
extend previous work on the topological classification of
static mechanical systems via classical-quantum mapping
[26,30,31] to time-dependent systems by using non-Hermitian
and Floquet techniques. Specifically, we establish parametric
resonance as an example of a real-to-complex eigenvalue tran-
sition or pseudo-Hermiticity breaking [32,33] in the Floquet
matrix. Our resonance conditions are formulated in terms of
the symmetries obeyed by the time-modulated system and
thus do not rely on specific functional forms of the parametric
modulation. Furthermore, we demonstrate that the static limit
of the Floquet matrix, which can be evaluated exactly from the
unmodulated system, is sufficient to reveal these conditions.

On including external symmetries, the space of potential
outcomes for parametric resonance is significantly enriched.
The effect of static external symmetries (such as discrete
translation symmetry) is straightforward—vector spaces asso-
ciated with different symmetry eigenvalues decouple, thereby
further constraining the spectra and their topological classifi-
cation [30,31]. However, time-modulated systems can admit
space-time symmetries [34] in which the system remains
invariant after combined discrete translations in space and
time. For such a symmetry, the time-dependent Hamiltonian
no longer splits into decoupled blocks. Instead, we identify a
general framework in terms of an operator combining spatial
translation with time evolution, that captures more informa-
tion about the system dynamics than the Floquet matrix does,
to analyze the dynamics of space-time symmetric systems.

We demonstrate the utility of this operator, which we
term the space-time Floquet matrix, by applying it to a ring
of coupled parametric oscillators satisfying space-time sym-
metry (Fig. 1). We show that several normal modes of the
unmodulated ring are protected by symmetry from resonating
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FIG. 1. A system of n oscillators (shown with random displace-
ments) of unit mass connected to their nearest neighbors via springs
of stiffness g (black springs) and to the ground with a spring of
stiffness k j (t ) = k[1 + δ f (t + jτ )] (colored springs). Here j indexes
the oscillators, k is the grounding stiffness in the absence of time
modulation, δ sets the modulation strength, f (t ) is a T -periodic func-
tion, and τ is the modulation offset between nearest neighbors. We
assume periodic boundary conditions in the system. When τ = T

n ,
the system enjoys space-time symmetry, i.e., it is invariant after a
translation by one position in the leftwards direction followed by a
time evolution of τ time units. Equivalently, a stiffness wave travels
in the direction of decreasing j (from dark red to yellow).

at frequencies where parametric modulation would naively
be expected to occur. For example, the lowest-frequency or
ground-state mode of the unmodulated system has frequency
ω, the natural frequency of the individual oscillators. Yet the
smallest time period of modulation at which the ground-state
normal mode becomes resonant is T = nπ/ω (rather than
the resonance period T = π/ω of each oscillator), where n
is the number of oscillators in the ring. For a large system,
the ground state is effectively protected from parametric reso-
nance in a space-time modulated system.

The space-time Floquet matrix also determines the con-
ditions for amplification of one-way propagating modes. In
the ring of oscillators, wavelike modes occur in degenerate
pairs which travel in opposite directions. We show that the
traveling-wave parameter modulation amplifies these counter-
propagating modes at different frequencies, thereby breaking
left-right symmetry. The conditions for this selective one-way
amplification are obtained exactly from the symmetries alone,
independently of the functional form of the time modulation.
These conditions provide a simple way to engineer nonre-
ciprocal transport [35] and one-way amplification [25,36] in
non-Hermitian Floquet systems.

Our results provide a theoretical framework, based on
non-Hermitian and Floquet symmetries, to design collective
mechanical states with interesting resonance and transport
properties. Potential applications include sensing [37–39], ac-
tive signal processing [7,15–18,40], and computing [10,11].
In addition, the space-time Floquet matrix provides an exact
framework for analyzing all systems with space-time symme-
try [36,41,42], beyond the mechanical systems that are the
focus of this work.

This paper is structured as follows. In Sec. II we analyze
the internal symmetries of linear classical mechanical sys-
tems. We begin by developing a framework for static systems
in Sec. II A which we then generalize to time-dependent sys-
tems in Sec. II B, identifying the conditions for parametric
resonance. The effects of external symmetries are analyzed in
Sec. III, specifically translational symmetry (Sec. III A) and
space-time symmetry (Sec. III B and Sec. III C). We discuss
the significance of our results and possible future directions in
Sec. IV.

II. NON-HERMITIAN FLOQUET THEORY
OF PARAMETRIC OSCILLATORS

We describe the stability and mode structure of coupled
parametric oscillators aided by the symmetries and topologi-
cal structures that have been identified in non-Hermitian and
Floquet quantum systems [27–29]. Since these techniques
apply to systems that are first-order in time, we use a Hamil-
tonian formulation of the dynamics of coupled oscillators,
which we first describe for oscillators with static parameters
before generalizing to the time-dependent case. Different vari-
ants of the time-independent formulation below have appeared
in Refs. [30,33,43].

A. Time-independent case

Consider n coupled classical mechanical oscillators of
equal masses (set to 1). Denote the positions of the oscillators
by x = (x1, x2, . . . , xn)T such that the potential energy of the
system is xT · K · x, where K is the stiffness matrix (or the
dynamical matrix). The stiffness matrix is real and symmet-
ric, with real eigenvalues �2

i and corresponding eigenvectors
(normal modes) qi satisfying

Kqi = �2
i qi. (1)

In the absence of dissipation or velocity-dependent forces, the
equation of motion of the oscillators is

i
d

dt

[
x(t )
p(t )

]
= −i

(
0 −In

K 0

)[
x(t )
p(t )

]
, (2)

where p = (p1, p2, . . . , pn)T denotes the momenta of the os-
cillators. While we disregard friction and velocity-dependent
forces such as the Lorentz force or gyroscopic forces here,
in Appendix A we show that the results below generalize
as long as the friction is uniform for all oscillators and the
velocity-dependent forces have no explicit time dependence.

Equation (2) defines the quantum Hamiltonian

H = −i

(
0 −In

K 0

)
(3)

in terms of the classical stiffness matrix. When the Hamil-
tonian is time independent the equation can be solved by

substituting
[

x(t )
p(t )

]
= e−iωt |v〉, where |v〉 is a time-independent

column-vector, to get

ω|v〉 = H |v〉, (4)

an eigenvalue equation. The eigenvectors are

|v±
i 〉 =

(
qi

−iω±
i qi

)
(5)

with eigenvalues

ω±
i = ±�i. (6)

The partners |v+
i 〉 and |v−

i 〉 are associated with the same
normal mode qi but differ in the phase relationship between
position and velocity.

The Hamiltonian H , generically, has two internal symme-
tries. First, since classical mechanics is real valued, by our
choice of notation we have H∗ = −H such that its eigenvalues
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are either purely imaginary or come in pairs with oppositely
signed real parts. Second, H is pseudo-Hermitian, GHG−1 =
H†, where

G = iJ = i

(
0 In

−In 0

)
(7)

is the intertwining operator which is Hermitian as well as
unitary. This pseudo-Hermiticity (a generalization of PT
symmetry [44]) arises from the symplectic structure of Hamil-
ton’s equations of motion [33] (J is the symplectic form).
Pseudo-Hermiticity implies that the eigenvalues of H are ei-
ther real or come in complex-conjugate pairs.

Taking the two symmetries together, H must either have
pairs of oppositely signed eigenvalues which are purely real or
purely imaginary, or it must have quadruplets of eigenvalues
with nonzero real as well as imaginary parts forming sets of
the form, {λ,−λ, λ∗,−λ∗}. We will show that these facts hold
true even in the time-dependent case.

For the energy of the system to be non-negative, the stiff-
ness matrix K is constrained to be positive-definite (in the
absence of zero-frequency modes, also called zero modes).
While this constraint does not introduce any additional non-
Hermitian internal symmetries, it enforces the eigenvalues
ω±

i = ±�i to be purely real. The Hamiltonian H can now
be transformed, via a nonunitary similarity transformation,
to a Hermitian matrix enabling the use of the Hermitian
topological classification for conservative mechanical systems
[30]. This transformation requires taking the square-root of
the matrix K ; possible complications due to branch points
are avoided if zero modes are excluded. In the language of
the Hermitian topological classification, the two symmetries
noted above are mapped to the Hermitian time-reversal sym-
metry and the Hermitian chiral symmetry respectively [30].

In the presence of zero modes, an alternate strategy is
to use the equilibrium matrix, which links displacements to
strains, in place of the dynamical matrix [31,45]. In either
case, the topological classification in terms of Hermitian
matrices is not applicable to either time-dependent systems
or dissipative systems where the frequency eigenvalues are
not constrained to be purely real. Non-Hermitian symme-
tries, as used in this work, are arguably more useful since
they generalize easily, as we shall see below, to such non-
conservative systems [43,46,47]. In the GBL classification
scheme of non-Hermitian Hamiltonians [27], the first inter-
nal symmetry we identified corresponds to the K symmetry:
H = εkkH∗k−1, kk∗ = ηkI with εk = −1 and ηk = +1. The
second internal symmetry corresponds to the Q symmetry:
H = εqqH†q−1, q2 = I with εq = +1.

A real eigenvalue of a pseudo-Hermitian matrix H with
intertwining operator G can be classified by its Krein signa-
ture, which is given by the sign of 〈v|G|v〉 [2,33,48]. Here
|v〉 is the corresponding eigenvector of H and 〈v| = |v〉†

the conjugate-transpose of the eigenvector. On tuning some
parameter in the matrix, these real eigenvalues can collide
on the real axis and turn into complex-conjugate eigenval-
ues (a phenomenon known as pseudo-Hermiticity breaking)
only if they have opposite signatures [33]. The collision typ-
ically marks a singularity in the eigenvalue spectrum called
an exceptional point, at which the matrix becomes nondi-
agonalizable [44]. Pseudo-Hermiticity breaking is typically

accompanied by drastic changes in the behavior of a physi-
cal system. Examples include the emergence of amplified or
damped modes in PT -symmetric systems [49] and unusual
phase transitions driven by exceptional points [50–53]. In the
mechanical system under consideration, pseudo-Hermiticity
breaking generates one or more frequencies with positive
imaginary component, corresponding to amplified or unstable
modes.

To find the Krein signature of each eigenvalue of our
Hamiltonian, we compute

〈v±
i |G|v±

i 〉 = (
qi

∗, iω±
i qi

∗)G

(
qi

−iω±
i qi

)
= ±2|qi|2�i, (8)

which shows that the eigenspaces corresponding to |v+
i 〉 have

positive signature while those corresponding to |v−
i 〉 have

negative signature. Physically, these two signatures are distin-
guished by whether the momenta are lagging behind or ahead
of the positions (or, in the case of parametric modulation,
whether they are in phase or out of phase with the modula-
tion). In the absence of dissipation or parametric modulation,
eigenvalues of different signatures can meet only at the origin,
i.e., at ω = 0. Indeed the zero modes (or floppy modes) govern
the instability of static mechanical systems [31].

The Krein classification of eigenvalues can be performed
even for a time-dependent system and will be crucial for the
determination of the conditions for parametric resonance.

B. Time-dependent case via Floquet theory

We now consider the effect of modulating the system
parameters—specifically, the spring stiffnesses—so that the
stiffness matrix K (t ) is time dependent. The equations of
motion now take the form of the time-dependent Schrödinger
equation,

i
d

dt

[
x(t )
p(t )

]
= −i

[
0 −In

K (t ) 0

][
x(t )
p(t )

]
= H (t )

[
x(t )
p(t )

]
. (9)

The solution to this equation is[
x(t )
p(t )

]
= U (t )

[
x(0)
p(0)

]
, (10)

where
[

x(0)
p(0)

]
are the initial conditions of the oscillators and the

time-propagation matrix U (t ) satisfies

i
d

dt
U (t ) = H (t )U (t ) (11)

with the initial condition U (0) = I2n.
The spectrum of the time-propagation matrix exhibits fea-

tures inherited from the internal symmetries satisfied by H (t ).
First, the condition H∗(t ) = −H (t ) implies that the time-
propagation matrix is real,

U ∗(t ) = U (t ). (12)

As a result, its eigenvalues are either purely real or they
come in complex-conjugate pairs. Second, the symplecticity
condition, GH (t )G−1 = H†(t ), gives [54]

U −1(t ) = G−1U †(t )G. (13)
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(a)

(c)

(b)

(d)

FIG. 2. Pseudo-Hermiticity breaking in the spectrum of the time-
propagation matrix U (t ). (a) Representative spectrum for a system
with three degrees of freedom, with all eigenvalues of U (t ) lying on
the unit circle. These eigenvalues form pairs {λ = 1/λ∗, λ∗ = 1/λ}
with positive (solid, blue) and negative (hollow, yellow) Krein sig-
nature. On tuning a parameter of the system, isolated eigenvalues
move along the unit circle (solid arrows). (b) When a pair of eigen-
values of opposite Krein signature collide, they can move off the unit
circle (solid, red), signifying pseudo-Hermiticity breaking. They are
constrained to lie on the real axis to satisfy {λ = λ∗, 1/λ = 1/λ∗}.
(c) Same as in (a) but with two pairs of eigenvalues colliding away
from the real axis. (d) After pseudo-Hermiticity breaking, the two
colliding pairs move off the unit circle as a quartet of four distinct
values {λ, λ∗, 1/λ, 1/λ∗}.

This symmetry ensures that eigenvalues of U (t ) come in re-
ciprocal pairs (or are either of +1 or −1). The two symmetries
together require that the eigenvalues of U (t ) appear in sets of
the form {λ, λ∗, 1/λ, 1/λ∗}.

Analogous to the time-independent case, we note that the
matrix M(t ) := i log[U (t )] satisfies the pseudo-Hermiticity
condition GM(t )G−1 = M†(t ). The eigenvectors |vi〉 of M(t )
are the same as that of U (t ) while the corresponding eigen-
value is i log(λi ) which is real if λi lies on the unit circle of the
complex plane. Thus, each eigenvalue λi of U (t ) which lies on
the unit circle can be assigned a Krein signature according to
the sign of 〈vi|G|vi〉, where |vi〉 is the corresponding eigenvec-
tor of U (t ). On smoothly varying any parameter that affects
U (t ) (such as any spring stiffness in the stiffness matrix or the
time variable itself), isolated eigenvalues of U (t ) on the unit
circle cannot move off it unless two eigenvalues of opposite
Krein signature collide [2]. The collision signifies pseudo-
Hermiticity breaking in M(t ) which we equivalently refer to as
pseudo-Hermiticity breaking in U (t ). Two examples of such
pseudo-Hermiticity breaking transitions are shown schemati-
cally in Figs. 2(a) and 2(b) and Figs. 2(c) and 2(d).

We now restrict the parametric modulation to be periodic
in time with time period T , so that K (t + T ) = K (t ). By
Floquet’s theorem, the behavior of the system at time scales
much longer than the modulation period is determined by

the eigenvalues (also called Floquet multipliers) λi(T ) of the
Floquet matrix U (T ) (see Appendix B for details on Floquet
methods). In particular, when a system is initialized with the
ith eigenvector |vi〉 of U (T ) (called a Floquet eigenvector)
at t = 0, its state at integer multiples of the time period is[

x(mT )
p(mT )

]
= U m(T )|vi〉 = λm

i |vi〉. Eigenvalues of U (T ) that lie

off the unit circle correspond to modes that grow or decay
exponentially with time and indicate parametric resonances.

The pseudo-Hermiticity breaking structure sketched in
Fig. 2 can be used to identify conditions for the existence
of parametric resonances when the strength of the para-
metric modulation is small, i.e., when K (t ) = K0 + δK1(t )
with K1(t + T ) = K1(t ) and δ � 1. In the limiting case, the
eigenvalues of U (t ; δ → 0) ∼ e−iHt are e∓i�it where ±�i are
precisely the eigenvalues of the time-independent Hamilto-
nian in Eq. (3), with Krein signatures identified in Eq. (8).
As time advances, the eigenvalues of U (t ) with positive (neg-
ative) Krein signature move clockwise (counterclockwise)
along the unit circle. Eigenvalues of opposite Krein signature
coincide when e−i�it = e+i� j t for some i and j (the case of
i = j included), which occurs when

t = r
2π

�i + � j
, (14)

where r (here and throughout the paper) denotes an arbitrary
positive integer. Since such collisions are the precursor to
the eigenvalues moving off the unit circle, they are termed
unstable degeneracies.

When parametric modulation is turned on (δ > 0) the
eigenvalues of U (t ; δ) are approximately equal to those of
U (t ; δ → 0) by continuity [55]. Generically (in the absence
of additional symmetries inhibiting them), they move off the
unit circle at values of time near the unstable degeneracies,
Eq. (14). If the system is parametrically modulated with such
time periods, then these eigenvalues moving off the unit circle
would precisely be the Floquet multipliers. Thus parametric
resonance is expected whenever the modulation time period T
satisfies Eq. (14) for small modulation strengths. As Figs. 2(b)
and 2(d) illustrate, parametric resonances occur in pairs with
one Floquet multiplier moving outward from the unit cir-
cle signaling amplification (|λ(T )| > 1) whereas its partner
moves inward signaling damping (|λ(T )| < 1).

The collision of eigenvalues associated with partners of
the same normal mode, eg. e−i�it → e+i�it , occurs on the
real axis at values of time t ∼ r π

�i
. At even values of r, the

eigenvalues meet at +1 [Fig. 2(a)], and the frequencies of
the nascent amplified or damped modes are locked to the
modulation frequency (see Appendix B). At odd values of r,
the collision happens at a value of −1, and the frequency of the
modes is locked to double the modulation frequency. These
two cases typically lead to tangent (saddle-node) bifurcations
and period-doubling bifurcations, respectively, when nonlin-
earity is added to the system [56]. If the eigenvalues associated
with different normal modes meet, then the collision of a
pair of eigenvalues (e−i�it → e+i� j t for example) is accom-
panied by a collision of the complex-conjugate eigenvalues,
i.e., e+i�it → e−i� j t [as shown schematically in Fig. 2(c)].
We note that for a single oscillator with natural frequency �,
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the resonance condition from Hill’s equation of T = rπ/� is
recovered.

The generic resonance conditions described above hold
in the limit of weak modulation, δ → 0. As the modulation
strength increases, resonances will generically be present for
a range of modulation time periods in the vicinity of r 2π

�i+� j
,

opening regions of parametric resonance that grow with δ [2].
The size and shape of the regions away from δ = 0, and the
strength of the resonances [i.e., the distance of the nonunitary
eigenvalue of U (T ) from the unit circle], will depend on the
specific functional form of the time-dependent modulation.
The “instability tongues” that appear in the vicinity of mod-
ulation periods T = rπ

�
for the Mathieu oscillator [21] are a

well-known example of these resonance regions.
Since parametric resonance corresponds to pseudo-

Hermiticity breaking in U (T ), many techniques and phenom-
ena in the theory of pseudo-Hermitian matrices carry over
to the mechanical system under study. For example, stable
phases (regions in a parameter space where all eigenvalues lie
on the unit circle) of the Floquet matrix can be characterized
topologically by the ordering of eigenvalues of positive and
negative signature along the unit circle [compare Fig. 2(a) to
Fig. 2(c)]. It is impossible to traverse from one stable phase to
a stable phase with a different ordering of eigenvalues without
encountering an unstable degeneracy [33]. Such topological
phases may be harnessed for topologically protected behavior
and the preparation of novel dynamical phases with no static
analogs [57,58]. Additionally, the boundaries, in parameter
space, separating a stable phase from an amplified phase form
lines or surfaces of exceptional points where eigenvectors of
the Floquet matrix coalesce [33]. These symmetry-protected
exceptional points may be useful in the design of mechanical
sensors [59] or in realizing topologically protected transport
[60] and mode switching [61].

III. EFFECT OF EXTERNAL SYMMETRIES

In the previous section, we linked the existence of para-
metric resonances to the formation of degeneracies in the
Floquet matrix in the limit of vanishing parameter modulation.
This led to the resonance condition of Eq. (14) which is
necessary, but not sufficient, for resonance to occur. While
a generic stiffness modulation with time period T satisfying
Eq. (14) is expected to lead to a resonance, the functional
form of the time modulation could be fine-tuned for a par-
ticular system to avoid resonances with any of its modes. We
expect these cases to occupy isolated points in the space of
possible modulation functions, whose existence would be re-
vealed by numerical evaluation of the Floquet exponents or by
higher-order perturbation theory. However, if we can identify
external symmetries that prevent resonances from occurring,
then we can rule out resonances for any modulation that satis-
fies these external symmetries, without relying on fine-tuning.
The effect of external spatial and space-time symmetries on
the parametric resonances of time-modulated features is ad-
dressed in this section. While we focus on a model system of a
ring of parametrically modulated oscillators for concreteness,
the observations we make apply generally to time-modulated
systems that satisfy spatial and space-time symmetries.

Consider the ring of oscillators in Fig. 1. They are con-
fined to oscillate in the vertical direction through the action
of grounding springs of stiffness k j (t ) = k[1 + δ f (t + jτ )]
and connected to their nearest neighbors via springs of zero
rest length and static stiffness g [62]. Here f (t ) is an arbitary
periodic function with period T and unit amplitude, and 0 �
τ < T quantifies the phase-shift in the modulation as we move
from one oscillator to the next. Our chosen modulation sets
up a stiffness wave which travels from the jth oscillator to the
( j − 1)th oscillator over time (a direction we shall refer to as
leftwards).

In the static limit δ → 0, this ring of oscillators has discrete
translational symmetry. The normal mode frequencies of the
unmodulated system are ±�(κ1), . . . ,±�(κn) where κ j is
the jth Bloch wave vector set by the system size and the
periodic boundary conditions. According to the discussion in
Sec. II B, on turning on the parametric modulation we gener-
ically expect parametric resonance whenever the time period
of modulation T is tuned to T = r 2π

�(κi )+�(κ j )
for some pair

of normal mode frequencies. We will consider two different
kinds of symmetries and how they influence these conditions
for parametric resonance.

A. Discrete spatial symmetry in a modulated system (τ = 0)

When the system is modulated at τ = 0, each oscilla-
tor undergoes the same modulation and the system retains
translational symmetry at every point in time. We can still ap-
ply Bloch’s theorem to block-diagonalize the time-dependent
Hamiltonian. The Floquet multipliers associated with the
blocks corresponding to different Bloch wave vectors de-
couple from each other. As a result, parametric resonance
only occurs at time periods equal to T = r π

�(κi )
, but not at

T = r 2π
�(κi )+�(κ j )

with i 	= j. At finite modulation amplitudes,
the resonances open up a range of wave vectors in the vicinity
of the resonant κi for which the corresponding Bloch waves
become unstable [7,36].

In fact, this decoupling due to symmetry is a general
phenomenon [33,63]. Let gi be the elements of the group
representation corresponding to a symmetry present in the
system. Then H (t ) commutes with gi at all times t and they
share a common eigenbasis. Now, for typical spatial symme-
tries (viz. rotation, translation, inversion, etc.) the elements

gi take the form
(

A 0
0 A

)
where A is some invertible square

matrix (i.e., the matrices gi act on the positions and mo-
menta in an equivalent manner). Any matrix of such form
embodies a canonical transformation and hence commutes
with the intertwining operator G. Thus, H (t ) and G can be
block-diagonalized in the eigenbasis of the elements of the
group representation. The system is then reduced to a set of
uncoupled block matrices, each of which inherits the symme-
tries discussed in Sec. II B.

B. Space-time symmetry in a modulated system (τ = T/n)

When the modulation at each oscillator is shifted in time
by τ = T

n with respect to the oscillator on its left, the system
enjoys space-time symmetry [34,42,64]. That is, the system
is invariant after a translation by one position in the leftwards
direction followed by a time evolution of τ time units. Explic-
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itly, the Hamiltonian satisfies

H (t ) = SH (t + T/n)S−1, (15)

where S is the matrix operator which cyclically shifts each
oscillator’s coordinates by one position in the direction of the
stiffness wave, i.e., to the left (see Appendix C).

For such symmetries, there is no way to block-diagonalize
the time-dependent Hamiltonian. Nevertheless, we shall see
that the system is still protected from parametric resonance
at certain frequencies. Equation (15) implies that the time-
propagation matrix satisfies (see Appendix C)

U (t + T/n) = S−1U (t )SU (T/n), (16)

which can be considered a generalization of Floquet’s theorem
(Floquet’s theorem is recovered when S = I2n). In particular,
we have (using the fact that Sn = I2n)

U (T ) = S−n[SU (T/n)]n = [SU (T/n)]n. (17)

The matrix Xn := SU (T/n), which we term the space-time
Floquet matrix, enjoys the same internal symmetries dis-
cussed in Sec. II B, i.e., it is real and satisfies X −1

n = G−1X †
n G.

(The latter equation relies on the fact that S commutes with G
by the arguments in Sec. III A.) As Eq. (17) shows, the Floquet
matrix can be recovered from the space-time Floquet matrix.
We shall see below that the space-time Floquet matrix Xn pro-
vides more information about the system dynamics, such as
protected degeneracies and one-way amplification conditions,
than the Floquet matrix U (T ) does.

1. Protected degeneracies and avoided resonances

It is possible for the Floquet matrix to have unstable de-
generacies (where eigenvalues of opposite Krein signature
collide) that do not arise in the space-time Floquet matrix
Xn. Crucially, such a degeneracy in the Floquet matrix cannot
develop into a parametric resonance (where Floquet multipli-
ers move off the unit circle), as it would imply an instability
in Xn = [U (T )]1/n without a corresponding degeneracy. To
see this explicitly, consider the eigenvalues μ(T/n) of the
space-time Floquet matrix in the limit δ → 0 when Xn =
SU (T/n) ∼ Se−iHT/n. These eigenvalues are eiκ j e∓i�(κ j )T/n

and parametric resonance occurs when

eiκ j e+i�(κ j )T/n = eiκk e−i�(κk )T/n (18)

for some Bloch wave vectors indexed by j and k. These condi-
tions are more restrictive than the general condition, Eq. (14),
which only considered internal symmetries.

For instance, consider the typical method of parametrically
amplifying a mode indexed by κi by modulating the system
at 2�(κi ), i.e., modulation time period set to T = π/�(κi)
which satisfies Eq. (14) with r = 1. As we saw in Sec. II B, the
underlying mechanism is the collision of eigenvalues of U (T )
associated with the two partners of the ith normal mode of the
unmodulated system. However, for the space-time symmetric
modulation, the collision of eigenvalues of Xn is dictated by
Eq. (18), which singles out

T = r
πn

�(κi )

corresponding to modulation frequencies tuned to
2�(κi )

n , 2�(κi )
2n , . . . . When the system size is large (n 
 1), any

(a)

(b) (c)

FIG. 3. Dimer (n = 2) with space-time symmetry. (a) Snapshots
showing displacement and velocity of each mass in the antibond-
ing (left) and bonding (right) modes. Each mode contributes a pair
of eigenvalues with opposite Krein signature to the spectrum of
SU (t/2) (center), shown as a blue disk and a yellow circle at μ = +1
(bonding mode) and at μ = −1 (antibonding mode) when t = 0.
We consider the static limit δ → 0 to find the conditions of para-
metric resonance. (b) As time increases, the eigenvalues λ(t ) of
U (t ) = e−iHt of positive (negative) signature, shown in blue (yellow),
move clockwise (counterclockwise) along the unit circle starting
from λ(t = 0) = +1. Unstable degeneracies (red points) form at
times equal to π

ω2
, 2π

ω1+ω2
, and π

ω1
(and their integer multiples). (c) For

a space-time symmetric modulation, the correct conditions for reso-
nance are given by the matrix SU (t/2) = Se−iHt/2 whose eigenvalues
are μ(t/2). As the spectrum of SU (t/2) evolves with time, unstable
degeneracies occur only at t = 2π

ω1+ω2
. At t = π

ω2
and t = π

ω1
, even

though the eigenvalues λ(t ) = [μ(t/2)]2 are degenerate (at −1), the
eigenvalues μ(t/2) are not (the corresponding values are +i and −i).

possible instabilities due to the collision of two partners of the
same normal mode will be protected from amplification. This
is because the first possible resonance occurs at modulation
frequency tuned to 2�(κ j )

n , and amplification at a such higher
order resonance is generically much weaker [65].

As an example, we analyze the case of n = 2 oscilla-
tors modulated in a space-time symmetric manner (Fig. 3),
which corresponds to a modulation phase difference of π .
Its two normal modes are the bonding mode where the two
masses move in tandem (ω1 = √

k) and the antibonding mode
where they move in opposite directions to each other (ω2 =√

k + 2g) as illustrated in Fig. 3(a). In the δ → 0 limit, the
spectrum of U (t ) exhibits unstable degeneracies at t = r π

ω1
,

t = r π
ω2

, and t = r 2π
ω1+ω2

[red dots in Fig. 3(b) show the de-
generacies when r = 1], suggesting that the antibonding mode
(for example) should resonate at modulation time periods of
T = r π

ω2
. However, the degeneracies in SU (t/2) [Fig. 3(c)]
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FIG. 4. Numerically computed resonance regions for the space-
time symmetric n = 2 system with k = 1 and g = 0.2. The spring
stiffnesses are modulated according to k j (t ) = k[1 + δ f (t + j T

2 )]
with j ∈ {1, 2}. Intensity plots of the largest gain factor in the Floquet
spectrum, αmax = max(αi ), are shown against modulation strength
δ and modulation time period T for two different time-modulation
functions f (t ). Inset to each intensity plot shows the corresponding
f (t ). Time periods corresponding to r 2π

ωi+ω j
with r = 1 and r = 2 are

indicated on the horizontal axis. (a) Sawtooth-like stiffness modula-
tion function generated via f (t ) = C sin−1[tanh(10 cos( πt

T )) sin( πt
T )]

with the constant C chosen so that the wave amplitude is one.
(b) Rectangular wave-like modulation corresponding to f (t ) =
tanh[10 cos( 2πt

T ) + 7].

occur at t = 2r π
ω1

, t = 2r π
ω2

, and t = (2r − 1) 2π
ω1+ω2

and thus
the correct resonance condition for the antibonding mode
is modulation at T = r 2π

ω2
. Similarly, resonance due to the

bonding mode coupling with the antibonding mode occurs
at modulation time periods T = (2r − 1) 2π

ω1+ω2
in contrast to

the prediction of T = r 2π
ω1+ω2

from the Floquet matrix degen-
eracies. When the system is modulated at frequencies where
parametric resonance is forbidden by the space-time symme-
try, the Floquet matrix exhibits diabolic point degeneracies.

To test these predictions, we numerically computed the
Floquet multipliers of the n = 2 system for two specific re-
alizations of the time-modulation function, at different time
periods and strengths (Fig. 4). The existence of parametric
resonance was established by measuring the gain factor cor-
responding to the ith Floquet multiplier, αi ≡ log λi/T , which
sets the long-time growth in amplitude of the corresponding
Floquet eigenmode (see Appendix B). We observe regions
of parametric resonance (nonzero gain factors) that originate
from the predicted time periods T = r 2π

ω1
, T = r 2π

ω2
, and T =

(2r − 1) 2π
ω1+ω2

with r = 1. As predicted by the space-time
Floquet analysis, no resonances emerge from the less restric-
tive conditions, t = π

ω1
, t = π

ω2
, and t = 4π

ω1+ω2
, which satisfy

Eq. (14) but not Eq. (18). A comparison of the sawtooth-like
modulation function [Fig. 4(a)] to the rectangular wave mod-
ulation [Fig. 4(b)] confirms that the form of the modulation
affects the strength of the parametric amplification and the

shape of the resonance regions but does not affect the reso-
nance frequencies in the δ → 0 limit.

2. Amplification of one-way traveling modes

The space-time Floquet matrix can also uncover the condi-
tions for parametric resonance to occur selectively for modes
that travel in one direction along the ring. For a fixed Bloch
wave vector 0 < κ j < π , the modes associated with �(κ j )
and −�(−κ j ) travel in the direction of the stiffness wave
while the modes −�(κ j ) and �(−κ j ) travel in the opposite
direction. (Note that �(κ j ) = �(−κ j ) due to the T -symmetry
of the Hermitian system at δ → 0 [30].) When the pair
�(κ j ) and −�(−κ j ) are coupled by the modulation, it leads
to a pair of amplified and damped modes traveling in the
leftwards direction whereas the rightwards traveling modes
remain unamplified. Via Eq. (18), this coupling happens when
the corresponding eigenvalues of Xn collide, which occurs at
modulation time periods equal to

T = n
π (r − 1) + κ j

�(κ j )
. (19)

By contrast, the right-wards moving modes (opposite to direc-
tion of stiffness wave) amplify at

T = n
πr − κ j

�(κ j )
. (20)

Remarkably, these two time periods are different (except
for the modes at wave vector κ j = π/2). Thus, Eqs. (19) and
(20) provide simple criteria, using the symmetries of a system
alone, to determine the conditions for the amplification of
one-way traveling modes. Furthermore, one can control which
direction of signal propagation is amplified just by tuning the
modulation frequency in a space-time modulated system.

As a concrete example, consider the system of three
oscillators whose normal modes in the absence of modula-
tion are illustrated in Fig. 5(a). The space-time symmetric
modulation generates a traveling wave in the clockwise
sense when the masses are viewed from above. The
ground-state mode, in which all masses oscillate in phase,
resonates at a modulation frequency of 2ω1/3 according
to the analysis of Sec. III B 1; the resonance at 2ω1 is
avoided even though it is the strongest resonance of an
isolated individual oscillator. The remaining two normal
modes are degenerate and correspond to traveling waves
in the clockwise (mode 2) and counterclockwise (mode 3)
sense. The space-time symmetric modulation breaks the de-
generacy between these modes, as can be seen by following
the eigenvalues of SU (t/3) [Figs. 5(d)–5(g)]. At t = 0, each
mode contributes one eigenvalue at e2π i/3 and one of oppo-
site Krein signature at e−2π i/3 [Fig. 5(d)]. As time advances,
eigenvalues with different signatures travel in opposite clock
senses, and the first pair of eigenvalues to collide are those
from mode 3 (the mode propagating in the opposite direc-
tion as the stiffness wave) at t = π/ω2 [Fig. 5(e)]. This
value is obtained from Eq. (20) with r = 1 and κ = −2π/3.
The eigenvalues corresponding to the clockwise-propagating
mode 2 collide at t = 2π/ω2, obtained from Eq. (19) with
r = 1 and κ = 2π/3 [Fig. 5(g)].
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(a) (b) (c)

(d) (e) (f) (g)

FIG. 5. Trimer (n = 3) with one-way propagating modes. The space-time symmetric modulation corresponds to a traveling wave of
stiffness for the grounding springs with the maximum stiffness cycling in order of colors R → G → B (clockwise). (a) Snapshots showing
representative displacements and velocities of the masses for the three normal modes in the δ → 0 limit: a mode with all three masses oscillating
in phase (left), and two degenerate traveling-wave modes with κ = ±2π/3—one traveling clockwise in the same direction as the stiffness
wave (center), and the other traveling counterclockwise (right). Symbols above the modes denote corresponding eigenvalues in panels (d)–(g),
colored by Krein signature as in Fig. 2. (b) Numerically computed time traces of the oscillator positions when initialized to the amplified
(continuous curve) and damped (dotted curve) Floquet eigenvectors [we used k = 10, g = 3, δ = 0.3, T = π

ω2
, and f (t ) = cos(2πt/T )]. At

this resonance, only the counterclockwise propagating mode resonates (peak follows R → B → G with time). (c) Same as (b), (but at T = 2π

ω2

and δ = 0.7) for which only the clockwise mode experiences resonance. [(d)–(g)] Eigenvalues μ(t/3) of SU (t/3) = Se−iHt/3 in the static limit
δ → 0 at values of time (labels) for which pairs of eigenvalues with opposite Krein signature collide.

These degeneracies in the spectrum of SU (t/3) dictate
the parametric resonances experienced by the traveling-wave
modes when the system is periodically modulated. When the
modulation time period is T = π/ω2 (modulation frequency
twice the natural frequency of the traveling modes), only
mode 3 experiences parametric resonance, contributing an
amplified and a damped Floquet eigenvector. The evolution
of the oscillators when initialized to the Floquet eigenvec-
tors are numerically computed and shown in Fig. 5(b). Since
the eigenvalues collide at −1, the oscillatory component of
these modes has a time period of twice the modulation pe-
riod, which corresponds to the period of the original normal
mode. Mode 2, however, resonates at a different modula-
tion period of T = 2π/ω2 (modulation frequency same as
the mode frequency), with the eigenvalues colliding at +1,
such that the period of the resulting oscillations equals the
original mode periods [Fig. 5(c)]. The strength of amplifi-
cation of this mode, quantified by the rate of change of the
amplitude, is much weaker than that of the counterclockwise-
propagating mode in Fig. 5(b), since it is a higher-order
resonance.

To summarize, when the system is modulated at twice the
natural frequency of the degenerate traveling modes, only the
mode traveling in opposite direction to the stiffness wave
(mode 3) resonates. At modulation frequency tuned to equal
the natural frequency, the other mode in the degenerate pair
(the previous mode’s chiral partner) resonates. These condi-
tions are predicted by Eq. (19) and Eq. (20).

The identification of one-way amplification in the ring of
oscillators by the space-time Floquet matrix illustrates how
it can predict the form of the resonant modes even when the
normal modes are degenerate. We note that the eigenvectors of
Xn are also eigenvectors of the Floquet matrix. The converse,
however, is true only when the Floquet multipliers are all
nondegenerate. Consider again the three oscillator system in
Fig. 5. Since it has degenerate normal mode frequencies, the
choice of the orthogonal normal mode basis vectors, and thus
of the Floquet vectors in the static limit, is arbitrary. Even
though the degeneracy structure of the Floquet matrix cor-
rectly predicts some parametric resonances, such as T = 2π

ω2
,

it does not identify which mode in the degenerate normal
mode subspace will experience amplification or decay. The
eigenvectors of the space-time Floquet matrix, however, are
nondegenerate and single out the two traveling modes as the
physically relevant basis vectors for describing parametric
amplification in the time-modulated system.

The breaking of chiral symmetry in the amplified modes
is an example of reciprocity breaking in the system: Wave
propagation at the chiral resonances is highly asymmetric
between the clockwise and counterclockwise directions. This
nonreciprocity would manifest as an asymmetry in the re-
sponse of the other two masses when one mass is externally
driven at the oscillatory frequency of the amplified mode.
Nonreciprocity of vibrational waves away from paramet-
ric resonances has been proposed and observed in three-
port acoustic circulators [66,67]. In these prior works, the
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nonreciprocal response was due to a splitting in the oscillation
frequencies of the clockwise and counterclockwise modes
due to a traveling-wave modulation. In our system, not only
do the oscillation frequencies (related to the phase of the
Floquet multipliers, see Appendix B) move away from each
other, but the frequency of one of the traveling-wave modes
becomes complex (signifying amplification) while the other
remains real. This represents a qualitatively different form
of reciprocity breaking tied to one-way amplification, which
could be used to engineer mechanical amplifiers with favor-
able noise characteristics [5,68].

C. Generalization to arbitrary space-time
symmetric modulation

So far, we considered space-time symmetric modulation
in the ring of coupled parametric oscillators with the specific
phase shift τ = T/n. We now briefly address general modula-
tion patterns obtained by considering other values of τ .

If the phase shift is incommensurate with the periodic
boundary conditions, i.e., nτ mod T 	= 0, then the system
hosts defects in the space-time modulation pattern and will be
outside the scope of this work. Such a system may be analyzed
using the theory of non-Hermitian Floquet defects and may
exhibit the skin effect [69,70].

To retain periodic boundary conditions, we must have
nτ mod T = 0, or equivalently τ = p

q T where p and q are
positive integers with no common factors and q divides n.
This constraint allows for the following two cases. First, if
q = n, then our present analysis can still be applied to such
a system, e.g., n = 7 oscillators with a phase shift of τ =
3
7 T . Explicitly, the Floquet matrix will now be factorized as
U (pT ) = U (T )p = [SU (τ )]n = [SU ( p

n T )]n.
Second, we may have q < n, e.g., n = 24 oscillators with

a phase shift of τ = 5
8 T . Such a system exhibits both the

static translational symmetry at all times as well as space-time
symmetry, i.e., it is a Floquet-Bloch lattice of n/q supercells
each with q oscillators. Now the basis of vectors which are
invariant on a translation by one oscillator (viz. the eigenvec-
tors of S) not only diagonalize S, they also block-diagonalize
the time-dependent Hamiltonian (since they are, in particular,
also invariant on a translation by n/q oscillators). In such a
basis, the matrices H (t ), U (t ), and S in Eqs. (15) and (16) are
all block-diagonal and thus the space-time symmetry proce-
dure can be applied to each block individually. Thus, while
our framework is still applicable, the interplay of space-time
symmetry with a Brillouin zone generates additional structure,
such as winding numbers and band gaps [42], which lie out-
side the scope of the current work and will be the subject of a
future paper.

IV. DISCUSSION

In this work, we identified the non-Hermitian internal
symmetries of the evolution operators governing the dynam-
ics of a time-dependent linear classical mechanical system.
Using these internal symmetries, which arise from the real-
valuedness and symplecticity of the equations of motion,
we derived the parametric resonance conditions for arbitrary
periodically modulated coupled oscillator systems. These

conditions are heralded by the collision of eigenvalues of op-
posite signature in the spectrum of the Floquet matrix—which
can be exactly solved in the static limit.

We then examine systems with external symmetries, es-
pecially combined space-time symmetries. By proposing a
new framework for space-time symmetric systems, in terms
of the space-time Floquet matrix, we find the conditions for
these protected degeneracies (which lead to modes that are
protected from parametric resonance and do not exhibit am-
plification or decay). These conditions are formulated from
the symmetries of the system alone without relying on the
functional form of the modulation.

While protected degeneracies have been observed in the
Floquet spectra of quantum as well as classical systems
with time-modulated parameters (in the two-oscillator system
[12,24,71,72] and in space-time symmetric lattices [34]), their
origins were not fully understood previously. We show that
protected degeneracies form when the space-time Floquet ma-
trix, which captures the long-time behavior of a space-time
symmetric system, is raised to an integer power to get the
ordinary Floquet matrix. If distinct eigenvalues of the former
matrix become degenerate in the latter, then they are protected
from resonance.

Furthermore, our framework allows us to solve for the
conditions for one-way amplification in a system with pe-
riodic boundary conditions, such as a ring of oscillators.
Remarkably, these conditions show that one can control which
direction of signal propagation is amplified simply by tuning
the modulation frequency in a space-time symmetric system,
representing a strong breaking of reciprocity in the system
dynamics. Amplification of one-way modes has been seen
in non-Hermitian Floquet systems before in both numer-
ics [25,73] and experiments [74]. Our analysis, specifically
through Equations (19) and (20), provides general conditions
for the existence of one-way amplification in terms of the
mode structure in the static limit. In contrast to approaches
such as in Ref. [75], we do not rely on any particular forms of
the modulation function to generate directional amplification.
Indeed, all of our analysis depends only on the symmetries
of the system and applies to arbitrary functional forms of the
time modulation. Our framework for space-time symmetry is
applicable to all systems, Hermitian as well as non-Hermitian,
with such symmetry [76].

We expect the insights provided by our theoretical study
to enable the engineering of amplification, unidirectional
transport, as well as protected eigenvalue degeneracies in
space-time modulated materials. Since the onset of parametric
resonance is triggered by an exceptional degeneracy [33], our
results can also be used to engineer sensing [59] and mode-
switching devices [61] based on exceptional-point physics.
The one-way amplified modes could also serve as the basis for
limit cycles that do useful mechanical work in the presence
of nonlinearities [77]. The formulation based on the space-
time Floquet matrix shows that space-time symmetric systems
may be used to realize nontrivial n-root analogs of systems
with topologically protected states [78,79]. Other promis-
ing directions for future work include a detailed analysis
of the interplay of space-time symmetry with band struc-
tures in systems where the space-time modulation leads to
a lattice of supercells, and the influence of open boundary
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conditions which can cause dramatic changes in non-
Hermitian spectra [80].
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APPENDIX A: GENERALIZATIONS TO OTHER
MECHANICAL SYSTEMS

1. Hamiltonian approach to deriving symmetries

A classical mechanical system is described by n coor-
dinates xi and n canonically conjugate momenta pi. The
classical-mechanical Hamiltonian H(x, p) governs the dy-
namics via the equations

dxi

dt
= +∂H

∂ pi
and

d pi

dt
= −∂H

∂xi
, (A1)

which can be written in matrix form as

d

dt

(
x
p

)
=

(
0 In

−In 0

)(∇xH
∇pH

)
. (A2)

If the Hamiltonian is a quadratic function, then the
equations of motion would be linear. A general quadratic
Hamiltonian is

H =
∑
i, j

(
ai j

2
xix j + bi j

2
pi p j + ci jxi p j

)
, (A3)

where ai j = a ji and bi j = b ji. The coefficients above, which
may in general be time dependent, define the real matrices A,
B, and C, where A and B are symmetric. For such a Hamilto-
nian we have (∇xH

∇pH

)
=

(
A C

CT B

)(
x
p

)
. (A4)

Our linear system is then

d

dt

(
x
p

)
=

(
CT B
−A −C

)(
x
p

)
. (A5)

All linear systems which can be written in this form enjoy the
internal symmetries discussed in this work. We show below
how mechanical systems with velocity-dependent forces or
dissipation can be accomodated, under some assumptions, to
match the form above.

2. Effect of gyroscopic forces

In the presence of (time-independent) gyroscopic forces,
the equations of motion generalize to [30]

ẍ = −K (t )x + ẋ. (A6)

Here  is a real and skew-symmetric matrix (T = −)
which accounts for the frictionless forces that break reci-
procity, such as the Lorentz force and the Coriolis force. Such
forces take the form �F = �� × �̇x = ∑

jkl ε jkl� j ẋk êl where∑
j ε jkl� j indeed reverses its sign on the interchange of k

and l [26].

To reach the desired form we define the vector v = ẋ − 
2 x

such that

v̇ =
[
−K (t ) + 2

4

]
x + 

2
v. (A7)

Thus, (
ẋ
v̇

)
=

[

2 In

−K (t ) + 2

4

2

](
x
v

)
, (A8)

which is of the same form as Eq. (A5).

3. Effect of dissipation due to friction

In the presence of dissipation due to friction the Hamilto-
nian changes to

Hd (t ) = −i

[
0 −In

K (t ) γ

]
, (A9)

where γ is a diagonal matrix with the jth term in the diag-
onal being the dissipation constant corresponding to the jth
momenta. The trace-less matrix

H̃ (t ) = Hd (t ) + i

2

(
γ 0
0 γ

)
= −i

[
− 1

2γ −In

K (t ) 1
2γ

]
(A10)

has the same symmetries as the frictionless Hamiltonian H (t )
in Eq. (9) of the main text. That is, H̃ (t ) is also purely imag-
inary and it also satisfies the pseudo-Hermiticity condition,
GH̃ (t )G−1 = H̃†(t ), as in Eq. (7) of the main text [43]. Es-
sentially, we converted Hd (t ) to a matrix H̃ (t ) with balanced
gain and loss.

However, for such a transformation to be permissible in a
time-dependent system, we have to assume that the dissipation
is uniform, i.e., the dissipation coefficient is the same for
all oscillators such that H̃ (t ) = Hd (t ) + i

2γ I2n where γ now
denotes a real number. In this case, we can transform our
coordinates via [

x̃(t )
p̃(t )

]
= e

γ t
2

[
x(t )
p(t )

]
(A11)

to get as a new equation of motion

i
d

dt

[
x̃(t )
p̃(t )

]
= H̃ (t )

[
x̃(t )
p̃(t )

]
. (A12)

APPENDIX B: REVIEW OF FLOQUET METHODS

1. Long-time behavior of system

The equation U (t + T ) = U (t )U (T ) can be derived as
(with T being the time-ordering operator),

U (t + T ) = T
{

exp

[
−i

∫ t+T

0
dt ′H (t ′)

]}

= T
{

exp

[
−i

∫ t+T

T
dt ′H (t ′)

]}
U (T )

= T
{

exp

[
−i

∫ t

0
dt ′H (t ′)

]}
U (T )

= U (t )U (T ). (B1)
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This implies U (mT ) = U (T )m, where m is any positive
integer.

Given initial conditions {x(0), p(0)}, the coordinates of the
system after m time periods is given by[

x(mT )
p(mT )

]
= U (mT )

[
x(0)
p(0)

]
= U (T )m

[
x(0)
p(0)

]
. (B2)

Let |vi〉 be the eigenvectors of U (T ), i.e., the Floquet eigen-
vectors, with eigenvalues λi, the Floquet multipliers. If the
Floquet eigenvectors span all space, then we can write the
initial conditions as a superposition of these eigenvectors.[

x(0)
p(0)

]
=

∑
i

αi|vi〉, (B3)

such that the equation above reduces to[
x(mT )
p(mT )

]
=

∑
i

αiλ
m
i |vi〉. (B4)

The Floquet multipliers then determine the long time behavior
of the system. A similar statement is true even in the case of an
exceptional point when the Floquet eigenvectors do not span
the whole space [2]. For example, let U (T ) have a twofold
exceptional point degeneracy at λ j . We can then define the
generalized eigenvector |w j〉 at λ j by

U (T )|v j〉 = λ j |v j〉,
U (T )|w j〉 = λ j |w j〉 + |v j〉. (B5)

The vectors {|w j〉, |v1〉, . . . , |vn−1〉} span all space and we can
write our initial conditions as[

x(0)
p(0)

]
=

∑
i

αi|vi〉 + β j |w j〉, (B6)

such that[
x(mT )
p(mT )

]
=

∑
i

αiλ
m
i |vi〉 + β j

(
λm

j |w j〉 + mλm−1
j |v j〉

)
. (B7)

2. Frequency of Floquet modes

When initial conditions of the oscillators are set to one
of the Floquet eigenvectors, we call the ensuing motion a
Floquet mode. We saw above that, in the absence of excep-
tional points, the dynamics of the system can be decomposed
into the Floquet modes much like how the dynamics of a
static system can be decomposed into its normal modes. The
frequency of oscillations of a Floquet mode depends both on
the modulation frequency and the Floquet multiplier for that

eigenvector. For example, with initial conditions
[

x(0)
p(0)

]
= |vi〉,

the system evolves as[
x(t )
p(t )

]
= U (t )|vi〉 = U (mT + t0)|vi〉 = U (t0)λm

i |vi〉. (B8)

Here t = mT + t0 with m a non-negative integer and 0 � t0 <

T . Expressing, the Floquet multiplier as λi = e(αi−iωi )T with αi

and ωi real, we have[
x(t )
p(t )

]
= U (t0)e−imωiT emαiT |vi〉. (B9)

We see that the coordinates of the oscillators return to the
scaled value of their initial coordinates when U (t0) equals
identity and e−imωiT equals 1. The first time this happens is
at time equal to the least common multiple of the modulation
time period T and 2π

ωi
. This least common multiple is the time

period of the Floquet mode.
We consider two specific cases. When parametric amplifi-

cation occurs due to a Krein collision of eigenvalues at +1,
the Floquet multipliers for the nascent modes have ωi = 0.
The frequency of these modes are then locked to the modula-
tion frequency. On the other hand, when the collision occurs
at −1, the Floquet multipliers for the nascent modes have
ωi = π

T , and their frequency is locked to twice the modulation
frequency.

APPENDIX C: DERIVATION OF GENERALIZED
FLOQUET THEOREM IN THE PRESENCE OF

SPACE-TIME SYMMETRY

The matrix S, which cyclically shifts each oscillator’s co-
ordinates by one position to the left, satisfies

S

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2
...

xn

p1

p2
...

pn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x2
...

xn

x1

p2
...

pn

p1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (C1)

For the time-propogation operator, we have (with T being
the time-ordering operator),

U (t + T/n) = T
{

exp

[
−i

∫ t+T/n

0
dt ′H (t ′)

]}

= T
{

exp

[
−i

∫ t+T/n

T/n
dt ′H (t ′)

]}
U (T/n)

= T
{

exp

[
−i

∫ t

0
dt ′S−1H (t ′)S

]}
U (T/n)

= S−1U (t )SU (T/n). (C2)

The derivation for Floquet systems in Appendix B is a
special case of this derivation above.
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