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Entropy production in the mesoscopic-leads formulation of quantum thermodynamics
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Understanding the entropy production of systems strongly coupled to thermal baths is a core problem of both
quantum thermodynamics and mesoscopic physics. While many techniques exist to accurately study entropy
production in such systems, they typically require a microscopic description of the baths, which can become
numerically intractable to study for large systems. Alternatively an open-systems approach can be employed
with all the nuances associated with various levels of approximation. Recently, the mesoscopic leads approach
has emerged as a powerful method for studying such quantum systems strongly coupled to multiple thermal
baths. In this method, a set of discretized lead modes, each locally damped, provide a Markovian embedding.
Here we show that this method proves extremely useful to describe entropy production of a strongly coupled open
quantum system. We show numerically, for both noninteracting and interacting setups, that a system coupled to
a single bath exhibits a thermal fixed point at the level of the embedding. This allows us to use various results
from the thermodynamics of quantum dynamical semigroups to infer the nonequilibrium thermodynamics of
the strongly coupled, non-Markovian central systems. In particular, we show that the entropy production in the
transient regime recovers the well-established microscopic definitions of entropy production with a correction
that can be computed explicitly for both the single- and multiple-lead cases.

DOI: 10.1103/PhysRevE.110.014125

I. INTRODUCTION

Many nonequilibrium systems, ranging from our planet
and biological systems to the quantum dynamics of electrons
in nanostructures, are driven by thermodynamic affinities and
dissipate energy to the environment. This is the process of en-
tropy production, which is the characteristic thermodynamic
signature of an irreversible transformation [1,2] and also the
focal point of nonequilibrium thermodynamics [3]. A physical
scenario of particular interest is where a central system is
driven out of equilibrium by thermodynamic reservoirs and/or
external drives that generate currents of particles and heat
which flow and fluctuate in time, producing entropy. In the
nanoscale domain, where boundary effects are dominant, the
central system may be strongly coupled to these reservoirs
and heavily influenced by their nontrivial spectral properties.
In such a configuration, there are only a few approaches
for studying the entropy production—in both transient and
stationary states—other than constructing a full microscopic
description of the joint system plus the affinities [1,4].

In these configurations, one can show that the irreversible
entropy production equals the relative entropy between the
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initial and final reduced states of the reservoirs, plus the mu-
tual information between the reservoirs and the central system
[5–8]. The connection between the quantum relative entropy
and the entropy production has been well established in many
other works [9–14], but its central role in strong coupling was
formalized most succinctly for fermionic leads in Ref. [8],
where intraenvironment couplings were clearly accounted for.
This approach typically requires a full treatment of the unitary
evolution between system and leads, but we show here that it
can be obtained also from a master equation in Lindblad form
where the system and a damped discretization of the leads
form a Markovian embedding [15]. This allows us to apply
the seminal result by Spohn, who recognized that entropy
production can be defined in terms of the quantum relative
entropy for an arbitrary quantum dynamical semigroup with
a stationary state [16]. The power of the Markovian embed-
ding is that it allows us to access the entropy production of
a non-Markovian system in the strong coupling regime by
extending the system through this embedding. We stress that
this approach allows us to avoid the known thermodyamic
pitfalls that are associated with Lindblad master equations that
are often used in quantum thermodynamics [17–29].

Here we employ the mesoscopic leads approach, a
powerful technique which can be used to obtain the dy-
namics of the system in strong-coupling or non-Markovian
regimes [30–61]. The power of this method stems from the
approximation made on the macroscopic baths. In this
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approach, they are systematically approximated by a finite
number of damped modes. Initially introduced for bosonic
baths [30–32], this approach has subsequently been used
extensively to study quantum transport in fermionic setups
also [33–49,52–62]. When combined with tensor network
techniques, it has been recently shown that it is possi-
ble to completely obtain energy and particle currents in
nonequilibrium steady states (NESSs) of interacting quan-
tum many-body systems, and thereby the thermodynamics
at NESS [57]. Other works have also used this approach
to describe impurity models at and beyond Kondo regimes
[38,39,42,46,58,59]. Further powerful applications of the
mesoscopic leads approach are the study of time-dependent
system Hamiltonians [40,52,63] and full counting statistics of
the particle current [64].

Our objective here is show that the mesoscopic leads ap-
proach can accurately compute the entropy production of a
strongly coupled system without having to employ a full uni-
tary dynamical description at the level of system and baths.
We begin by first introducing the mesoscopic leads approach
and the Lyapunov equation for Gaussian systems (Sec. II)
and show how both the relative entropy and the fidelity can
be expressed between two Gaussian states in terms of their
covariance matrices. We then discuss our numerical scheme
for extending to nonquadratic systems. We present strong
numerical evidence that the fixed point of the Markovian
embedding is a thermal distribution (Sec. III A) in both Gaus-
sian and non-Gaussian cases. Our results are fully consistent
with other recent studies of thermalization in open quantum
systems [65,66]. Building on this, we then show that the
mesoscopic leads approach agrees with Spohn’s result [16]
for the transient entropy production rate of a system coupled
to single reservoir (Sec. III B) at the level of the embedding.
We finally derive analytically an expression for the difference
in cumulative (time-integrated) internal and external entropy
productions in the mesoscopic leads approach (Sec. III C).
This derivation is performed in the single- and multiple-bath
cases, clarifying when the two definitions of entropy pro-
duction agree. The approach can be easily generalized to
arbitrary bath spectral densities and time-dependent system
Hamiltonians.

II. THE MESOSCOPIC LEADS APPROACH

Through the mesoscopic leads approach, a thermal reser-
voir is discretized into a collection of L fermionic modes
with energies εk for the kth mode, each of which is coupled
to residual reservoirs. Each residual reservoir brings each
fermionic mode to its energy-dependent thermal equilibrium
state, and, crucially, we shall assume that each residual reser-
voir is Markovian. The configuration couples to a quantum
system S generically and, in such a way, the extended system
composed of S and the lead modes evolves under Markovian
dynamics (see Fig. 1). We denote the system Hamiltonian as
ĤS , written in terms of canonical fermionic operators {ĉ j}
for the jth fermionic site. In this section we introduce the
most important aspects of the formulation. See Refs. [57,64]
for explicit microscopic derivations. Units where h̄ = 1 and
kB = 1 are used throughout.

FIG. 1. A system S coupled to a bath can be approximated by L
modes, which are each independently coupled to independent infinite
baths. Each lead mode, with on-site energy εk , is coupled to the
central system S with coupling strength κk . The lead is damped by
infinite bath with decay rate γk . We can define the internal currents
JP(t ) and JE (t ), and the external currents IP(t ) and IE (t ).

A. The extended system

For the sake of simplicity, we shall introduce this formula-
tion for the case of a single reservoir coupled to the system.
The same formalism can be extended trivially to multireser-
voir configurations.

The Hamiltonian of the extended system is given by

Ĥ = ĤS + ĤL + ĤSL, (1)

where ĤL = ∑L
k=1 εkâ†

k âk is the lead Hamiltonian and ĤSL

is the interaction Hamiltonian between the system and lead
modes, given by

ĤSL =
L∑

k=1

κk (ĉ†
pâk + â†

k ĉp), (2)

where we have assumed that the lead couples locally to the
pth site of the system, as in Fig. 1. In our formulation, there
are no terms that couple system and residual-reservoir degrees
of freedom; however, they do interact though the lead modes.

Each of the lead modes couples to a residual reservoir
with lead-reservoir coupling strength γk . Crucially, the lead-
reservoir couplings γk are assumed to be weak, such that one
can justify and microscopically derive a Markovian master
equation of the GKLS type [57,64] that dictates the dynamics
of the system plus the lead modes. Denoting ρ̂SL(t ) as the
time-dependent state of the system plus lead modes, one finds
(in the Schrödinger picture)

d ρ̂SL (t )

dt
= L{ρ̂SL(t )}
:= i[ρ̂SL(t ), ĤS + ĤL + ĤSL] + D{ρ̂SL(t )}. (3)

The dissipators are given by

D{ρ̂} =
L∑

k=1

γk (1 − fk )

[
âk ρ̂â†

k − 1

2
{â†

k âk, ρ̂}
]

+
L∑

k=1

γk fk

[
â†

k ρ̂âk − 1

2
{âk â†

k, ρ̂}
]
. (4)
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We have defined fk
:

:
= f (εk ) = (eβ(εk−μ) + 1)−1 as the

energy-dependent Fermi-Dirac distribution for the lead
modes, which is parameterized by the inverse temperature β

and chemical potential μ.
The couplings κk between each lead mode and the pth

system site dictate the effective spectral function of the bath
acting on the central system. In principle, one can con-
struct any continuous spectral function using this formulation
[57,64]. However, we shall focus on a flat (wide-band) spec-
tral function

J (ω) =
{
�, ∀ω ∈ [−W,W ]
0, otherwise, (5)

where W is some cutoff energy scale and � is the effective or
average coupling to the reservoir. It can be shown [35] that for
this specific choice of spectral function, � = 2πκ2

k /ek in the
wide-band limit above, where ek = ε(k+1) − εk . In this sense,
we discretize the reservoir into L energy modes εk between
−W and W , such that ek = 2W/L. The external coupling
between each energy mode in the leads and their own residual
environment γk is in principle arbitrary, as long as it remains a
perturbative energy scale in the problem so that the Lindblad
equation [Eq. (3)] holds. Here we take γk = ek = 2W/L, thus
obtaining a controlled approximation as L → ∞ [60,61]. It
is important to remark that even though the γk are small pa-
rameters in the energy scales of the configuration, the internal
coupling � is not necessarily so and, in such a way, the strong
system-reservoir coupling regime may be addressed. Finally,
we note that Eq. (3) can be trivially extended to multireservoir
configurations by adding the corresponding dissipators.

B. Noninteracting fermionic systems: Fidelity
and relative entropy

Thus far, we have made no assumptions about the system
Hamiltonian ĤS . We shall now consider a time-independent
central system comprising N fermionic sites with nearest-
neighbor tunneling, such that

ĤS =
N∑

j=1

ε j ĉ
†
j ĉ j − g

N−1∑
j=1

(ĉ†
j ĉ j+1 + ĉ†

j+1ĉ j ), (6)

where εk is the on-site energy of the system and g is the
coupling between each adjacent site. We will also assume the
lead is coupled to the system in the first site, i.e., p = 1.

For this specific choice of ĤS , the quadratic form of Ĥ
indicates that Eq. (3) can be solved via a Lyapunov-type
equation [64]. Note, however, that the bases of operators are
mixed: ĤL is defined in terms of canonical operators in the
energy basis, while ĤS is defined through operators in the
spatial configuration basis. In this regard, the total Hamilto-
nian of a system composed of K leads, each with L modes,
and a tight-binding Hamiltonian of N sites, can be written
compactly in the form

Ĥ =
KL+N∑

i, j

[H]i j d̂
†
i d̂ j, (7)

where i, j = 1, 2, . . . , KL + N , and H is a Hermitian matrix.
We use d̂ and d̂† operators to label both system and lead

operators, while keeping in mind that the basis is mixed
between configurational degrees of freedom for system op-
erators and energy degrees of freedom for lead operators.

We can now define a covariance matrix C with entries

[C]i j = Ci j = Tr[ρ̂SLd̂†
j d̂i]. (8)

The covariance matrix obeys the equation of motion

dC(t )

dt
= −(WC + CW†) + F, (9)

where

W = iH + γ

2
, [F]kk = Fk = γk fk, (10)

with γ being a diagonal matrix with entries [γ]kk = γk . Equa-
tion (9) gives a closed-form expression for the dynamics of the
covariance matrix for Gaussian systems [64]. For the thermal-
ization configuration, we are only interested in the long-time
solution to the covariance matrix, i.e., the steady state in which

dC(t )

dt
= 0. (11)

Then, in the steady state, the covariance matrix is the solution
to the equation

(WCss + CssW†) = F. (12)

We can use the covariance matrix to compute other quan-
tities that will be of interest in the proceeding sections. First,
the relative entropy between two Gaussian states D(ρ̂1||ρ̂2) =
−S(ρ̂1) − Tr(ρ̂1 log ρ̂2) where S(ρ̂) = −Tr(ρ̂ log ρ̂) is the
von Neumann entropy, and second, the quantum fidelity
F (ρ̂1||ρ̂2) = Tr(

√
ρ̂1ρ̂2).

We will rely on fact that the density matrix of a Gaussian
system is uniquely defined as [67–69]

ρ̂ = e−d†Md

Z
, (13)

where d is a vector comprising all the system-lead operators
{d̂i}. The matrix M and the partition function Z are, respec-
tively, given by

M = log

(
1 − C

C

)
, Z = 1

det[1 − C]
. (14)

This is a particularly useful representation, as discussed in
Appendix A. Equation (13) can be used to derive the von
Neumann entropy

S(ρ̂) = log(Z ) + Tr[MC]. (15)

Furthermore, the relative entropy between two Gaussian states
ρ̂1 and ρ̂2 is given by

D(ρ̂1||ρ̂2) = −S(ρ̂1) + log(Z2) + Tr[M2C1], (16)

= log
Z2

Z1
+ Tr([M2 − M1]C1), (17)

where M j , C j , and Zj pertain to the Gaussian state ρ̂ j . The
quantum fidelity between ρ̂1 and ρ̂2 can be computed as

F (ρ̂1||ρ̂2) = Tr(
√

ρ̂1ρ̂2) = det(1 + e− 1
2 M1 e− 1

2 M2 )√
Z1Z2

, (18)
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which can be used a measure for the distance between two
states. We note that a similar result was first derived in
Ref. [70].

C. Interacting fermionic systems: Tensor networks
and the variability

We will also address interacting systems, which elude
solution by the preceding methods. As an example, we
will examine systems governed by the nearest-neighbor
Hamiltonian, Eq. (6), but with an additional density-density
interaction between adjacent sites:

ĤS =
N∑

j=1

ε j ĉ
†
j ĉ j −

N−1∑
j=1

g(ĉ†
j ĉ j+1 + H.c.) +

N−1∑
j=1

Un̂in̂i+1.

(19)

The additional term proportional to U introduces a quartic in-
teraction that cannot be modeled using the covariance matrix
alone.

Instead, to calculate the thermal and steady states, we
employ a matrix product state (MPS)-based approach based
on the superfermion description of the entire Markovian em-
bedding [35,57]. The superfermion approach transforms the
density matrix of N + L sites into a pure state on 2N + 2L
sites, pairing each physical site with an ancilla. This method
offers the advantage of incorporating fermionic correlations
without introducing cumbersome long-range Jordan-Wigner
strings [64].

From tensor network calculations, it is very complicated
to compute quantities which depend on high powers of the
density matrix, such as the fidelity. Nevertheless, linear or
quadratic functions of the density matrix, such as inner
products and expectation values, can be readily computed.
Therefore, we rely on the Hilbert-Schmidt norm of the action
of the Lindbladian on a given state, denoted as the variability

v(ρ̂) =
√

TrL{ρ̂}†L{ρ̂}. (20)

This measure is motivated by the fact that Lρss = 0, where ρ̂ss

is the steady state (or fixed point). Therefore, if v(ρ̂β ) ≈ 0,
then ρ̂β is an approximate fixed point of the dissipative dy-
namics. In particular, we will show this to hold when ρ̂β is a
thermal state of the entire extended system at the externally
imposed temperature T = 1/β of the lead (see Sec. III A 2).
This approach has the significant advantage that it only re-
quires knowledge of the thermal state and does not require a
separate calculation of the steady state. Note that we assume
throughout that the steady state is unique, which is justified
by the lack of any known strong symmetries [71] and the fact
that we consider ergodic models in the interacting case.

A key technical aspect should be highlighted about the
MPS calculation described above. It is usually the case that the
nonquadratic term in Eq. (19) leads to the build-up of strong
correlations between the system and the bath, which leads
to diverging bond dimensions in the MPS ansatz employed
for both time evolution and the computation of steady states
for interacting systems. However, the effect of the Markovian
embedding is such that these correlations are curtailed by the
action of the Lindblad dissipators on the extended system.
This allows us to study strong interactions and system-bath

couplings using MPS approaches with tractable bond dimen-
sions. We refer the reader to Refs. [57,72] for further details.

III. THERMALIZATION AND ENTROPY PRODUCTION
IN MESOLEADS

A. Thermalization of the extended system steady state

1. Noninteracting systems

As a starting point, we would like to determine whether the
steady state of the extended system ρSL(t → ∞) is a thermal
state when it is coupled to a single bath. We focus first on the
noninteracting configuration described by Eq. (6), assuming
that the lead is coupled to the system via the first site. This
involves evaluating the solution of Eq. (12), which yields Css.

To this end, we can answer this question by comparing the
steady-state covariance matrix with that of a thermal state ρ̂β ,
which is given by the density matrix

ρ̂β = e−β(Ĥ−μN̂ )

Z
, (21)

where Ĥ = ĤS + ĤSL + ĤL and N̂ = ∑N
k=1 ĉ†

k ĉk +∑L
k=1 â†

k âk are the Hamiltonian and total number operator of
the extended system, respectively. For the sake of simplicity
and without loss of generality, we shall consider μ = 0.

In Fig. 2 we show the infidelity, 1 − F (ρ̂ss||ρ̂β ), as a func-
tion of the number of lead modes, L. In Fig. 2 we display
this calculation for different values of temperature and system
sizes N [see Eq. (6)]. It can be observed that, as the number
of lead modes L increases, the infidelity monotonically ap-
proaches zero. This is an indication that the extended system
is approaching a thermal state. We note that a larger number
of lead modes L are required to achieve lower infidelity values
as the number of system modes N increases.

2. Interacting systems

To show that the fixed point is thermal in the interacting
case, we employ the MPS-superfermion approach outlined in
Sec. II C. To generate a thermal state ρ̂β , we use imaginary
time evolution following the time-dependent variational prin-
ciple (TDVP) with a time step of �β = 0.001, an MPS cutoff
of 10−6, a maximum bond dimension of 80, and a minimum
bond dimension of 15. Thermal states for a given Hamiltonian
are computed in a single sweep from infinite temperature,
progressing from the highest temperature state to the lowest.

Figure 3 displays the variability as a function of the
number of lead modes L for fixed system size N = 3. It
can be observed that, analogous to Fig. 2 for noninter-
acting systems, the variability monotonically decreases for
increasing L. This is an indication that for increasing L, the
extended system approaches a thermal fixed point, even in
the presence of strong system-lead interactions. We therefore
conclude that a mesoscopic-lead description appropriately de-
scribes equilibrium states, even for more general systems that
contain nonquadratic interactions and nontrivial system-bath
correlations.
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FIG. 2. The infidelity, 1 − F (ρ̂ss||ρ̂β ) between the canonical state ρ̂β of the enlarged system plus leads configuration [see Eq. (21)] and the
steady state ρ̂ss. The system comprises a nearest-neighbor fermionic chain of N sites with the single edge mode coupled to L lead modes. We
chose a coupling coefficient g = ε = ε j [see Eq. (6)]. The infidelity is computed using Eq. (16). We selected T = 0.5ε, ε, 5ε [panels (a)–(c)].

B. Entropy production

Next we will seek to understand how the entropy pro-
duction (defined over the entire extended system) behaves
for a single bath in the transient regime before reaching the
steady state. To begin we must first define the currents flowing
between the lead modes and their respective reservoirs (which
we refer to as “external currents”). The external energy and
particle currents are defined, respectively, as

IE (t ) = Tr[ĤL{ρ̂SL(t )}] and

IP(t ) = Tr[N̂L{ρ̂SL(t )}]. (22)

FIG. 3. Variability v(ρ̂β ) as a function of lead modes L for dif-
ferent temperatures T = 0.5ε, ε, 5ε (blue, orange, green) at different
interaction strengths U = 0, 0.5ε, ε, 5ε [panels (a)–(d)]. We set ε =
1,W = 10, and � = 1.

Furthermore we can define the external heat current as

IQ(t ) = IE (t ) − μIP(t ). (23)

Following the definitions of the entropy production rate as
Refs. [1,2,5,6,63], as the difference between the dissipated
heat current and the change in the instantaneous von Neumann
entropy of the extended system, we can write the expression
for the entropy production rate as

σ̃ (t ) = ṠSL(t ) − βIQ(t ), (24)

where we are using the shorthand notation for the von Neu-
mann entropy of the extended system S(ρ̂SL(t )) = SSL(t ) and
ṠSL(t ) is its time derivative. Note this definition does not rely
on the assumption that the fixed point of the extended system
is thermal [63].

Since the extended system obeys Lindblad dynamics, we
also consider Spohn’s definition of the entropy production rate
[16]

σSpohn(t ) = − d

dt
D(ρ̂SL(t )||ρ̂ss) � 0, (25)

which is non-negative for Markovian semigroup dynamics
with a fixed point ρ̂ss: this follows from the contractive
property of the relative entropy under CPTP maps [16]. If,
furthermore, the fixed point is given by the thermal state (21),
it is easy to show that

σSpohn(t ) = σ̃ (t ). (26)

As discussed in the previous section, the fixed point of
the dynamics is approximately thermal when the number of
modes is large. Therefore, we expect that the entropy pro-
duction rates computed from Eqs. (24) and (25) will agree
in the limit of a high number of lead modes, L, or high
temperature. To showcase this, we consider the resonant-level
model with a single site in the central system, i.e., N = 1 for
the Hamiltonian considered in Eq. (6). In Fig. 4 we compare
these definitions of entropy production for different values
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FIG. 4. Comparison of the two different definitions of the en-
tropy production rate σ̃ (t ) and σSpohn(t ) for the resonant-level model
for different temperatures and lead size. We set ε = 1, � = 1, and
W = 10 in all plots. The temperatures and lead sizes are the follow-
ing: (a) T = 0.1ε and L = 5; (b) T = ε and L = 5; (c) T = 0.1ε,
and L = 100; (d) T = ε and L = 100. We see that in (d), which cor-
responds to the high-temperature limit with a large number of modes
in the lead, we get good agreement between the two definitions, as
expected.

of temperature and increasing number of modes, with the
flat spectral density given by Eq. (5). Agreement between
σSpohn(t ) and σ̃ (t ) improves as the number of lead modes L is
increased, with more rapid convergence at higher temperature.
This is in accordance with expectations, since the accuracy
of the mesoscopic-leads approach generally improves with
increasing L, albeit with larger values of L needed to achieve
the same accuracy at smaller temperatures [57,63]. Recov-
ery of the correct transient entropy production rate through
the Spohn prescription, even for strong system-reservoir cou-
pling, is a powerful feature of the mescosopic-leads approach.

Note that in Fig. 4 we have considered relatively small val-
ues of L since the computation of the extended system entropy
derivative ṠSL(t ) becomes badly conditioned as L grows very
large. This issue does not arise when focusing on entropic
quantities for the system S alone, which is the case for the
internal entropy production that we discuss in the following
section.

C. Internal and external entropy production rates

1. Entropic discrepancy with a single bath

So far we have studied the thermalization of the extended
system ρ̂SL(t ) in the steady state and the transient entropy
production rate for a single bath. However, it is important
to stress that, despite the extended system having Markovian
dynamics, the central system itself may not. Given that, in

the limit of large number of lead modes, Eqs. (24) and (25)
provide equivalent results for the entropy production rate for
the global dynamics, the next step is to understand how this
rate is related to the entropy production rate of the dynamics
of the reduced system σ (t ), that is, of ρ̂S (t ) = TrL[ρSL(t )].

As discussed in Ref. [63], the particle and energy from the
bath into the system (which we loosely refer to as “internal
currents”) can be computed from the master equation as

JE = i〈[ĤL, ĤSL]〉 + Tr[ĤSLD{ρ̂SL}] and

JP = i〈[N̂L, ĤSL]〉. (27)

Given these definitions, one can straightforwardly define the
entropy production rate associated with internal system as

σ (t ) = ṠS (t ) − βJQ(t ), (28)

where JQ(t ) = JE (t ) − μJP(t ), which is very similar in con-
struction to the external entropy production rate Eq. (24).

We note that when the system is coupled to a single bath,
both σ (t ) and σ̃ (t ) must vanish in the steady state. However,
they may differ in the transient regime. This is to be expected,
as information is thrown away when tracing out the lead. In
fact, σ̃ (t ) ≈ σSpohn(t ) is positive according to Ineq. (25), while
σ (t ) can be negative since the reduced dynamics of the system
is non-Markovian.

To better understand the discrepancy between internal and
external entropy production rates, we turn our attention to the
cumulative entropy production, defined as


(t ) =
∫ t

0
dt ′σ (t ′) and 
̃(t ) =

∫ t

0
dt ′σ̃ (t ′). (29)

If we substitute in the expressions for the rates (24) and (28),
the difference between 
(t ) and 
̃(t ) is given by


(t ) − 
̃(t ) =
∫ t

0
dt ′{(ṠS − ṠSL ).

− β[(JE − IE ) + μ(JP − IP )]}, (30)

where we suppress time arguments for concision.
We can now systematically evaluate each of these integrals;

see Appendix B for details. Assuming that the system and
lead are initially uncorrelated, the first term in Eq. (30) can
be written as∫ t

0
dt ′[ṠS − ṠSL] = I (S : L) − �SL, (31)

where �SL = SL(t ) − SL(0) and the mutual information be-
tween system and lead is defined by

I (S : L) = SS (t ) + SL(t ) − SSL(t ). (32)

The second term in Eq. (30) is related to the change in the
number of particles within the lead:∫ t

0
dt ′[IP − JP] = �NL, (33)

where �NL = Tr[N̂L{ρ̂SL(t ) − ρ̂SL(0)}]. The final term in
Eq. (30) is related to the change in energy of the lead:∫ t

0
dt ′[IE − JE ] = �EL, (34)
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FIG. 5. Difference in entropy production for the central and ex-
tended systems for a resonant-level model (N = 1) coupled to a
single bath. Shaded regions indicate the different contributions to
the difference given by the r.h.s. of Eq. (35). We again assume
a flat spectrum with for the lead with the following parameters:
� = ε, T = ε, μ = 0, L = 100, �t = 0.01,W = 10ε.

where �EL = Tr[ĤL{ρ̂SL(t ) − ρ̂SL(0)}]. Bringing everything
together, we obtain an expression for the difference in the
entropy production of the central and extended systems,


(t ) − 
̃(t ) = β�FL + I (L : S), (35)

where �FL = FL(t ) − FL(0) is the change in the nonequilib-
rium free energy of the lead, which is defined as FL(t ) =
EL − μNL − T SL. From this equation, we can immediately
derive two conditions which together suffice to ensure that

(t ) ≈ 
̃(t ) in the steady state: (i) the lead returns to its initial
state, i.e., �FL ≈ 0 and (ii) the correlations between system
and lead are negligible, i.e., I (L : S) ≈ 0.

In general, however, both terms on the right-hand side of
Eq. (35) are non-negative, and therefore 
(t ) � 
̃(t ). In order
to see this, note that the mutual information is non-negative,
I (S : L) � 0. Moreover, assuming the initial state of the lead
is thermal, its free energy cannot decrease. Indeed, one can
write the free energy difference as a relative entropy [73]:

�FL = 1

β
D

(
ρ̂L

∣∣∣∣∣∣ e−β(ĤL−μN̂L )

ZL

)
� 0, (36)

where we used the fact that FL(0) = T log ZL. Therefore, we
conclude that


(t ) � 
̃(t ). (37)

This exact result holds independently of whether the system is
interacting or noninteracting. It expresses the fact that focus-
ing on the central system (i.e., tracing out the lead) represents
a kind of coarse graining, under which the entropy production
can only increase [74].

We will now demonstrate this result by computing the
entropy difference in Eq. (35), using the same resonant-level
model—we only have N=1 for the Hamiltonian considered
in Eq. (6)—considered at the end of the previous Sec. III B,
which we depict in Fig. 5. In this example we find perfect
agreement between the l.h.s. and r.h.s. of Eq. (35), where the
mutual information accounts for the largest contribution to the

difference. This can be attributed to correlations created by the
strong coupling between the system and the lead.

2. Entropic differences with multiple baths

Consider a central system S which is strongly coupled to K
distinct baths. In the mesoscopic-leads approach, each bath is
described by a damped lead, and the joint state is given density
operator ρ̂SL and evolves according to Eq. (3). In this setup we
can define entropy production rate of the internal system as

σ (t ) = ṠS (t ) −
K∑

α=1

βαJQ
α (t ), (38)

where ṠS (t ) is the time derivative of the von Neumann entropy
of the reduced system, and JQ

α = JE
α − μαJP

α is the internal
heat current associated with the bath α, with the internal
energy and particle currents

JE
α (t ) = i〈[ĤLα

, ĤSLα
]〉 + Tr[ĤSLα

Dα{ρ̂SL}]
and JP

α (t ) = i〈[N̂Lα
, ĤSLα

]〉. (39)

Here ĤLα
is the Hamiltonian of lead α, and ĤSLα

is the corre-
sponding system-lead interaction.

The Spohn framework for entropy production generalizes
to multiterminal setups in the following way [75]. We write
the Lindblad equation for the extended system as

d ρ̂SL

dt
= −i[Ĥ , ρ̂SL] +

K∑
α=1

Dα{ρ̂SL}, (40)

where Dα is the dissipation superoperator for lead α. Let ρ̂α

denote the steady state for that lead acting in isolation,

Lα{ρ̂α} := −i[Ĥ , ρ̂α] + Dα{ρ̂α} = 0. (41)

Therefore, contractivity of the relative entropy implies that
[16]

Tr[Lα{ρ̂SL(t )}{ln ρ̂α − ln ρ̂SL(t )}] � 0. (42)

Now, assuming that ρ̂α ∝ e−βα (Ĥ−μα N̂ ) is a thermal state, one
can show that

σ̃ (t ) := ṠSL(t ) −
K∑

α=1

βαIQ
α (t )

=
K∑

α=1

Tr[Lα{ρ̂SL(t )}{ln ρ̂α − ln ρ̂SL(t )}] � 0. (43)

The first equality defines the entropy production rate σ̃ (t )
of the Markovian embedding, where IQ

α = IE
α − μαIP

α is the
external heat current associated with bath α, with the corre-
sponding energy and particle currents

IE
α (t ) = Tr[ĤDα{ρ̂SL(t )}]

and IP
α (t ) = Tr[N̂Dα{ρ̂SL(t )}]. (44)

Repeating the analysis of the previous section, the dif-
ference between the entropy production of the extended and
reduced systems can be shown to be


(t ) − 
̃(t ) =
K∑

α=1

βα�FLα
+ C({Lα}, S), (45)
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FIG. 6. Entropy production difference between central and ex-
tended systems for a resonant-level model (N = 1) coupled to two
leads. Shaded regions denote the different contributions to the differ-
ence on the r.h.s. of Eq. (45). We again choose a flat spectrum for both
leads with the following parameters: � = ε, T1 = 0.5ε, T2 = ε, μ1 =
μ2 = 0, L = 100, �t = 0.01,W = 10ε.

where �FLα
is the change in nonequilibrium free energy of

lead α, and

C({Lα}, S) = SS (t ) +
K∑

α=1

SLα
(t ) − SSL(t ) (46)

denotes the total correlations among the system and all the
leads. As before, Eq. (45) holds assuming that the system and
leads are mutually uncorrelated at t = 0. As long as the leads
begin in equilibrium, all terms on the r.h.s. of Eq. (45) are
non-negative, so we again conclude that 
(t ) � 
̃(t ).

To illustrate this, we again use the resonant-level model
as an example, but now consider when it is connected to
two terminals at different temperatures. We can compute the
entropic difference, as well as each individual term in Eq. (45)
as a function of time, the results of which are depicted in Fig. 6
showing perfect agreement between the two. Analogously to
Fig. 5, the largest contribution to the difference 
(t ) − 
̃(t )
is the total correlations between the leads and the system.
Crucially, the difference between 
(t ) and 
̃(t ) tends to a
constant in the nonequilibrium steady state, whereas the total
entropy production scales with time. Therefore, either ap-
proach is appropriate for predicting thermodynamic quantities
in the NESS.

IV. DISCUSSION

In this paper we have presented a comprehensive analy-
sis of entropy production in the mesoscopic-leads approach
to modeling open quantum systems. First, we showed that,
for a system strongly coupled to a single damped lead, the
fixed point of the system approaches a thermal distribution
for a sufficiently large number of lead modes, and also in the
high-temperature limit. In the noninteracting case, this was
shown by computing the fidelity between the fixed point and
a thermal ensemble, while in the interacting case we computed
the variability of the thermal state using MPS methods.

Using this result, we then showed that Spohn’s frame-
work for the entropy production of Markovian dynamical

semigroups [16,75] can be used to define a non-negative
entropy production rate at the level of the Markovian embed-
ding. This was shown to agree with the standard definition
of entropy production in terms of external currents, under the
same conditions needed to obtain a thermal fixed point for a
single lead, i.e., many lead modes or high temperature.

Finally, we examined the difference between the entropy
production defined at the level of the central and extended
systems, which are expressed in terms of internal and exter-
nal currents, respectively. We showed that the former always
exceeds the latter, presenting an elegant formula for the dif-
ference between the two. This result is significant, because
it demonstrates that the internal currents computed within
the mesoscopic-leads approach yield thermodynamically con-
sistent predictions, even for a system strongly coupled to
an arbitrary number of baths. While our results were illus-
trated using numerical examples in noninteracting systems,
the assumptions underpinning these conclusions are valid for
interacting and noninteracting systems alike.

Future work will extend these results to the realm of
stochastic thermodynamics and determine whether the meso-
scopic leads approach satisfies the quantum fluctuation
theorems [12,76] using quantum trajectories [77]. Another
interesting direction is to explore our results in the context
of the periodically refreshed baths approach that has recently
been introduced [78–80].
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APPENDIX A: COMPUTATION OF THE RELATIVE
ENTROPY AND FIDELITY FROM THE COVARIANCE

MATRIX

Here we will show how one can efficiently compute the rel-
ative entropy in Eq. (16) and the fidelity Eq. (18) for Gaussian
states that can be uniquely defined by Eq. (13). We will start
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with the definition of the von Neumann entropy

S(ρ̂) = −Tr(ρ̂ log ρ̂), (A1)

where we can substitute Eq. (13) into the logarithm and then
expand

S(ρ̂ ) = log Z +
∑

i j

Mi jTr(ρ̂d̂†
i d̂ j ), (A2)

which we can clearly see is just given by the covariance matrix
Eq. (8) yielding

S(ρ̂) = log Z + Tr(MC). (A3)

The derivation of the relative entropy follows a similar
logic. We begin with the definition

D(ρ̂1||ρ̂2) = −S(ρ̂1) − Tr[ρ̂1 log ρ̂2]. (A4)

If we expand out this expression using the same reasoning as
above for the von Neumann entropy we simply obtain

D(ρ̂1||ρ̂2) = log
Z2

Z1
+ Tr([M2 − M1]C1), (A5)

where M j , C j , and Zj pertain to the Gaussian state ρ̂ j .
Finally, we will compute the fidelity, which we will work

through step by step. Recall that the fidelity is defined by
Eq. (18), which again reads

F (ρ̂1, ρ̂2) = Tr(
√

ρ̂1ρ̂2). (A6)

The first step is to recognize√
ρ̂1ρ̂2 =

√
ρ̂1

√
ρ̂2 (A7)

and can thus defined√
ρ̂1ρ̂2 = 1√

Z1Z2
e−d†M1d/2e−d†M2d/2, (A8)

where d and d† are vectors containing the canonical fermionic
operators d̂i and d̂†

i , respectively, for the ith fermionic site.
From this expression we can now expand out the exponentials
using the Baker-Campbell-Hausdorff formula resulting in

e−d†M1d/2e−d†M2d/2 = −d†M1d
2

− d†M2d
2

− d†[M1, M2]d
4

+ · · · , (A9)

where we have used the fact that terms d†M1d† = dM1d = 0
for Gaussian fermionic systems. With this expression, one can
show that

e−d†M1d/2e−d†M2d/2 = e−d†χd, (A10)

where χ = log e−M1/2e−M2/2. Finally, using the relation

Tr(e−f†χf ) = det(1 + e−χ ), (A11)

we can now explicitly write the fidelity as

F (ρ̂1, ρ̂2) = det(1 + e−M1/2e−M2/2)√
Z1Z2

. (A12)

APPENDIX B: EVALUATING THE DIFFERENCE
INTEGRALS

In this Appendix, we work through the integrals described
in Sec. III C. We first evaluate the difference in the entropy
production given by Eq. (37),

∫ t

0
dt ′[ṠS − ṠSL] = SS (t ) − SS (0) − SSL(t ) + SSL (0)

= SS (t ) − SSL(t ) + SL(0), (B1)

where we have used the fact that the system and lead are ini-
tially uncorrelated, and thus SSL(0) = SL(0) + SS (0). Adding
and subtracting SL(t ), and making use of the mutual informa-
tion I (S : L) = SS (t ) + SL(t ) − SSL(t ), we obtain

∫ t

0
dt ′[ṠS − ṠSL] = I (S : L) − �SL. (B2)

The second integral we want to evaluate is over the difference
between the internal and external particle currents

∫ t

0
dt ′[IP − JP] =

∫ t

0
dt ′Tr[N̂LD{ρ̂} − i[N̂L, ĤSL]ρ̂]

=
∫ t

0
dt ′Tr[N̂LD{ρ̂} − i[N̂L, Ĥ ]ρ̂]

=
∫ t

0
dt ′Tr

⎡
⎢⎣N̂L

⎛
⎜⎝D{ρ̂} − i[Ĥ, ρ̂]︸ ︷︷ ︸

d ρ̂/dt ′

⎞
⎟⎠

⎤
⎥⎦

=
∫ t

0
dt ′ d

dt ′ 〈N̂L〉t ′ = 〈N̂L〉t − 〈N̂L〉0 = �NL.

(B3)

The third integral is over the difference between the internal
and external energy currents

∫ t

0
dt ′[IE − JE ] =

∫ t

0
dt ′Tr[(ĤL + ĤSL )D{ρ̂}

− i[ĤL, ĤSL]ρ̂ − ĤSLD{ρ̂}]

=
∫ t

0
dt ′Tr[ĤLD{ρ̂} − i[ĤL, ĤSL]ρ̂]

=
∫ t

0
dt ′Tr[ĤL(D{ρ̂} − i[Ĥ, ρ̂])]

=
∫ t

0
dt ′Tr

[
ĤL

d ρ̂

dt ′

]
= 〈ĤL〉t − 〈ĤL〉0

= �EL. (B4)
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