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It has become standard practice to describe systems that remain far from equilibrium even in their steady state
by Langevin equations with colored noise which is chosen independently from the friction contribution. Since
these Langevin equations are typically not derived from first-principle Hamiltonian dynamics, it is not clear
whether they correspond to physically realizable scenarios. By exact Mori projection in phase space we derive the
nonequilibrium generalized Langevin equation (GLE) for an arbitrary phase-space dependent observable A from
a generic many-body Hamiltonian with a time-dependent external force A(t) acting on the same observable A.
This is the same Hamiltonian from which the standard fluctuation-dissipation theorem is derived, which reflects
the generality of our approach. The observable A could, for example, be the position of an atom, of a molecule
or of a macroscopic object, the distance between two such entities or a more complex phase-space function
such as the reaction coordinate of a chemical reaction or of the folding of a protein. The Hamiltonian could, for
example, describe a fluid, a solid, a viscoelastic medium, or even a turbulent inhomogeneous environment. The
GLE, which is a closed-form equation of motion for the observable A, is obtained in explicit form to all orders in
h(t) and without restrictions on the type of many-body Hamiltonian or the observable A. If the dynamics of the
observable A corresponds to a Gaussian process, the resultant GLE has a similar form as the equilibrium Mori
GLE, and in particular the friction memory kernel is given by the two-point autocorrelation function of the sum
of the complementary and the external force (¢ ). This is a nontrivial and useful result, as many observables that
characterize nonequilibrium systems display Gaussian statistics. For non-Gaussian nonequilibrium observables
correction terms appear in the GLE and in the relation between the force autocorrelation and the friction memory
kernel, which are explicitly given in terms of cubic correlation functions of A. Interpreting the external force
h(t) as a stochastic process, we derive nonequilibrium corrections to the fluctuation-dissipation theorem and
present methods to extract all GLE parameters from experimental or simulation time-series data, thus making

our nonequilibrium GLE a practical tool to study and model general nonequilibrium systems.
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I. INTRODUCTION

The statistical mechanics foundation of nonequilibrium
phenomena has occupied physicists for many decades [1-8].
More recently, new experimental techniques, such as single-
molecule and optical methods, applied to nonequilibrium
synthetic and biological systems [9-18] have accented the
need for theories that are able to deal with nonequilibrium
experiments and data. At the same time, novel theoretical
approaches were developed and applied to nonequilibrium
driven lattice models [19-21], interacting nonequilibrium par-
ticle systems [22-25], and nonequilibrium barrier-crossing
phenomena [26,27] and used to derive nonequilibrium
work and entropy relations [28-32], generalized nonequilib-
rium fluctuation-dissipation theorems (FDTs) [33-39], and
nonequilibrium entropy-production extremal principles [40].

The generalized Langevin equation (GLE) has played a key
role in the development of methods to deal with the dynamics
of complex systems, as it is an exact equation of motion
for an observable derived by projection from the many-body
Hamiltonian; in other words, projection constitutes a method
for exact coarse graining of a Hamiltonian system [41-53].
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The GLE was applied to protein folding [54-57], barrier
crossing dynamics [26,58—61], motion of living cells [17,18],
spectroscopy [62—64], dynamical neworks [65], and data pre-
diction [66]. While the standard GLE formulations deal with
the motion of an observable in phase space described by a
time-independent Hamiltonian and thus allow one to quantify
the approach of a nonequilibrium state to equilibrium, they do
not apply to driven nonequilibrium system as described by a
time-dependent Hamiltonian. Many works dealt with gener-
alizations of the projection framework to time-dependent and
transient scenarios [67-75]. None of these works dealt with
the specific time-dependent Hamiltonian system considered
in this paper, where a time-dependent force couples to the
observable of interest, and derived the nonequilibrium GLE
in explicit form. Since models that apply the GLE framework
to nonequilibrium phenomena typically choose the noise and
friction terms with a certain degree of freedom [10,17,18,22—
27,76], it is instructive to derive the nonequilibrium GLE
from a time-dependent Hamiltonian. This enables us to check
which nonequilibrium GLEs correspond to an underlying
nonequilibrium Hamiltonian dynamics and which do not. This
is the vantage point of this paper.

©2024 American Physical Society
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For an equilibrium system, here defined to be a system
described by a time-independent Hamiltonian, the Mori GLE
for the generic observable A(t) reads [43]

t
A(t) = —K[A(t) — (A)] — / dsT(t — $)A(s) + F (), (1)
fo
where the stiffness of the effective harmonic potential is de-
noted as K, the time-dependent friction memory kernel as
I'(t), and the complementary force as F'(¢). The time at which
the projection is done is denoted as £y, and the friction kernel
I'(¢) is proportional to the complementary force autocorrela-

tion function via [43]
P = FOF@) .
(A%(1))
[all averages are phase-space averages, and the observable
A(t) in Eq. (1) is in fact phase-space dependent, as will be
detailed below]. The relation in Eq. (2) is often regarded as
equivalent to the FDT, which is not true in general, since even
for equilibrium systems it holds only for the present Mori
GLE but not for a wider class of GLEs that are derived with
nonlinear projection operators [52,77,78]. Note that F(¢) is
often denoted and treated as a random force; this is an approx-
imation since F'(¢) is a phase-space dependent deterministic
function and fulfills well-defined initial conditions at t = ty,
and Eq. (1) is thus deterministic and fully time reversible. In
fact, despite its linear appearance, the Mori GLE in Eq. (1) is
exact even for nonlinear systems, unless the complementary
force F (t) is approximated as Gaussian.

In the presence of an external (i.e., phase-space indepen-
dent) time-dependent force A(¢) that couples to a phase-space
dependent observable A(¢), a Hamiltonian system is generally
out of equilibrium since the external force performs work on
the system. In fact, even for constant force h(t) = hy # 0
such a system is out of equilibrium if the observable A is
unconfined and thus driven into a steady-state motion, as will
be explained below.

In this paper we derive the nonequilibrium GLE for
an arbitrary phase-space dependent observable A, governed
by a general many-body Hamiltonian that includes a time-
dependent external force A(t) acting on A, and our derivation
of the GLE is nonperturbative and thus exact to all orders
in h(t). It is important to note that we do not impose any
restriction on the observable A or the many-body Hamil-
tonian. Accordingly, A could represent the position of an
atom, of a molecule, or of a macroscopic object and the
distance between two objects or a more complex and non-
linear phase-space function, such as the reaction coordinate
of a chemical reaction or of the folding of a protein. The
Hamiltonian could, for example, describe a fluid, a solid, or a
viscoelastic medium or even a turbulent inhomogeneous envi-
ronment. The time-dependent force /(¢ ) would in the simplest
scenario correspond to a force that drags a particle through
a medium, as can experimentally be realized with optical
tweezers [11] or by applying a time-dependent electric field.
It could also correspond to a force that acts on the separation
between two amino acids in a protein and thereby couples
to the folding reaction coordinate, as can be experimentally
realized in dual-optical-tweezer pulling experiments [79]. The
specific time-dependent Hamiltonian we are employing is of

high relevance, as it forms the starting point for the textbook
derivation of the standard FDT [8], which is one of the corner
stones of statistical mechanics. Thus, the standard FDT and
the nonequilibrium GLE we derive in this paper are intimately
connected since they stem from the same time-dependent
Hamiltonian.

A key question we address in this paper is whether in the
presence of an external time-dependent force h(f) acting on
A, the GLE in Eq. (1) and the relation between the friction
kernel and the complementary force autocorrelation in Eq. (2)
still hold. Indeed, one main result of this paper is that the
simple forms of Egs. (1) and (2) indeed remain valid if the
observable A corresponds to a Gaussian process and if F (¢)
is replaced by the sum of F(¢) and A(¢). This is a nontriv-
ial and relevant finding, in particular since many biological
nonequilibrium processes, such as the motion of cells, are
Gaussian to high accuracy [17,18]. Conversely, for a non-
Gaussian observable A, correction terms appear in Egs. (1)
and (2) that depend on three-point correlation functions of A.
The importance of non-Gaussianity has recently been stressed
in the context of nonequilibrium granular and linear model
systems [80,81]. Our explicit form of the GLE allows for
quantitative prediction of the nonequilibrium correction terms
based on experimental or simulation time-series data. For the
special case of a stochastic nonequilibrium force A(z) that
is defined by its second moment, we derive a generalized
nonequilibrium FDT, which in the limit 4(¢) — 0 simplifies to
the standard FDT. For this stochastic scenario, we give explicit
formulas for extracting the parameters of our nonequilibrium
GLE from simulation or experimental time-series data, open-
ing the route to the accurate and data-based modeling of
systems that are far from equilibrium.

Section II contains the full derivation of the nonequilibrium
GLE; this section can be skipped by readers not interested in
technical details. In Sec. III the nonequilibrium GLE is dis-
cussed and the role of non-Gaussian observable fluctuations is
explained. In Sec. IV the nonequilibrium force A(z) is treated
as a stochastic variable, which restores time homogeneity and
simplifies the analysis of the GLE. Here the nonequilibrium
response function and FDT are derived. Section V presents a
short discussion and an outlook. Details of the derivations and
calculations are presented in 11 Appendixes.

II. DERIVATION OF THE NONEQUILIBRIUM
GENERALIZED LANGEVIN EQUATION

A. Definition of the time-dependent Hamiltonian
and solution of the Liouville equation

We consider a time-dependent Hamiltonian for a system of
N interacting particles or atoms in three-dimensional space
with a time-dependent phase-space independent force h(t)
that couples to a generic phase-space dependent observable
As(w),

H(w,t) = Hy(w) — h(1)As(®), 3)

where the subscript distinguishes this Schrodinger-like,
i.e., time-independent, observable from the time-dependent
Heisenberg observable that will be introduced shortly.
Although not really needed for our derivation, the time-
independent Hamiltonian Hy(w) can be split into kinetic and
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potential contributions according to

A
Ho(w) =) 2=+ V(R) 4)
J

j=1

with coordinate-dependent masses m; and where the poten-
tial V(R) contains all interactions between the particles and
includes possible external potentials. As explained earlier,
we impose no restrictions on the observable Ag(w) or on
the Hamiltonian Hyp(w). A point in 6/N-dimensional phase
space is denoted by w = (R, P), which is a 6N-dimensional
vector containing the Cartesian particle positions R and the
conjugate momenta P and fully specifies the microstate of the
system.
Using the time-dependent Liouville operator

3N

dH(w,t) 0 dH(w,t) 0
L(w, 1) = _—_— ], 5
(@0 Z( oP, OR, _ 9R, 0P, ®)
J=1 ’ ’ ’
the 6N-dimensional Hamilton equation of motion can be
compactly written as w(t) = L(w, )w(t), where w(t) is
the phase-space location of the system at time 7 and

J

o(t) = dw(t)/dt is the corresponding phase-space velocity.
Instead of following microstate trajectories in phase space,
which is the Lagrangian description of the system dynamics,
it is much more convenient to switch to the Eulerian de-
scription and consider the time-dependent probability density
distribution as a function of the time-independent phase-space
position, p(w, t), which obeys the Liouville equation

plo,t) = —L(o,)p(o,1). (6)

In all of what follows we suppress the dependence of the
Liouville operator on phase space. We observe that a recursive
solution of Eq. (6) can be written as

p(w, 1) = p(w, 1) — / dnL(t)p(w, tr). (7

to

By iteration the following exact solution is obtained:

p(@, 1) = expg (—/ dsE(S))p(w,to), ®)

which depends on the initial density distribution at time
to and where the time-ordered operator exponential in the
Schrodinger picture has been introduced as [82,83]

expg (—/ ds[,(s)) =1 +Z(—1)”/ dtlﬁ(tl)/]dtzﬂ(zQ)/zdtgﬁ(tg)---/H dt,L(t,). )
fo n=1 fo fo fo

For a time-independent Liouville operator L(t) = Ly, all
nested time integrals can be trivially done, and one obtains
the solution in terms of the standard operator exponential

p(w,t) = exp (=t —10)Lo)p(w, o), (10)

where the exponential of an operator is defined by its ordinary
series expansion.

B. From Schréodinger to Heisenberg observables

A system observable can be generally written as a
Schrodinger-type phase-space function Ag(w). It can, for
example, represent the position of one particle, the center-
of-mass position of a group of particles or of a molecule,
the reaction coordinate describing a chemical reaction, or
the folding of a protein. To simplify the notation, we con-
sider a scalar observable but note that our derivation can be
straightforwardly extended to multidimensional observables.
Using the probability density p(w,t), the time-dependent

1)

(

expectation value (or mean) of the observable Ag(w) can be
written as

a(t) = / de As(@)p(@, 1)

= /da)AS(a))expS (—/ dsﬁ(s))p(w,to). (11)

0

Since the Liouville operator is anti-self-adjoint, it follows
that [8]

a(t) = /dwp(w, 1)A(w, 1), (12)
where we have defined the Heisenberg observable as
t
A(w, t) = expy (/ dsﬁ(s))AS(a)) (13)
fo

using the time-ordered operator exponential in the Heisenberg
picture (i.e., the Heisenberg propagator),

|
expy (/ dsL'(s)) =1 +Z/ dn /ldt2~-~/nil dt, L(ty) - - - L)L 1) (14)
fo n=1 Y fp fo

Obviously, as follows from Eqs. (13) and (14), the time deriva-
tive of the Heisenberg observable is given by

_ dA(w,1)

Alw, 1) yr

= expy (/ dsﬁ(s))[,(t)AS(a)) (15)

(

and the initial condition as A(w, fy) = Ag(w). As derived in
Appendix A, the Heisenberg observable also satisfies the ini-
tial differential boundary condition

% = —L(ty) expy, ( / ds,C(s))As(a)), (16)
0 1)
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which will be needed later to derive operator expansions.

To understand the meaning of a Heisenberg observable,
we for the moment consider the initial density distribution
p(w, 1)) = §(w — wp), which describes a system that at time
to is in the microstate . Inserting this into Eq. (12), we
obtain a(t) = A(wy, t). In other words, A(wy, t) describes the
time-dependent mean of an observable for a system that at
time r =ty was in the microstate wy, i.e., it describes the
temporal evolution of the conditional mean of the observable
Ag(w). It transpires that if we derive an equation of motion for
A(w, t), we have an equation for how this conditional mean
changes in time. This is the central idea of projection and of
GLEs [41-43].

Taking another time derivative of Eq. (15), we obtain for
the acceleration of the observable

A(w, 1) = expy (/ dsﬁ(t))(ﬁz(t) + L(1)As(w).  (17)

Up to now the discussion applied to a general time-dependent
Hamiltonian; for the specific Hamiltonian Eq. (3), where a
time-dependent external force A(¢) multiplies the observable
Ag(w), the Liouville operator splits into two parts

L(t)=Ly—h@)AL, (18)

with the unperturbed Liouville operator given by

, =3ZN OHo(@) 0 OHo() D\ o
"T 4\ 9P, R, OR; 0P,

and the perturbation Liouville operator given by

3N

AL — Z(E)As(a)) 9 8A5(a))i>. 20)
j=1

dP; OR;,  OR; OP

These operators have the important properties LoHy(w) = 0,
ALAs(w) =0, and ALHy(w) = —LyAs(w), from which we

J

derive, using Egs. (15) and (17), the simplified expressions
for the observable velocity and acceleration

Ao, 1) = expy ( / dsL(s))L’OAS(a)), Q1

A(w, 1) = expy ( / dsE(s))E(t)EoAs(a)). (22)

The fact that the velocity (21) exhibits no time dependence
to the right of the operator exponential is crucial: It will later
allow us to use time-independent projection for the derivation
of the nonequilibrium GLE in explicit and rather simple form.
The reason for this massive simplification is the fact that we
derive the GLE for the same observable Ag(w) that appears in
the time-dependent perturbation in the Hamiltonian (3).

C. Projection

Here we follow standard procedures [8,41-43]. We intro-
duce a time-independent projection operator P that acts on a
phase space function and its complementary operator Q via
the relation 1 = Q + P. Inserting this unit operator into the
acceleration (22), we obtain

Alw, 1) = expy (/ dsE(s)) (P + QLM LoAs(w)

= expy (/ dsﬁ(s)) PLE)LoAs(w)

+ expy (/ dsL’(s)) QL(t)LoAs(w), (23)

where we used that the Heisenberg propagator is a linear
operator. The projection is performed at time 7y at which the
time propagation starts (the relevance of this will become
clear later). By inserting the time-dependent Dyson operator
expansion [41-43,82,83] for the Heisenberg propagator (see
Appendix B for a derivation)

expy (/ dsﬁ(s)) = expy (Q/ dsﬁ(s)) +/ dsexpy (/Sds/ﬁ(s’)>73£(s) expy (Qf ds’ﬁ(s’)> (24)

into the second term on the right-hand side in Eq. (23), we obtain the GLE in general form,

Alw, 1) = expy </ ds/l(s))PL(t)LoAs(a)) + F(w, ty, t) + / dsexpy </f ds’ﬁ(g’))PL(s)F(w, s, 1), (25)

where the complementary force is defined as

F(w, 1y, 1) = expy (Q/ ds’ﬁ(s’)) QL) LoAs(w). (26)

The first term on the right-hand side in Eq. (25) will turn
out to represent the conservative force from a potential, the
third term represents non-Markovian friction effects, and the
force F(w,ty,t) represents all effects that are not included
in the other two terms. F(w,fy,t) is a function of phase
space and evolves in the complementary space, i.e., it satisfies
PF (w, ty, t) = 0 (as will be explained further below). While
we suppress the 7y dependence of the observable A(w,t)
and its derivatives, which can cause no confusion since this

to

(

argument is invariant throughout most of the calculation, the
complementary force F(w, ty, t) needs the #y argument since
it varies in Eq. (25).

Clearly, the explicit form of Eq. (25) depends on the
specific projection operator P. Here we choose the Mori
projection, because it is straightforward to implement and
our result concerning the effect of non-Gaussian observables
on the structure of the nonequilibrium GLE is accurately
and transparently produced by Mori projection. We repeat in
passing that the Mori GLE is exact even for non-Gaussian ob-
servables, unless one approximates the complementary force
distribution. The Mori projection applied on a general Heisen-
berg observable B(w,?) using the Schrodinger observable

014123-4



DERIVATION OF THE NONEQUILIBRIUM GENERALIZED ...

PHYSICAL REVIEW E 110, 014123 (2024)

Ag(w) as a projection function is given by [43]

PB(w, 1)
(B(w, 1) LoAs(w))
([LoAs(@)]?)

(B, )(As(@) — (As))
As(@) = (As)l, (27
([As(w) — (As)1?) [As(w) — {As)],  (27)

where we use a particularly useful form that involves threefold
projection on a constant, the deviations of the observable Ag
from its mean and its velocity [77,78]. Here we have defined
the expectation value of an arbitrary phase-space function
X (w) with respect to a time-independent projection distribu-
tion pp(w) as

= (B(w, 1)) + LoAs(w)

(X(0) = / dwX (@)pp(@), 28)

which we take to be the equilibrium canonical distribution of
the time-independent Hamiltonian

pp(w) = e*ﬁHo(w)JrﬂhpAs(w)/Z’ (29)

where Z is the normalizing partition function. The factor
B has units of inverse energy and can be thought of as
the inverse thermal energy characterizing the projection dis-
tribution. Note that for generality we added a linear force
h, in the projection Hamiltonian, which can be chosen as
h, = h(ty) for continuity of the Hamiltonian. Time-dependent
projection has been used to derive generic nonequilibrium
GLEs [67-75], but is not needed here because of the spe-
cific form of our time-dependent Hamiltonian which involves
a time-dependent force h(f) acting on the same observable
Ags(w) for which we derive the GLE. The time-independent
Mori projection in Eq. (27) projects onto a constant, the
Schrodinger observable A(w, fy) = Ag(w) and its time deriva-
tive A(w, 1)) = LoAs(w). Thus, the projection in Eq. (27)
maps any observable B(w, t) onto the subspace of all func-
tions linear in 1, Ag(w) and LyAs(w), meaning that P1 =
1, PAs(w) = As(w) and PLyAs(w) = LoAs(w). From this
follows immediately that Q1 = QAg(w) = QLyAs(w) =0,
which are important properties that allow one to show
that several expectation values involving the complementary
force vanish, namely, (F(w,1,t)) = (F(w,ty,1)As(w)) =
(F(w, tog, t)LoAs(w, )) = 0. The latter relations will be later
used to extract GLE parameters from nonequilibrium time-
series data.

The Mori projection is linear, i.e., for two arbitrary
observables B(w,t) and C(w,t’) it satisfies P(c1B(w, ) +
cC(w, 1)) = ¢;PB(w, t) + caPC(w, t'), it is idempotent,
ie,P? =P, anditis self-adjoint, i.e., it satisfies the relation

(C(w, )PB(w, 1)) = (B(w, ' YPC(w, 1)). (30)

For these projection properties to hold we assume that
As(w) = Ag(R) is a function of Cartesian particle positions
only. From these properties it follows that the complementary
projection operator Q@ = 1 — P is also linear, idempotent, and
self-adjoint. Thus, P and Q are orthogonal to each other, i.e.,
PQ = 0= QP, details are shown in Appendix C.

III. PROPERTIES OF THE NONEQUILIBRIUM
LANGEVIN EQUATION

A. General properties

Using the projection (27) in the generic GLE (25), we
obtain the nonequlibrium Mori GLE

Alw, 1) = —K(t)[A(w,t)—(As)]—/ dsT(s, DA(w, 5)

fo

+ / ds Ta(s. DA, 5) — (As)]

fo

+ F(w,ty,t) + [h(t) — h,]/M; (€28

the details of the derivation are shown in Appendix D. Equa-
tion (31) is an exact and explicit equation of motion for the
Heisenberg observable A(w, t) and is time-reversible, which
is a consequence of the time reversibility of the underlying
Hamilton and Liouville equations. Inspection of the GLE
shows that F(w, ty, t) is the only term [except A(¢)] in the GLE
that accounts for possible nonlinearities (i.e., non-Gaussian
contributions) in A(w,t). Thus, imposing F(w, #p,t) to be
a Gaussian variable corresponds to a severe approximation
for nonlinear systems. On the other hand, keeping the full
non-Gaussian contributions of F'(w, fy, t) makes Eq. (31) an
exact description of the observable dynamics.

The first term in Eq. (31) is a force due to an effective
harmonic potential with a time-dependent potential stiffness
K (t) given by

K(t) = Ko + K (?) (32)
with
([LoAs(w)]?)
= , 33
"= As) — (Ag)1) (33)
- — — 2
Ko@) = —PO = B (As(@) = ANLAsS@)P)

([As(w) — (A5)T?)

The second term in Eq. (31) accounts for linear friction and
depends on the memory kernel given by

[(s.1) = To(s, 1) + T (s, 1) (35)
with
(F(w, 5, $)F (@, 5, 1))
Io(s, t) = , 36
o0 = T LAs@) 0
—B(h(s) — hp)(F (@, 5, )[LoAs(@)]?)
'@, t) = . 37
1.1) ([LoAs@)P) G7

There is also a positional memory term which is not present in
the equilibrium GLE in Eq. (1) and which involves the kernel
function

_ B(h(s) = hp)(F(w, 5, 1)[As (@) — (As)1LoAs(w)) |

Ta(s.1) = (As(@) — (As)1) ’
(38)

note that this positional memory term can be eliminated by
partial integration, as done in Sec. IV D for the extraction of
GLE parameters from time-series data. The last two terms
in Eq. (31) are the complementary force F(w, to,t) defined
in Eq. (26) and the external force h(z), where the mass is
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given by

1

M B{[LoAs(@)]?) 59
For vanishing force h(t) = 0, which renders the equilibrium
scenario, and choosing i, = 0, we see that K (#) = I'((s, 1) =
[s(s,t) =0, and we thus recover the standard form of the
equilibrium Mori GLE in Eq. (1), where in particular the
friction kernel I'y(s, ¢) is via Eq. (2) related to the comple-
mentary force autocorrelation function [note that in Egs. (1)
and (2) we have suppressed the phase-space dependence of
the observable A and of the complementary force F]. In
contrast, if h(t) — h, # 0, we see that additional terms are
present in the GLE and that for I'y(s,¢) # 0 Eq. (2) does
not hold, i.e., the friction kernel I'(s, ) does not equal the
complementary force autocorrelation function. We first want
to discuss whether a nonzero I'| (s, t) necessarily indicates the
presence of nonequilibrium effects.

An insightful scenario to address this question is one
where the force h(t) = hy is constant, in which case the
complementary force and all memory kernels become time
homogeneous and can be written as F(w, s,t) = F(w,t — s),
I'(s,t) =T —s), ['s(s,t) =Ta(t —s). Let us first discuss
an unconfined system, i.e., a system characterized by a di-
verging second moment, ([As(w) — (As)]?) = oo. In this case
K =0 =T,( — s), and we must take &, = 0 in order to have
a bounded projection distribution p,(w) in Eq. (29). From
Eq. (37) we see that I'j(r — s) can in general be nonzero
(as we will discuss in more detail in the next section), in
which case the total friction memory kernel I'(r — s) does
not equal the complementary force autocorrelation, reflecting
that an unconfined system under the influence of a constant
force dissipates energy and thus is a nonequilibrium system.
In contrast, a confined system that is characterized by a finite
second moment ([As(w) — (Ag)]?) is in the presence of a
constant force h(t) = hy an equilibrium system. But we see
that for hy # h,, the terms K (¢), I'1(s, t), and I'4(s, ) do not
vanish in general. In other words, unless we choose as the
projection distribution in Eq. (29) the stationary distribution
with &, = hy, the friction kernel in the Mori GLE I'(s, #) does
not equal the complementary force autocorrelation. Thus, a
nonzero I'i(s,t) not necessarily indicates a nonequilibrium
system, but can also be produced by choosing a nonstationary
projection distribution p,(w) and in this case characterizes
the approach of the system towards its equilibrium distribu-
tion. Conversely, and as we will derive in the next section,
"1 (s, t) is predicted to vanish for Gaussian nonequilibrium
systems, so not all nonequilibrium systems are characterized
by a nonvanishing value of I'y(s, ¢). In summary, the con-
dition I'(s,t) = ['y(s, t) with I'(s,¢) and ['y(s, t) defined in
Egs. (35) and (36), equivalent to the standard equilibrium FDT
for the Mori GLE, as we will show further below, does not
necessarily indicate an equilibrium system, and conversely,
the condition I'(s, 7) # T'y(s, ) does not necessarily indicate
a nonequilibrium system. Having made this important point,
we from now on put 2, = 0.

Note that for equilibrium systems governed by a time-
independent Hamiltonian, the GLE parameters and the
complementary force can be extracted from simulation or
experimental time series data by various well-established

techniques [45,52,53,84-88]. Similar extraction techniques
for nonequilibrium time-series data will be discussed in
Sec. IV for an external stochastic force A(¢z). We mention in
passing that the external force A(¢) in general performs work
on the system, meaning that the total energy of the system will
in general increase with time. Since the GLE (31) is exact, it
correctly takes into account these transient energetic effects.

B. Gaussian versus non-Gaussian observables

In order to highlight the role played by non-Gaussian fluc-
tuations of the observable A(w,t), we slightly rewrite the
friction memory kernel in Eq. (35) as

I'(s,t) =To(s,t) + Bh(s)h(t)/M + Tz (s, t) (40)
with
—Bh(s)([F (w, 5, 1) + h(t)/M][LoAs(w)]?)

Ta(s,1) = ([LoAs(@)]?) '
(4D

For the potential memory term in Eq. (38) we choose the
modified equivalent form

FA(S, t)
_ BRO)([F (@, 5, 1) + h(t)/M][As (@) — (As)1LoAs(@))
([As(w) — (As)]1?)

(42)

From the GLE (31) we see that F(w, s,t) 4+ h(t)/M is linear
in A(w, -) — (As) defined with a projection time given by
to = s, we conclude from Eqs. (41) and (42) that T'»(s, )
and "4 (s, t) are proportional to correlation functions that are
cubic in A(w, -) — (As). In other words, for an observable
A(w, t) — (Ag) that is Gaussian or, more generally, inversion-
symmetric, the kernel functions I';(s, ) and "4 (s, ¢) [and also
the potential stiffness correction K;(¢)] vanish. In this case,
we are thus led to the simplified GLE, valid for Gaussian
observables,

Alw, 1) = —Ko[A(w, t) — (AS>]—/ dsTg(s, HA(w, s)

+ F(w, ty,t) + h(t)/M, (43)

where the Gaussian friction kernel is given by the autocorre-
lation of the sum of the complementary and external forces
according to

([F(w,s,s)+ h(s)/M][F(w,s,t) + h(t)/M])
([LoAs(@)P)
_ (F(o,s,9)F (0,s5,1)) + h(t)h(s)/M?
([LoAs(e)]?)
(F(w,s, s)F(w,s, 1)) + Bh(t)h(s)/M (44
= s .
([LoAs(@)]?)

In the derivation of Eq. (44) we used that &(¢) is phase-space
independent. Thus, we conclude that a Gaussian nonequilib-
rium observable is described by a GLE with a friction memory
kernel that via Eq. (44) is related to the autocorrelation of
the total force F (w, s, t) + h(t) acting on the observable. One
notes that Eqgs. (43) and (44) are equivalent to the standard
Mori GLE formulation, Egs. (1) and (2), provided the force

Ig(s,t) =
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in Eq. (1) is interpreted as the sum of the complementary
force F(w, s,t) and the external time-dependent force A(z).
It should be also noted that an observable can be Gaussian
while the entire many-body system is non-Gaussian, meaning
that other observables and system coordinates may very well
exhibit non-Gaussian fluctuations. Thus, the class of systems
exhibiting Gaussian observables is a rather large one and in-
cludes, for example, the center-of-mass motion of living cells
[17,18].

Another useful equation is derived by averaging the entire
GLE (31) over phase space, resulting in

at) = / dw py(@)A(w, 1)

= —K(@)la(®) — (As)] —/ dsT(s,1)a(s)

fo

t
+/ dsTa(s, Dla(s) — (As)] + h(@®)/M,  (45)
fo
where the phase-space averaged Heisenberg observable is
denoted as a(t) = (A(w, t)) and (F(w, ty, 1)) = 0 was used.
This equation describes how a(z) evolves in time under the
influence of A(t), and it therefore establishes the relation be-
tween the mean observable a(¢) and the external force h(t).
This equation is exact and valid beyond the linear-response
approximation and can therefore be viewed as a generalization
of the linear-response FDT, as will be explored in detail in
Sec. IVB.

To derive yet another GLE, we define the deviation of the
Heisenberg observable A(w, t) around its mean as

AA(w,t) =A(w, t) — a(t), (46)

and by subtracting Eqs. (31) and (45) the GLE for AA(w, t)
follows as

A(w, 1) = —K(t)AA(a),t)—/ dsT(s, ) AA(w, s)

t
+ f dsTA(s,t)AA(w, s) + F(w, 1y, 1), (47)
o

which does not explicitly depend on the external force A(t)
anymore. From Eq. (47) we see that the complementary force
F(w, ty, t) is linear in AA(w, -). Similar to our argumentation
for A(w, t), this means that if AA(w, t) is a Gaussian variable,
the kernel functions I"; (s, ) and "4 (s, ¢) in Egs. (37) and (38)
vanish, and we are thus led to the simplified GLE for the
Gaussian deviatory nonequilibrium variable AA(w, t)

A(w,t) = —KOAA(cu,t)—/ dsTo(s, ) AA(w, )

to

+ F(w, 1, 1), (48)

where the friction kernel I'y(s, ¢) is given by the complemen-
tary force autocorrelation via Eq. (36). Thus, the deviations
of a Gaussian nonequilibrium variable from its mean are
described by a GLE of the form of Eq. (1) that satisfies the
equilibrium relation (2).

We have demonstrated in this section that a Gaussian ob-
servable is described by a GLE that has the same form as the
equilibrium GLE (1), in other words, the stochastic behavior

of an observable of a nonequilibrium system differs from an
equilibrium system only if the observable is non-Gaussian.
This is a very important finding, since many experimental
observables are Gaussian to a very good degree, and for all
such observables the standard equilibrium Mori GLE in the
form of Eq. (1), or, more precisely, Egs. (43) or (48), is a valid
description of the dynamics.

IV. STOCHASTIC EXTERNAL FORCE

A. Linear response function for finite (not necessarily
small) external force h(t)

The GLE discussed so far is difficult to deal with in practice
since it is inhomogeneous in time; this is utterly expected
and reflects the presence of the time-dependent external force
h(t) in the Hamiltonian but complicates all further analysis.
In many experimental scenarios, the time evolution of A(t) is
not known or unimportant and one is rather interested in the
observable dynamics that is averaged over h(t). It therefore
becomes useful to interpret i(t) as a stochastic variable that
can be characterized by its first moments

I=1, h(t)=0, h)h(s)=o(t—s). (49)

The assumption of a vanishing first moment does not restrict
the generality of the model since (at least for bounded sys-
tems) we can subtract a constant from A(¢ ) and move it into the
equilibrium part of the Hamiltonian in Eq. (3). Here o (r — )
denotes the autocorrelation or time-dependent variance of the
external force; by defining only the first two moments of A(t)
we are not necessarily implying that the force actually is a
Gaussian stochastic variable. Rather, in the explicit results we
neglect the influence of higher-order correlations in A(t), as
will become clearer later. By averaging the kernel functions
K(t), ['(s,t), Ta(s,t) in the nonequilibrium GLE Egq. (31)
over h(t) according to Eq. (49), we obtain the preaveraged
GLE

A’(w,t):-KO[A(w,t)—<AS>]—f dsT(r — $)A(w, s)

fo

+/ dsTA(t — )[A(w, s) — (As)]

fo

+ F(w, to,t) + Fe(t) + h(t)/M, (50)

where we have added a generating force F.(¢) by the sub-
stitution h(t) — h(t) + MF.(t) in the Hamiltonian (3). This
generating force Fc(¢) is independent of A(¢) and will be
used to derive the linear response of the nonequilibrium sys-
tem. Neglecting their implicit dependence on F¢(t), permitted
to linear order in F¢(t), the force-averaged memory kernels
T(t — s) and T4 (t — s) are homogeneous in time, as is shown
by perturbative operator expansion to leading order in powers
of the external force variance o in Appendix E. Note that the
solution A(w, t) of the original GLE (31) is in general not
the same as the solution of the preaveraged GLE in Eq. (50),
which reflects the approximate nature of the preaveraging
approximation. The formal derivation of the preaveraging ap-
proximation is given in Appendix F, where we show that it
corresponds to the leading term in a systematic expansion in
powers of the external-force autocorrelation o (¢).
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The friction kernel follows from Eq. (40) explicitly as
T(t—s)=Tygt —s)+Bo(t—s)/M+Trt—s), (51)

where To(t — s) and T, (¢ — s) denote the external-force aver-
ages over Egs. (36) and (41).

By averaging Eq. (50) over the phase space variable @ and
the external field /(¢), we obtain the GLE for the phase-space
and external-force-averaged Heisenberg observable a(r) on
the preaveraging approximation level,

a(t) = —Kola(t) — (As)] — f dsT(t — s)a(s)

fo

+ f dsTat — )lats) — A+ E@).  (52)

fo

By Fourier transforming Eq. (52) according to a(v) =
ffooo dte™"a(t), we obtain the response relation to first order
in F.(t) as

a(w) = 2m8(v)(As) = F(WF.(v), (53)

where the Fourier-transformed response function is deter-
mined by

=+ =+
1/3(v) = Ky —v* + 10T (v) =T, (v)
=+ =+
=Ko — v’ + 10Ty (v) + B&T(W)/M + T, (v))
_T, ). (54)

In the last step we have inserted Eq. (51). Note that the
response function ¥ (v) accounts for the full nonlinear depen-
dence on the nonequilibrium force A(f) on the preaveraging
approximation level, so it describes the linear response to
an infinitesimal force F.(¢) in the presence of a finite (not
necessarily small) time-dependent external force A(¢). In de-
riving Eq. (54) we have shifted the projection time into
the far past, ) - —oo, and we have introduced causal or
single-sided memory kernels and correlations, i.e., F+(t) =0,
T,()=0,Tg(t)=0,T,(t)=0, ot (t)=0 for t <0. In
fact, the nonequilibrium response function ¥ (v) can be ex-
tracted from experiments or simulations by applying a small
perturbing force F¢(¢); alternatively, it can be extracted from
an observable trajectory via a suitably defined two-point cor-
relation function, as explained in Sec. IV C. For a Gaussian
observable, in which case T4(¢) = 0 = T'»(¢) as discussed in
Sec. III B, but in the presence of a nonequilibrium stochastic

J

Cw)

force, h(t) # 0, we obtain from Eq. (54) for the response
function

1/7(0) = Ko — v* + 10Ty (0) + 105, ()M, (55)

In the absence of an external force, which means for
64+ (v) =0, Eq. (54) reduces to the standard equilibrium re-
sponse function

1/7(0) = Ko — v* + 10Ty (v). (56)

By comparison of Egs. (54)—(56) we see that the presence of
a stochastic external force A (t) modifies the response function
% (v) significantly. Thus, for an experimental or simulation
system where one is able to turn on and off the external force
h(t), one can determine the nonequilibrium contribution to

the response function (54) 1v(86 T (v)/M + F;(U)) - F:(v)
by comparison of the responses with and without external
force, given by Egs. (54) and (56). For a Gaussian observable,
Eq. (55) shows that one can directly obtain the external force
autocorrelation function o (¢) by comparing the response func-
tions for the scenarios where the external force A(t) is turned
on and off.

B. Nonequilibrium fluctuation-dissipation theorem
for finite external force ()

In order to derive the nonequilibrium version of the FDT,
we need to calculate the two-point correlation function

Ct —1) = (Ao, 1) — (As)1[A(w, ') — (A5)])  (57)

for general times 7, >> ty, which is obtained by simulta-
neously averaging over phase space and the nonequilibrium
force h(t) according to Eq. (49). In Appendix G we derive
Eq. (57) and show that two-point correlation functions are
generally given by a phase-space average over products of
Heisenberg variables; for this we use the product propagation
relation derived in Appendix H. In Appendix I we show that
the Fourier-transformed correlation function is to first order
in an expansion in powers of To(v) and & (v), the second-
order moments of the complementary force F (w, ty, t) and the
external force h(t), respectively, given by

Cw) = FWF(—)([LoAs(@)P)To(v) + & (v)/M?], (58)

where we note that To(v) = F;(\)) —i—F(J)r(—v) and 6(v) =
6T(v)+ 6T (—v) are Fourier transforms of the time-
symmetrized functions. Using the expression for the response
function ¥ (v) in Eq. (54), we can rewrite Eq. (58) as

=+ =+
Fy(w)—T,(=v)

_ X(—V) _ X(V) s e =+ =+ . _
([LoAs(@)]?) v v XXV Ty ) 415 (=v) v (59)
Since all time-domain kernel functions are real, we have Re(I't(v)) = Re(I't(—v)) and Im(T"* (v)) = —Im("* (—v)), where

Re and Im denote the real and imaginary parts, respectively, of a complex number X according to X = ReX + (ImX. With this,

we can rewrite Eq. (59) as

vC(v)
2([LoAs(w)]?)

— _Im(F(v)) — X7 (—)[vRe(T (1) — Im(T, (M))], (60)
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which is the generalized FDT in the presence of a finite
(not necessarily small) stochastic external force h(z). As dis-
cussed in Sec. III B, if the obsgrvable A(aN), t) is Gaussian, the

memory kernel contributions I'5(v) and T4 (v) vanish and we
recover a relation that resembles the standard FDT [8]

vC(v) g

2 LoAs@P) ©b
However, the correlation function C(v) and the response func-
tion ¥ (v) are modified by the presence of the external force
h(t) and do depend on the external-force autocorrelation o (¢),
as explicitly shown in Egs. (54) and (58), so Eq. (61) is a
nontrivial generalization of the standard FDT [obtained in the
limit of infinitesimally small external force A(¢)] to nonequi-
librium Gaussian systems with finite (not necessarily small)
h(t). Recently, a FDT similar to Eq. (61) was derived for a
specific class of dynamic perturbations introduced on the level
of the Liouville equation [38]. The relation to our result based
on a Hamiltonian model will be explored in the future.

In Appendix J we derive the standard FDT by leading-order
perturbation analysis of the Heisenberg observable in Eq. (13).
The comparison with that derivation is instructive, since it
deviates slightly from the textbook derivation of the FDT and
highlights the nonperturbative character of our nonequilib-
rium GLE. Comparison of Egs. (60) and (61) shows that our
generalized FDT for non-Gaussian nonequilibrium systems in
Eq. (60) contains additional terms that are proportional to the

non-Gaussian memory kernel contributions T',(v) and T4 (v).

An alternative and particularly transparent formulation of
the nonequilibrium fluctuation dissipation theorem (60) is
given by

CW/([LoAs@)P) _ Tow) +B5(v)/M
2m(x () 2Re( (1) — (T, (1))
=1+ E(®), (62)

where in the first equation we used Eq. (58) and the relation

~+ =+
Im(¥ (v)) = —=x (W (=v)(WRe(I" (v)) —Im(I", (»))),

(63)
which directly follows from Eq. (54). Equation (62) contains
two alternative forms of our nonequilibrium FDT, the first
in terms of the correlation function C(v) and the imaginary
part of the response function Im(j% (v)), which is preferred
when the external-force autocorrelation o (¢) is not known,
the second in terms of the complementary and external

force correlations ﬁo(v), 6(v) and the memory functions
=+ =+

I' (v) and 'y (v), which is useful when o(t) is known,
as will be elaborated on in Sec. IVD. In Eq. (62) we de-
fined the frequency-dependent nonequilibrium correction to
the standard FDT, E(v), which has been previously intro-
duced to quantify the departure from equilibrium in biological
nonequilibrium data [37,39]. Using Eq. (60), it is given by
X)X (—v)

=+ =+
ImG; (") [Re(vI', (v)) —Im(I", (v))].  (64)

E(v) =

~+
Obviously, for Gaussian observables, for which I', (v) =0 =

=+
I', (v) holds, as has been explained in Sec. III B, we have

E(v) = 0. The expression for E(v) in Eq. (64) factorizes into
X (W) ¥ (—v)/Im(} (v)), which depends solely on the response
function x (v), and into the sum of the non-Gaussian memory

contributions F: (v) and F (v). It transpires that from the
response function ¥ (v) and the two-point correlation func-
tion C(v), which have been determined experimentally for a
few different nonequilibrium biological systems [9,16] and
from which via Eq. (62) the correction factor E(v) can be
determined, the sum of the non-Gaussian memory contribu-

tions F:(v) and F:(v) can be straightforwardly extracted
via Eq. (64). That means that the non-Gaussian character of
an observable can be inferred without actually measuring its
distribution. We note that the rescaled sum of the comple-

mentary force autocorrelation To(v) and the external force
autocorrelation &(v) can also be extracted with knowledge
of the response function ¥ (v) and the two-point correlation
function C(v) according to Eq. (58).

C. Response function from Volterra equation

The standard way of extracting the memory kernel from
time-series data is by turning the stochastic GLE for the
phase-space dependent observable A(w, t) into a nonstochas-
tic integro-differential equation for the two-point correlation
function, which can be solved by Fourier transformation or
recursively after discretization in the time domain [45,89].
Here we show that the same methodology also works for our
nonequilibrium GLE. To proceed, we multiply the preaver-
aged GLE in Eq. (50) by A(w, 1) = LoAg(w) and average
over phase space w and the external force /(¢) according to
Eq. (49), by which we obtain the equation

e . l IU fr— ..
—Co(t —ty) = KoCo(t — tp) + / dsT'(s)Co(t —tg — )
0

—/70dsFA(s)C0(t—to—s) (65)
0

for the phase-space and external-force averaged two point
correlation function

Co(t — 10) = ([Alw, o) — (As)][A(w, 1) — (As)]),  (66)

on the preaveraging approximation level. Note that the two-
point correlation function Cy(7) defined here differs from the
one defined in Eq. (57) in that one of the times coincides
with the projection time #y. This makes a fundamental dif-
ference, as will become clear shortly; for example, Cy(0) is
an equilibrium average that depends only on the canonical
projection distribution p,(w) in Eq. (29), while C(0) is an
intrinsically nonequilibrium expectation value. When deriv-
ing Eq. (65), we used that the phase-space average over the
product of A(w, tp) and the forces F(w, ty, t) or h(¢) in the
GLE (31) vanishes and that the resulting equation becomes
homogeneous in time due to the average over the stochastic
force h(t), as explained in Appendix E.

Performing a single-sided Fourier transform of
Eq. (65) while assuming ¢ > fy and defining C‘J(v) =
Jo° dte™""Cy(t), we obtain

Co(Mx(v) | Go(0)

Gy = =22 4 222, (67)
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where we used the response function X (v) defined in
Eq. (54). Symmetrizing Eq. (67) according to Co(v) =
Ciwv)+ C:’J(—v) and using that Co(0) = ([LoAs(w)]?), it fol-
lows that Cy(v) equals C(v) in the Gaussian scenario, Eq. (61),
but differs from C(v) in the non-Gaussian scenario, Eq. (60);
in other words, Cy(¢) and C(¢) differ only for non-Gaussian
nonequilibrium systems.

From the time-domain correlation function Cy(¢) defined
in Eq. (66), which can be straightforwardly obtained in exper-
iments or simulations by turning on the nonequilibrium force
at time #( [using that the distribution at time f, just prior to
application of the nonequilibrium force, equals the canonical
projection distribution p,(w) in Eq. (29)], the single-sided
Fourier transform C*(v) and the values Cy(0) and Cy(0) fol-
low, from which % (v) is determined via Eq. (67) by direct
inversion according to

wCi(v)  Cy(0)
Co0)  Co(0)’

Alternatively, instead of Fourier transformation, Eq. (65) can
be recursively solved by discretization [45,52,84].

XW) = ———

(68)

D. Extracting nonequilibrium GLE parameters
from the response function and time-series data

In the previous section we showed that the correlation
function Cy(7), defined in Eq. (66), is the solution of the
differential equation (65) and can be used to determine the
response function ¥ (v) via Eq. (68). This is an alternative and
rather straightforward method to obtain the response function
X% (v) from the experimentally determined or simulated corre-
lation function Cy(t), the standard way being the application
of a small perturbing force and measuring the response, as
discussed in Sec. IV A.

In fact, from j(v) the deterministic force and kernel pa-
rameters of the preaveraged GLE in Eq. (50) can be obtained.
To show this, we introduce the running integral over the preav-
eraged memory function G4(s) = [ YHO ds' T A(s"), with which
Eq. (50) can after partial integration be rewritten as

A(w,1) = —[Ky — Ga(O)][A(w, 1) — (As)]

—f ds[(T(t — 5) + Ga(t — $)]A(w, )

+ F(w, to,t) + h(t)/M. (69)

The GLE in Eq. (69) now depends on a single combined
kernel function T'() 4+ G4 (¢). Shifting the projection time into
the far past, o — —oo, the single-sided Fourier transform
of this kernel function can be shown to be related to the
Fourier-transformed response function ¥ (v) given in Eq. (54)
according to

1/ 1 1
F(v)—i—GA(v)— ( ———+v ) (70)

x(v)  x(0)

The stiffness of the effective harmonic potential that appears
in Eq. (69) is determined by the zero-frequency limit of the
response function in Eq. (54) according to

1
Ko — Ga(0) = 70) (71)

It transpires that all deterministic parameters of the GLE in
Eq. (69) can be derived from the response function ¥ (v)
according to Egs. (70) and (71). All results derived in
Secs. IVA, IV B, and IVCare equally Vahd for the GLE (69)

if the replacement FA v) = GA ) — szA (v) is used.
Furthermore, using these deterministic GLE parameters
obtained from Eqgs. (70) and (71), the trajectory of the sum of
the complementary and external forces, F (w, ty, t) + h(t)/M,
can be calculated from a trajectory of the observable A(w, t)
via Eq. (69). This allows us to calculate the distribution and
all correlations of F(w, ty, t) + h(t)/M and thus to obtain the
complete parametrization of the GLE. In particular, after aver-
aging over w and h(t), which amounts to an average over time,
and using the definitions (36) and (39), the autocorrelation
function of F'(w, ty, t) + h(t)/M becomes proportional to the

sum To(v) + B& (v)/M. If the external-force trajectory A(t) is
known, which is the case for simulations and some experimen-
tal scenarios, even the complementary force trajectory can be
extracted.

In conclusion, knowledge of the response function ¥ (v),
which can be obtained from the correlation function Cy(t)
defined in Eq. (66) according to Eq. (68) or from apply-
ing a perturbation force as discussed in Sec. IV A, allows
us to determine the deterministic parameters of the GLE in
Eq. (69). The force trajectory F(w, to,t) + h(t)/M can then
be determined from the observable trajectory by use of the
GLE Eq. (69), which means that all parameters of the GLE
are known. Thus, the exact coarse-grained model defined by
the GLE can be fully parameterized based on nonequilibrium
time-series data.

E. Joint observable distribution from path integrals

It remains to elucidate under which conditions the Heisen-
berg variable A(w, t) can be described as a Gaussian process
and thus the simplified nonequilibrium GLE (43) is valid. For
this we consider the two-point joint probability distribution of
A(w, t), which is defined as

p(Az, 123 AL 1) = (8(A2 — A(w, 12))8(A;

—Alw, 1)) (72)

and involves averages over phase space » and the external
force h(t) according to Eqs. (28) and (49). For the delta
functions we use their Fourier representation and obtain

p(Ar, 12;A1, 1)

:/ dé]l/ dq

x e T eA exp [—1g1A(w, 1) — 1pA(w, )]). (73)

Using the time-domain version x (¢) of the response function
defined in Eq. (54), the preaveraged GLE (50) can be inverted
as

oo

Alw, t) — (Ag) = / dsx()[F(w,t —s) + h(t — s)/M).
- 74)

Note that in deriving Eq. (74) we have also preaveraged
the complementary force term in Eq. (50) over h(t), so
that it becomes time-homogeneous as well. This additional
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preaveraging leads to higher-order corrections in terms of the
external-force autocorrelation o (¢) that can be neglected to
leading order, as explained in Appendix F. It transpires from
Eq. (74) that the dependence of A(w, t) on the phase space
variable o is solely due to the preaveraged complementary

J

force F(w, t), so the phase-space average in Eq. (73) can be
replaced by an average over F(w, t). The averages over the
forces F(w,t) and h(t) in Eq. (73) we express by Gaussian
path integrals as

— — — ——1
— _ *® DF(w, ). — _ o0 JF(w, $)F(w, )Ty (s—)
(X (F, h)) _/_Oo N X(F,h)exp( /_OO dsds TS ) (75)
o] . oo AP
XF. h) = f DhC) y F. hyexp <— / dsds "o (s S)), (76)
o N o 2

where Ny and A, are normalization constants and T, ! (s) and
o~ !(s) are the inverse functions of the Gaussian kernels de-
fined in Eqs. (36) and (49) according to [ dsT' "t — $)Tols —
') = 8(¢' —t) [and similarly for o ~!(s)]. Non-Gaussian fluc-
tuations of F (w, ¢) and A(¢) need not be explicitly considered
here as by virtue of Egs. (36) and (49) they do not
change their two-point correlations. Performing the Gaussian
path integrals, the two-point distribution follows in matrix
notation as

exp [ —(A4; — (As)I' (A — (As))/2]

/det2ml ’
)

p(Ar, 12;A1, 1) =

where the indices j, k = 1, 2 are summed over and the entries
of the two-by-two matrix

Ijk:C(tj—lk) (78)

are given by the two-point correlation function defined in
Eq. (58); details of the derivation are given in Appendix K.
From Eq. (77) we see that if the forces F(w,t) and h(t)
are described by general Gaussian processes, as assumed in
Eqgs. (75) and (76), then, on the preaveraging approxima-
tion level, also the observable A(w,t) — (Ag) is a Gaussian
process determined by the correlation function C(z) defined
in Eq. (58). In this case, the GLE (43) is valid, which
has the structure of an equilibrium GLE. Conversely, if one
of the two forces F (w, t) or h(t) is non-Gaussian, then also
the observable A(w, ) — (Ag) is non-Gaussian and the GLE
in Eq. (31) applies, which does not satisfy the simple relation
between the memory kernel and the force autocorrelation in
Eq. (44). To reiterate this point, if the relation in Eq. (44) is
violated, this can be due to non-Gaussian contributions in the
complementary force F(w, t) or in the nonequilibrium force
h(t). It will in general be difficult to tell in an experiment
which of the forces generates the non-Gaussian behavior of
the observable A(w, t) [unless of course the nonequilibrium
force h(t) is generated by hand and explicitly known], in
particular since F(w,t) is modified by the presence of an
external force A(t).

V. SUMMARY AND DISCUSSION

In this paper we have derived the nonequilibrium
GLE from a many-body Hamiltonian which contains a

(

time-dependent force /() that acts on a general phase-space-
dependent observable Ag(w). This is the same Hamiltonian
from which the standard FDT is derived; in other words, the
GLE we derive is conjugate to the standard FDT with one
important distinction: While the standard equilibrium FDT
describes the first-order response of the time-dependent mean
of the observable Ag(w) to an infinitesimally small external
force h(t), we derive the nonequilibrium GLE Eq. (31) non-
perturbatively, i.e., exactly to all orders in A(¢). While linear
and nonlinear response theory describes how the mean of
an observable explicitly depends on the external force A(r),
the GLE is an equation of motion for the fluctuating (i.e.,
phase-space dependent) observable, it therefore opens up a
complementary field of applications and is particularly rele-
vant for the description of the stochasticity of time-series data.

From the exact GLE Eq. (31) we infer that Gaussian
nonequilibrium observables are described by the simplified
GLE in Eq. (43) that takes the form of the equilibrium GLE in
Eq. (1). This is an important and rather nontrivial finding, as
key observables of many nonequilibrium systems are in fact
Gaussian. For example, the motion of cancer cells and algae
[17,18] has been shown to be described by a Gaussian process
provided one looks at single-cell data. The correction terms in
the nonequilibrium GLE (31) that account for non-Gaussian
effects turn out to be equivalent to three-point correlation
functions of the observable.

The nonequilibrium GLE in Eq. (31) breaks time homo-
geneity and thus is difficult to deal with in practice. Treating
the external force A(¢) as a stochastic variable that is defined
by its second moment, we preaverage the GLE over h(t).
This preaveraging approximation reinstalls time homogene-
ity of the GLE and allows us to derive the nonequilibrium
FDT to first order in an expansion in terms of the external
and complementary force variances. Similar to the GLE, the
nonequilibrium FDT for Gaussian observables has the same
form as the equilibrium FDT, only for non-Gaussian observ-
ables correction terms appear in the nonequilibrium FDT that
again are related to three-point correlation functions of the
observable.

We also introduce different methods for extracting the pa-
rameters of our nonequilibrium GLE from time-series data.
Knowledge of just the two-point correlation function C(t)
allows to gain only convoluted insight, as demonstrated by
Eq. (58), unless the observable is Gaussian and C(¢) contains
complete knowledge of the system response via Eq. (61). In
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contrast, complete parameter extraction from data is possible
even for non-Gaussian nonequilibrium systems by knowledge
of the response function x(¢) and the observable trajectory.
Here it is important to distinguish two scenarios: If the ex-
ternal force h(z) can be turned on and off at will, as is the
case in simulations and in experiments with explicitly applied
external force, for example, by laser traps or atomic-force
microscopes, x () can be determined via Eq. (68) from the
two-point correlation function Cy(¢) defined relative to the
time at which A(t) is turned on, as is explained in Sec. IV C.
If the external force h(¢) cannot be abruptly turned on or off,
as is the case in most biological experiments, y (f) must be
determined by explicitly applying a small additional pertur-
bation force, as explained in Sec. IV A. From x () and the
observable trajectory, all GLE parameters can be extracted,
as explained in Sec. IV D. Knowing all GLE parameters, one
has a complete coarse-grained theory for the nonequilibrium
process, from which, e.g., the nonequilibrium FDT in Eq. (60)
can be predicted, as explained in Sec. IV B. For example,
the response function and the two-point correlation function
have been experimentally measured for active actomyosin
networks [9] and living red blood cells [16], meaning that
the nonequilibrium kernel functions can be extracted using
the formulas given in Sec. IV B from literature experimental
data.

It is a widespread misconception that the standard Mori
GLE Eq. (1) is approximate and holds only for Gaussian
observables. The opposite is true: Eq. (1) is exact and any
nonlinear properties that the observable A might have are
accurately accounted for by non-Gaussian contributions of
the complementary force F. The same is also true for the
nonequilibrium GLE we derive, Eq. (31), which exactly de-
scribes non-Gaussian nonequilibrium observables, provided
the non-Gaussian contributions from the complementary force
are correctly included.

A second widespread misconception is that the relation
between the memory kernel and the complementary-force
autocorrelation for equilibrium systems in Eq. (2) is a

J

consequence of or equivalent to the fluctuation-dissipation
theorem (FDT) and that deviations from the equality in Eq. (2)
would signal a breakdown of the standard FDT. While this
is true for the Mori projection used in this work, it does not
hold for other nonlinear projection schemes that have been
introduced recently [52,77,78].

One conclusion from our work is that for Gaussian ob-
servables that follow from a time-dependent Hamiltonian of
the form of Eq. (3), it does not make sense to consider a
GLE with a complementary force that violates the relation in
Eq. (2). This nicely complements our previous finding that
for Gaussian systems there is no way of detecting nonequilib-
rium properties from time-series data [17,18]. Our approach
can also be used to derive coarse-grained nonequilibrium
models of interacting active particles [22-25,40] from time-
dependent Hamiltonian models, for which one would have
to generalize the techniques used to derive the nonequilib-
rium GLE in this paper to vectorial observables. It would be
highly interesting to investigate the structure of the dissipa-
tive coupling between the active particles in such a vectorial
nonequilibrium GLE and how it relates to the properties of the
underlying Hamiltonian model. The time-dependent Hamilto-
nian Eq. (3) studied by us includes only the linear coupling
between the time-dependent force A(r) and the observable
Ag(w); more complicated time-dependent Hamiltonians are
conceivable. The motivation for studying this simple time-
dependent Hamiltonian is that it leads to the standard FDT,
and our nonequilibrium GLE thus is conjugate to the standard
FDT. In the future, it will be interesting to derive GLEs from
more complex time-dependent Hamiltonians.
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APPENDIX A: DERIVATIVE OF HEISENBERG PROPAGATOR WITH RESPECT TO INITIAL TIME

Using the Heavyside function 6(¢), defined as 6(¢) = 1 fort > Oand 6(¢) = O fort < 0, the time-ordered operator exponential

in the Heisenberg picture (14) can be rewritten as

expy </ ds[,(s)) =1 +Z/ dt1/ dn6(t —t2)/ dno(t —t3)~-/ d,0(t,—1 — t,)L(t,) - - - L(B)L(B)L(E). (Al)
fo n=1 Y% fo fo fo

We now reorder the integration variables to obtain

t o t t t t
XPu (/ dS,C(S)) =1 +Z/ dtn/ dtnfle(tnfl _tn)/ dtn729(tn72 - tnfl) o / dtle(tl —[2)[,([”)5(1‘”,1),6(1‘",2) e »C(tl);
fo n=1 Y10 1o fo fo

(A2)

note that the Liouville operators cannot be reordered since £(¢;) and L(,) in general do not commute for ¢; # #,. We now replace
the Heavyside functions by the appropriate integration boundaries and obtain

t 0 t t t t
expy ( f dsc(s)) =1+ / dt, / dt,_ / diy_y--- / At L(6) L) L(tn—2) - - L(11).
fo n=1 Y1 tn In—1 5}

From this expression Eq. (16) follows directly.

(A3)
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APPENDIX B: DERIVATION OF THE TIME-DEPENDENT DYSON OPERATOR EXPANSION

The operator expansion for two general time-dependent operators V(¢) and WW(t) reads

expy (/ V(s) + W(s)ds> = expy (/ dsV(s)) +/ dsexpy </Y ds’V(s’))W(s)epo (/ V(s') + W(s’)ds’). B1)

To prove this relation, we use Egs. (15) and (16) to obtain from Eq. (B1)

expy (f V(s) + W(s) ds) = expy </ a’sV(s)> —/ ds% expy (/’ ds’V(s’)) expy (/ V(s') + W(s’)ds’>, (B2)

Now the integral can be performed and the equality is obtained. An alternative operator expansion relation reads

expy </ V(s) + W(s) ds) = expy </ dsV(s)) —i—/ dsexpy </ V(s) + W(s)ds’)W(s) expy (/ ds’V(s’)), (B3)

which can be proven analogously. Choosing V(s) = QL(s) and W(s) = PL(s) in Eq. (B3) we obtain Eq. (24).

APPENDIX C: DERIVATION OF ESSENTIAL MORI PROJECTION PROPERTIES

For the following derivations it is useful to split the Mori projection operator in Eq. (27) into three parts according to

PB(w,t) = P1B(w,t) + P,B(w, t) + P3B(w, t) (C1)
with
P1B(w, t) = (B(w, 1)), (C2)
_ (B(w, 1)Ly As(®))
7323(60, I) = ([,C()Ag(a))]2> £0A5(a)), (C3)
PyBlo, 1) = B DIAS@) = A 00y 4, (C4)

([As(®) — (As)]?)
The linearity of the Mori projection, i.e., the fact that for two arbitrary observables B(w, ) and C(w,t’) the property

P (c1B(w, 1) + c2C(w, 1)) = c;PB(w, t) + ¢ PC(w, t') holds, is self-evident, and Q is also easily seen to be linear. The

idempotency of P, i.e., the fact that P> = P, is not self-evident and will be proven. We split the proof in three parts. First,

(Lo As(w)) ([As(@) = (As)])

PPiB(w, 1) = ((B(w, 1))) + (B(w, t))mﬁofls(w) + (B(w, 1)) As(@) — As) )

[As(@) — (As)] = P1B(w, 1).
(€5

For the first and third terms we used that ((B(w, t))) = (B(w, t)), which holds since the probability distribution in Eq. (29) is
normalized. For the second term we assume that Ag is a function of position only, i.e., Ag(w) = As(R), such that Ly As(w) is
linear in the momenta and the average (Ly As(w)) vanishes.

Second,
(B(w, 1) LoAs(@)) ([LoAs(@)P) (As(@) — (As)) LoAs(@)) }
PPyB(w,t) = ———————| (LA ————LHA A — (A
PBe D = AP [< A Loas@mr) T T A — gy s D)
= P,B(w, 1), (Co6)

where again we used that Ag(w) = Ag(R) such that £y Ag(w) is linear in the momenta and the averages (Lo Ag(w)) and
([As(@) — {As)]LoAs(w)) vanish.

Third,
(B(w. DAs(@) — (As)])
PPB s =
B D) = @) = as) )
([As(@) — (As)1LoAs(@)) ([As(@) — (As)P) }
A — (A LoA A — (A
X |:( s(@) — (As)) + (LoAs(@)P) 0As(w) + (As(@) — (As>]2>[ s(@) — (As)]
= PsB(w, 1), (C7

where again we used that Ag(w) = Ag(R). Adding Egs. (C5)—(C7) we see that P> = P(Py +Po +P3) =P+ P +P3 =P
and thus P is idempotent. From the idempotency of P it follows that Q is also idempotent, to prove this one writes

Q’B(w, 1) = (1 — P)?B(w, 1) = (1 — 2P + P?)B(w,t) = (1 — P)B(w,t) = QB(w, 1). (C8)
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The self-adjointedness of P, Eq. (30), is straightforwardly proven by writing

(C(w, t)YPB(w, t))

(B(w, ") LoAs(w))

= (C(o,))(B(w, 1)) + (C(w, 1) LoAs(®))

= (B(w, t"YPC(w, 1)).

([LoAs(@)]?)

(€9)
(B(w, 1")(As(@) — (As)))
C(w,t)[A —(A C10
+ (C(w, N[As(@) — (As)]) As(@) — (A5 P) (C10)
(C11)

Using Q = 1 — P we see straightforwardly that Q is also self-adjoint.
Using similar arguments as above, one can show that Pc = ¢, P(As(w) — (As)) = [As(w) — (As)], PLoAs(w) = LoAs(w),
from which follows that also PAg(w) = As(w). From these relations we can directly conclude that Qc = 0, Q(As(w) — (Ag)) =

0, QLyAs(w) = 0, and also QAg(w) = 0.

From the idempotency of P or Q we follow that PQ = P(1 — P) = P — P? = 0 and, similarly, QP = 0, thus, the operators

‘P and Q are orthogonal to each other.

APPENDIX D: DERIVATION OF NONEQUILIBRIUM GLE

We consider the first term in Eq. (25), which can be split
into two terms and reads, apart from the propagator in front,

PLE)LoAs(w) = PE(Q)AS(a)) — h(t)PALLyAs(w). (D1)

We apply the projection operator (27) on the first term in
Eq. (D1), which generates three contributions. The first con-
tribution is given by

(L3As(@)) = —Bhp([LoAs(@)]?),

where we used that L is anti-self-adjoint and that Lyp,(w) =
Bhyop(w)LoAs(w). Using the same properties of Ly, the
second contribution can be written as (apart from the normal-
ization factor)

([LoAs(@)1LGAs(@)) = —Bhy{[LoAs(@)]?)/2.

The third contribution (apart from the normalization factor)
follows as

([(As(@) — (A5)1L3As ()

= —([LoAs(@)]*) — Bhy([As(®) — (As)][LoAs(@)]?).
(D4)

(D2)

(D3)

We now apply the projection operator Eq. (27) on the
second term in Eq. (D1), which again generates three con-

tributions. The first contribution is given by
—h(t){ALLAs(@)) = Bh(t)([LoAs(@)]), (D5)

where we used that AL is anti-self-adjoint and that
ALpy(w) = Bpp(w)LoAs(w). Using the same properties of
AL, the second contribution can be written as (apart from the
normalization factor)

—h(t){[LoAs(@)]ALL)As(@)) = Bh(t)([LoAs(@)]) /2.
(D6)
|

(

The third contribution (apart from the normalization factor)
follows as

—h()([(As(@) — (As)]ALL)As(w))

= Bh(t){[As(®) — (As)][LoAs(@)]*). (D7)

Again assuming that the observable is a function of posi-
tion only, Ag(w) = Ag(R), as we did in Appendix C when we
derived the idempotency of the projection operator P, we see
that Egs. (D3) and (D6) vanish because ([LoAs(w)]?) is odd
in the momenta.

Combining the results in Egs. (D2), (D4), (DS), and (D7),
the first term in Eq. (25) reads

expy (/ dsﬁ(s))’Pﬁ(t)EoAg(w)

0

= —KO[A(w, 1) — (As)] + [h(t) — hp]/M,  (D8)
where K (¢) and M are defined in Egs. (32) and (39).

We now consider the last term in Eq. (25), which
reads, without the time integral and the propagator in front,
PL(s)F (w, s, t). The projection operator (27) generates three
contributions. The first contribution is given by

(L(F (@, 5,1)) = B[h(s) — hpl(F (@, 5, 1) LoAs(w))
= B(h(s) — hp)(F (@, s, 1)QLoAs(w))
=0, (DY)

where in the first line we used that £(s) is anti-self-adjoint and
that L(s)p,(@) = B(h, — h(s))p,(w)LoAs(w), in the second
line that Q is idempotent and self-adjoint, and in the third line
that QLyAs(w) = 0 (as derived in Appendix C). The second
contribution can be written as (apart from the normalization
factor)

([LoAs(@)ILE)F (@, 5, 1)) = = (F (@, 5, 1)L(5)LoAs(@)) + Blh(s) — hp){[LoAs(@)FF (@, s, 1))

= —(F(@,s,)F (@,5,1)) + Blh(s) = hy)([LoAs(@)'F (o, 5,1)),

(D10)

where in the first equation we used the same properties of L(s) as before and in the second equation that Q is idempotent and
self-adjoint and the definition of the complementary force in Eq. (26).
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The third contribution can be written as (apart from the normalization factor)

(As(@) = (AsHL(HF (w, 5, 1)) = —(F(w, s, )L(s)[As(@) — (As)]) + B(h(s) — hp)(F(w, s, 1)[As(w) — (As)]LoAs(w))
= B(h(s) — hp)(F (@, s, D[As(w) — (As)1LoAs(w)), (DI11)
where in the first equation we used the same properties of £(s) as before and in the second equation that Q is idempotent and
self-adjoint and that ALAg(w) = 0.

Combining the results in Eqs. (D8)—-(D11), the expression for the general GLE in Eq. (25) leads to the explicit GLE in
Eq. (31).

APPENDIX E: DERIVATION OF THE TIME HOMOGENEITY OF MEMORY KERNELS BY AVERAGING
OVER EXTERNAL FORCE h(¢)

In this section we show that the memory kernels of the GLE in Eq. (31) become time-homogeneous if one treats the external
force h(t) as a stochastic force that is averaged over according to Eq. (49). The proof is done to quadratic order in powers of
h(t). We start with the operator expansion for two general time-dependent operators V(¢) and W(t), Eq. (B1), and note that we
can construct a systematic perturbative expansion in terms of the operator YV (¢) by writing

expy </ V(s) + W(s) ds) = expy </ dsV(s)) +f dsexpy (/S ds/V(s’))W(s) expy </ V(s") + W(s/)ds/)
= eXpy </ dsV(s)) ~|—f dsexpy (/S ds/V(s’))W(S) expy </ V(s’)ds’> + (’)(W2)_ (El)

Expressions valid to higher order in WV can be constructed by recursively inserting the second line of Eq. (E1) into the last
operator exponential in the first line.
Following this method, the complementary force can be expanded in powers of the external force A(¢) as

F(w, 1y, 1) = expy (Q/ ds’ll(s/)> QL) LoAs(w)

expy (Q/ Lo — h(s’)A/lds’) Q(Ly — h(t)AL)LoAs(w)

1
= [e(,_to)% — / ds/e“’—’wQLOh(s’)QA,ce“—”QLo} O(Ly — h(t)AL)LoAs(w) + OH?), (E2)

fo

where higher-order terms can be recursively derived. We calculate here exemplarily the force average for the nonequilibrium
friction memory kernel defined in Eq. (37)

= —Bh(s)(F (w, 5, [ LoAs(0)?)  —BXi(s, 1) + Xa(s, 1))
Fi(s,1) = . = —, (E3)
([LoAs(@)]?) ([LoAs(w)]?)
which we split into two terms using the expansion for F (w, #y, t) in Eq. (E2); note that we omit all terms linear in A(¢) from the
start since they vanish after averaging according to Eq. (49). The first term reads

X, (s, 1) = —h(s)([LoAs(@)Pel =20 Qh(1) ALL)As(w)) = =0 (t — $)([LoAs(@)Pe" ™2 Qh(1) ALLoAs(w)),  (E4)

which clearly is a function of ¢ — s only.
The second term reads

Xo(s, 1) = —h(s)<[£0AS(w)]2/ ds'e =)L j(s" Y QA Le—5)CLo Qﬂ%AS(a))>

t
—<[£0As(a))]2 / ds'e"=%hg (s — 5)QALel L0 QL%AS(Q))>

—<[E0A5(a))]2 / B d3 e’ g (F)QA L —575)CLo Q,chS(w)>, (E5)
0

which also clearly is a function of ¢+ — s only and where we have averaged over the force h(t) according to Eq. (49) and have
changed the integration variable according to § = s’ — 5. Thus, T';(t — s) defined in Eq. (37) is a function of t — s only, the
same holds for T'5(t — s) defined in Eq. (41). Using similar techniques, it can be also shown that T'o( — s) defined in Eq. (36),
TA(t — s) defined in Eq. (38) and F (w, ¢ — s) are functions of # — s only, which proves the functional dependencies in Egs. (50)
and (73).
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APPENDIX F: PREAVERAGING THE NONEQUILIBRIUM GLE OVER THE EXTERNAL FORCE k(t)

In this section we preaverage the nonequilibrium GLE (31) over the stochastic nonequilibrium force A(t) and show that
the preaveraging approximation corresponds to the first term in a systematic expansion in powers of the external-force
autocorrelation o (¢). To reduce the notational burden we consider an unconfined system that is characterized by a diverging
second moment, ([Ag(w) — (Ag)]*) = o0, in which case K(t) = 0 = I'4(s, t). Equation (31) in this scenario simplifies to

1

F(w, 1y, 1)+ h(t)/M = A(w, t) + / ds (s, HA(w, 5). (F1)
fo

By adding the preaveraged memory kernel I'(s — ¢) on both sides we obtain

t t
F(w,ty, 1)+ h(t)/M + / ds[T(s—1)—T(s,)]A(w, s) = A(w, t) + / ds T(s — HA(w, s). (F2)
Iy o
Obviously, T'(s —t) — I'(s, t) vanishes for h(t) = 0, so this term is (at least) linear in A(z). Using the time-domain version x 1)
of the inverse response function defined in Eq. (54), which is related to the response function x (¢) via f dsx 't —s)x(s—t) =
8(t' — 1), we obtain

F(w, ty, 1) —|—h(t)/M+/ ds [T(s—1) — (s, )]A(w, s) =f ds x (s — HA(w, 5). (F3)
Multiplying by x (f — u) and integrating over ¢t we obtain
Alw, n) = / dt x(t — u)(F(a), to, 1)+ h(t)/M + f ds[T(s—1)—TI(s, t)]A(a), s)), (F4)

which is a recursive solution for A(w, u). Since T'(s —t) — I'(s, t) is at least linear in A(t), Eq. (F4) can be used to construct
the solution for A(w, u) in terms of a systematic expansion in powers of A(t) by iteration. Equation (F4) also demonstrates that
the leading term of A(w, u) in this expansion is linear in F(w, ty, t) and h(¢)/M. Thus, the term [T(s —1) — (s, )]A(w, 5) is
of second order. Therefore, to leading order in an expansion of the observable A(w, u) in powers of F(w, ty, t) and h(t)/M,
the term I'(s, ¢) in Eq. (F1) can simply be replaced by T'(s — ¢), which corresponds to the preaveraging approximation used
to derive Eq. (50). Since odd terms in A(#) vanish after averaging over h(¢), a higher order of i(t) means higher order in the
external-force variance o (¢). The same argumentation can be used to replace F (w, fy, t) in Eq. (F1) by F(w,t —ty), as has been
done in deriving Eq. (74).

APPENDIX G: DERIVATION OF TWO-POINT CORRELATION FUNCTIONS IN TERMS OF HEISENBERG OBSERVABLES

We derive the two-point correlation function of the Heisenberg observable, to reduce the notational complexity we here use a
time-independent Liouville operator £ (w). Splitting the time propagation of the density distribution in Eq. (10) into two steps
we obtain

p(w, 1) = e~ (7RO 0L ) (o, 1), (G1)

Introducing delta functions we obtain

plw, 1) = / do f dawge™ L (@) — @) TE) § (0! — wy)p(wo, to) = / do' f dwop(w, t;0 ;0. 10),  (G2)

where in the second line we defined the three-point joint distribution function p(w, t; @', t"; wy, ty). With this distribution, the
two-point correlation function defined in Eq. (57) can be written as

c.) = [ do [ a0’ [ donis) - AsiAs(@) - Us) 1o, 150 1 on. ) (@3
Inserting the definition of p(w, t; @', t'; wo, ty) from Eq. (G2) and using that Ly(w) is anti-self-adjoint, we obtain
Ca.1") = / dwp(o, 1)e" " As (@) — (As) e Ag(@) — (As)]. (G4)
We now use the product propagation relation derived in Appendix H and obtain
Ct.1') = / dwp(w, )" "V [Ag(@) = (As) D! Ag (@) - (As)], (G5)
which can, using the definition of the Heisenberg observable, be rewritten as

C, 1) = /dwp(w, 10)[A(w, 19, 1") — (As)I[A(w, 10, 1) — (As)]. (G6)
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In this expression #y denotes the projection time and ¢ > ty and ¢’ > #; denote arbitrary later times; note that we suppress the
dependence of the Heisenberg observable on the projection time throughout this paper.

(

APPENDIX H: DERIVATION OF PRODUCT Applying the product rule recursively, we find
PROPAGATION RELATION n |
n! i
To reduce the notational complexity, we here use a LAB = Z (i —m)! (LGA) LGB, (H3)
— m! !

time-independent Liouville operator £y(w) and suppress the
phase-space dependence of Ly(w) and of the two general Combining Egs. (H1) and (H3) we find
phase-space functions A(w) and B(w) in the following. The o n .
Liouville pr‘opagator acting on the prpduct of .t'wo phase- FLAR = Z Z t ( oo A) Juad:
space functions follows from the series definition of the m!(n —m)!

exponential as

n=0 m=0

0 "
o = 22 iy (COAVEEE
Copp =3 o 45 (HI) e
¢ - n! ’ O X gntm
n=0 =>> — (L5A)LyB. (H4)
m=0 n=0 T

Since L is a linear differential operator the product rule

applies, which reads Using Eq. (H1) we finally arrive at the product popagation

relation

tLy _ tL 1L
LoAB = ALoB + BLoA. (H2) ¢™AB = (¢7A)e B (H5)

J
APPENDIX I: DERIVATION OF THE PREAVERAGED TWO-POINT CORRELATION FUNCTION

In this section we derive the two-point correlation function defined in Eq. (57) by a preaverage over the stochastic external
force h(t). We start from the nonequilibrium GLE (31). To reduce the notational burden we consider an unconfined system that
is characterized by a diverging second moment, ([As(w) — (As)]?) = oo, in which case K(¢) = 0 = T'4(s, t). Equation (31) in
this scenario simplifies to

F(w,to,t)+h(r)/M=A’(w,z)+f dsT(s, HA(w, s). (I1)

fo

Averaging the product of Eq. (I1) at two different times ¢ and #’ over phase space and A(¢) we obtain the expression

<<F(w, to,1) + ’%) <F(a), fo. 1) + %» — Floto.OF (. 10.7)) + h(t)h(t")

M2

=<<A'(w,t)+/ dsT(s, )A(w, s)) (A'(w,ﬂ)+/ ds' T(s', tA(w, s’))>
=<<A'(w,t)+ f dsT(t — 9)A(w, s)> (A'(w, )+ f ds'T(t' — sHA(w, s’)>>, (12)

where in the first equation we used that /() is independent of phase space and that (F (w, #y, t)) = 0 and in the last equation we
used the preaveraging approximation introduced in Appendix F. Performing the average over phase space w and A(¢) on the left
side in Eq. (I2) and using the time-domain version of the inverse susceptibility (54) we obtain

([ﬁoAs(w)]z)Fo(l—f/)-i-% _ f dsx (s = 1) / ds' x~\(s' — ')A, YA(@, 7). 13)

By inversion we obtain

(A(w, HA(0, 1)) =C(t —1') = / N dsx '(s—1) / N ds' x'(s' — l/)<([£oAs(a))]2>F0(S —5')+ %) 14)

By Fourier transformation, Eq. (58) follows.
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APPENDIX J: DERIVATION OF THE STANDARD FDT
IN THE HEISENBERG PICTURE

Here we derive the standard (i.e., nonequilibrium) FDT by
leading-order perturbation analysis of the Heisenberg observ-
able in Eq. (13), which deviates from the textbook derivation
of the standard FDT. To proceed, using the expression for
the Heisenberg observable Eq. (13) and the expression for the
time-dependent Liouville operator Eq. (18), we obtain

A(w, 1) = expy (/ dsﬁ(s))As(a))

= expy (/ ds(Ly — h(s)A£)>As(w), Jn

)

where the Heisenberg propagator is defined in Eq. (14). Ex-
panding the operator exponential to first order in h(r), as
shown in Eq. (E1), we obtain

Alw, 1) = [e“—’o)ﬁo - / t dsh(s)e“'—”‘oA,ce<’—”‘0]AS(w).
’ @)
The mean observable follows using the definition (28) as
a(t) = (A(w, 1))
= (e As(w)
- < / l dsh(s)e“’)ﬁmce“5>ﬁ0AS(w)>, J3)

Iy

which can be rewritten, using the anti-self-adjointedness of L
and AL, as

a(t) = (As(w)) — / dsBh(s)(As()Loe" 0 Ag(w))

fo

! d
— (As(@)) - f dsBh(s) S (As(@)e ™ A5 )

fo

= (As(w)) —G—/ dsh(s)x(t — s)/M. J4)

fo

Here we defined the response function as

= _,BM_ Ag(w el Ag(w)) = _IBM_C JS
|

which is the standard FDT as one finds it in textbooks, where
the derivation is typically done in the Schrodinger picture
as there is no advantage of the Heisenberg picture for this
derivation. In this paper we use the Heisenberg picture since
it is needed when deriving the GLE. Note that Eq. (J5) has
no dependence on the nonequilibrium force %(¢) whatsoever
and thus is equivalent to Eq. (61), which is the Fourier-
transformed version of the FDT, in the limit A(¢) = 0.

To make the equivalence between Eqgs. (J5) and (61) ob-
vious, we Fourier transform Eqs. (J4) and (J5). For this, we
define the response function x (¢) as single-sided and choose
tg — —o0, after which Eq. (J4) reads

at) = (As(w)) +/ dsh(s)x(t — s)/M. Jo)
Fourier transformation yields
a(v) = 2w8(v)(As) + X (Vh(v)/M, d7n

which is equivalent to Eq. (53). Accounting for the single-
sidedness of x (), Eq. (J5) can be written as

d
x(t) =—pMO@)—-C (), (J8)

where 6(¢) denotes the Heavyside function. After Fourier
transformation Eq. (J8) reads

F() = BMC(0) —1vBMC*(v). d9)
The odd part of this equation reads
(W) = 7 (=v) = —1vpMC(v),

where we used that the Fourier transform of the symmetric
correlation function is C(v) = C*t(v) + Ct(—v). Since the
time-domain response function x(z) is a real function, we
finally obtain

(J10)

vC(v)
([LoAs(@)]?)’
where we used the definition of the mass M in Eq. (39) and

which is equivalent to Eq. (61), provided we take the equilib-
rium limit 4(¢) = 0 in Eq. (61).

2m(F (v)) = —vBMC(v) = — 8

APPENDIX K: DERIVATION OF JOINT DISTRIBUTION FUNCTION VIA PATH INTEGRALS

Inserting Eq. (74) into Eq. (73) and after Fourier transformation we obtain

o0 d o0 d o0 d ~ -
0(As, 123 AL 1) = / q1 / q2 o HAI—{As)+1g2(Ar—(As)] exp | — / v (F(w,v) + h(v)/M)g(v) | ), (K1)
oo oo 2T 00 2T

2

where we have defined

[ee]

gw) = x()(q1e"" + gae™). (K2)
We diagonalize the path integrals in Eqgs. (75) and (76) by Fourier transformation and obtain
X(F, 7)) = /Oo PE@. )y F iyexp <— /Oo dv _Flo vk —v) ) (K3)
—o Nr —o0 2T 2([ LoAs(@) ) To(v)
X(F,h) = /oo DhO) v & hyexp <_ foo d_‘JW)’ (K4)
VA oo 2 26 (v)
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where N and N}, are normalization constants. Now the averages over I%(a), v) and A(v) in Eq. (K1) can be done by explicitly

performing the path integrals, after which we obtain

,O(AZa t2;A17tl) :f dql / d‘h ttJl[Al (As))+192(A2—(As)] 6Xp< /OO Z_;g(v)g(_V)(([EOAS(C())]Z)ﬁO(V) + 5’(\))/M2)>

Inserting the definition of g(v) from Eq. (K2) we obtain

—00

(K5)

—00

d‘h d‘IZ SIAI—(As) 12 (A= (As)] dv. o 1)
p(Ay. 1 A1, 1) = exp (= [ -CO) D qjqe™ . (K6)
- Jik=1

where we used the explicit expression for the Fourier-transformed correlation function C(v) from Eq. (58). Now the Fourier

integral in the exponent can be done, and we obtain

dgi [~ dqy g2 (Aa—
p(Ar. A1 1) = / ‘ / Al exp | —2 Zq,chm—m : (K7)

which can be slightly rewritten as

d d
p(A27t2;Alat1):f 6I1[ cn2 exp

Ijk =C(lj

d d
P(Az,lz;Al,ll)Z/ CII/ SN

Now we use the definition (78), — It), and obtain

J.k=1

- Z q;qxC(tx — t,)+z2q,<A As)) |- (K8)
jk 1
-5 Z 61,61k1,k+12q,(A —(As) |- (K9)
jk 1

The Gaussian integrals over g; and ¢, can be done, after which we obtain the final result reported in Eq. (77),

exp (— Z?,k:l A —

(AN (Ar = (As5))/2)

p(Ay, ;AL H) =

, K10
Jdet2ml ( )

which is the two-point distribution of a general Gaussian process. Note that in Eq. (77) the Einstein summation convention is

used.

As a final step, we show how to marginalize the two-point distribution. This is most easily done on the level of Eq. (K9)
where the positions A; and A, appear linearly. By integration over one observable value we obtain

o0
P(Al,t1)=/ dAzP(Az,fz;A17t1)=/

oo

0o 2T P

2 _ (A—(As))?
q1C(0) B _exp ( 2C(0) )
+q1(A; (AS>)) = 0 (K11)

which, expectedly, is a Gaussian distribution with a variance corresponding to the equal-time correlation C(0).
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