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We revisit the somewhat less studied problem of Yang-Lee zeros of the Ising antiferromagnet. For this purpose,
we study two models, the nearest-neighbor model on a square lattice and the more tractable mean-field model
corresponding to infinite-ranged coupling between all sites. In the high-temperature limit, we show that the
logarithm of the Yang-Lee zeros can be written as a series in half odd integer powers of the inverse temperature,
k, with the leading term ∼k1/2. This result is true in any dimension and for arbitrary lattices. We also show
that the coefficients of the expansion satisfy simple identities (akin to sum rules) for the nearest-neighbor case.
These identities are verified numerically by computing the exact partition function for a two-dimensional square
lattice of size 16 × 16. For the mean-field model, we write down the partition function (termed the mean-field
polynomials) for the ferromagnetic (FM) and antiferromagnetic (AFM) cases and derive from them the mean-
field equations. We analytically show that at high temperatures the zeros of the AFM mean-field polynomial scale
as ∼k1/2 as well. Using a simple numerical method, we find the roots lie on certain curves (the root curves), in
the thermodynamic limit for the mean-field polynomials for the AFM case as well as for the FM one. Our results
show a new root curve that was not found earlier. Our results also clearly illustrate the phase transition expected
for the FM and AFM cases, in the language of Yang-Lee zeros. Moreover, for the AFM case, we observe that the
root curves separate two distinct phases of zero and nonzero complex staggered magnetization, and thus depict
a complex phase boundary.
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I. INTRODUCTION

In the two seminal papers in 1952 [1,2], Yang and Lee
introduced a new method to study the phase transition of
models in statistical physics by studying the distribution of
the zeros of the partition function in the complex fugacity
plane. In particular, the behavior of these Yang-Lee zeros
near the positive real axis describes the system properties
near phase transitions. They also proved the famous Yang-
Lee theorem for the ferromagnetic case, which states that the
partition function of the ferromagnetic (FM) Ising model in
an external magnetic field h has zeros only on the unit circle
in the complex e−2βh plane. Yang-Lee theorem was also ex-
tended to various other ferromagnetic-type models [3–7] and
to study nonequilibrium phase transition [8]. The Yang-Lee
zeros of the FM Ising model were also studied analytically
and numerically on different lattices [9–14]. The distribution
of the Yang-Lee zeros on the unit circle is also of interest since
it can be probed experimentally. The earliest attempt used
experimental data for magnetization of a two-dimensional
Ising ferromagnet to determine this distribution [15]. Other
experimental realizations of the Yang-Lee zeros are presented
in Refs. [16–18]. A full review of Yang-Lee formalism and its
applications can be found in Ref. [19].

Turning to the antiferromagnetic (AFM) case, the behavior
of the zeros for AFM interaction on two- and higher-
dimensional lattices is much less understood compared to the
FM case. The main difficulty in applying popular numerical
techniques, such as the Monte Carlo method to this prob-
lem, is the extreme sensitivity of the roots to the numerical

precision of the computation. For systems as big as the ones
studied here, one needs the partition function with essentially
exact (or infinite precision) arithmetic, making the problem
quite hard. One motivation for studying the antiferromagnetic
Ising model is that it may be viewed as an example of a
classical lattice gas with repulsive interactions. A clear un-
derstanding of the location of partition function zeros in this
system is a prerequisite for studying topical and important
quantum lattice gas models, such as the repulsive Hubbard
model.

The 1D model was solved already by Lee-Yang [2] for
either sign of the exchange, but since the model does not have
a finite-temperature phase transition, the case of higher dimen-
sions remained unclear and interesting. The AFM Ising on a
two-dimensional lattice was studied for small system sizes in
Refs. [20,21], and the zeros were found to lie in the negative
half of the complex e−2βh plane. However, it is known that
this model undergoes a disorder phase transition at critical
magnetic field hc for low-enough temperatures [22,23]. There-
fore, the zeros must jump to the positive half-plane and touch
the real axis in the thermodynamic limit so that this phase
transition is realized. These features were observed by Kim by
evaluating the Yang-Lee zeros of the Ising model on a square
lattice numerically for sizes up to 14 × 14 [24]. Although
Yang-Lee zeros of this somewhat small system are roughly
consistent with the expectations of the phase diagram, the
sparse zeros do not give enough information about a root
curve or in general the locus of zeros in the thermodynamic
limit. A numerical study of the Yang-Lee zeros of the AFM
Ising model on the triangular lattice can be found in Ref. [25].
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Some analytical work was done on other AFM models like the
anisotropic Heisenberg chain [26] and other models [27,28].
However, the analytical work on AFM nearest-neighbor Ising
on a two-dimensional lattice is limited. Some examples of
such works are Lieb and Ruelle showing that there are regions
free of zeros for temperatures above the critical tempera-
ture [29] and Heilmann and Lieb proving that all the zeros
lie on the negative real axis for high-enough temperatures
[30].

In this work, we attempt to arrive at a better understanding
of the Yang-Lee zeros for the antiferromagnetic Ising model.
We first consider the nearest-neighbor Ising model and obtain
an expansion for the location of the (logarithm of) zeros in
terms of the inverse temperature, k, in the high-temperature
limit. We show that irrespective of the dimensions and the
geometry of the lattice, the leading term in the expansion
goes as ∼√

k. We also show that the coefficients of the ex-
pansion follow simple identities (i.e., sum rules) which we
verify by numerically evaluating the partition function and
thereby the zeros of the Ising model on a square lattice of
size 16 × 16.

Given the difficulty of finding the locus of Yang-Lee zeros
of the AFM Ising model in the thermodynamic limit, we
constructed mean-field (MF) polynomials, ZFM and ZAFM,
whose zeros behave similarly to the zeros of the partition
function of the FM and AFM Ising model on a square lattice,
respectively. We realized after completion of this work that
similar polynomials, which describe the partition function of
Bragg-Williams approximation of the lattice gas, were intro-
duced and studied in Ref. [31,32]. It can be shown that the
FM polynomial has zeros on the unit circle in agreement with
the Yang-Lee theorem. One can also provide an analytical
derivation of the density of the zeros for temperatures below
the critical temperature. For the AFM case, Ohminami et al.
developed a criterion for where the zeros can occur in the
thermodynamic limit [32]. They showed that the zeros lie on
the boundary that separates two regions in the z plane such
that one region is a complex paramagnetic phase, whereas the
other is a complex antiferromagnetic phase. They showed the
root curves in the thermodynamic limit by a numerical search
for points where the criterion is satisfied.

The present work extends these studies in several direc-
tions. We prove that ZAFM at high temperatures is a linear
combination of Hermite polynomials. The roots of this lin-
ear combination scale as a power of

√
k. We then present a

technique that uses the free energy to compute the density
of Yang-Lee zeros in the thermodynamic limit and show its
numerical results on the MF polynomials. This technique
provides a more extensive search for the roots. Such extensive
search leads to finding new root curves that were, to the best of
our knowledge, not shown before in the literature. Finally, we
show that those new root curves satisfy the criteria developed
by Ohminami et al. [32].

This paper is structured as follows: In Sec. II, we study
the Ising model on arbitrary lattice at high temperatures and
show that the logarithm of Yang-Lee zeros is a power series
in half odd integer powers of the inverse temperature k, with
leading term

√
k. We also derive two identities (i.e., sum rules)

that the power series coefficients satisfy. We conclude the

section by numerically verifying the sum rules for the nearest-
neighbor Ising model on a square lattice of size (16 × 16).
In Sec. III, we introduce the mean-field model and write
down the partition functions for FM and AFM interaction. At
high temperatures, we show that the logarithm of Yang-Lee
zeros scale as k1/2 using two different approaches and that
the AFM mean-field polynomial is a linear combination of
Hermite polynomial. We numerically find the roots in the
thermodynamic limit using a simple technique involving the
free energy per site. The results of this technique show root
curves that were not presented before in the literature, to the
best of our knowledge. We finally discuss our results of the
roots in the thermodynamic limit and interpret them as a phase
boundary in the complex z plane.

II. ISING MODEL

Consider the Ising Hamiltonian

H = J
∑
〈i j〉

(1 − σiσ j ) − h
∑

i

(1 + σi ), (1)

where σi = ±1 is the ith spin on an arbitrary regular lattice
with number of sites Ns and number of bonds Nb, which
depends on the chosen boundary conditions. J is the coupling
constant between spins, and h is an applied external magnetic
field. 〈i j〉 indicates sum over nearest neighbors. The partition
function for this model is given by

Z =
∑
{σ}

e−βH =
Nb∑

nb=0

Ns∑
ns=0

�(nb, ns)unbzns , (2)

where u = e−2βJ , z = e2βh, and β = 1
kBT . �(nb, ns) is the

number of states with interaction energy E and magnetization
M, which are given by

E = J

2

∑
〈i j〉

(1 − σiσ j ) = nb, M = 1

2

∑
i

(1 + σi ) = ns. (3)

At a fixed u, the partition function Z is a polynomial of
degree Ns in the variable z. The roots of this polynomial are
the so-called Yang-Lee zeros. The Yang-Lee zeros completely
specify the thermodynamic state of the system. Consequently,
their behavior around the real axis, in the complex z plane,
describes the phase transitions, if any, of the system. The
phase transition is characterized by the Yang-Lee zeros touch-
ing the real axis in the thermodynamic limit, which results in
nonanalytic free energy, β f = limNs→∞(1/Ns) ln(Z ).

Since the Ising model admits h → −h symmetry, which
is reflected in z → 1/z, it suffices to consider only the roots
within the unit disk |z| � 1. We focus on the AFM interaction
case (J < 0) because the distribution of the zeros at any arbi-
trary temperature is not known. However, it is straightforward
to see, from Eq. (2), the behavior of the roots for the two
extreme limits of the temperature. At zero temperature (u =
0), the roots in the interior of the unit circle lie at z = 0. At
infinite temperature (u = 1), there is a single root at z = −1
with multiplicity Ns. The behavior of the roots at such high
temperatures could be understood through high-temperature
expansion, which we consider in detail in the next section.
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A. Yang-Lee zeros at high temperature

Let the roots of the partition function be z j , where
j = {1, 2, . . . , Ns} at k = βJ . We define the variable

ξ = − 1
2 ln (−z). (4)

The set {z j} is transformed uniquely to {ξ j} if we restrict
−π < arg(z) � π . For the ferromagnetic and antiferromag-
netic interaction, z j → −1 ⇒ ξ j → 0 for all j in the infinite-
temperature limit. In terms of the zeros the partition function
is given by Z = ∏Ns

j=1(z − z j ), and therefore, expanding at
high temperatures, we find

1

Ns
lnZ = 1

Ns

Ns∑
j=1

ln (z + e−2ξ j )

= ln (1 + z) + 2z

(1 + z)2

〈
ξ 2

j

〉
j

+ 2(z − 4z2 + z3)

3(1 + z)4

〈
ξ 4

j

〉
j + O

(〈
ξ 6

j

〉
j

)
, (5)

where 〈 f j〉 j = 1
Ns

∑Ns
j=1 f j . The function ln (z + e−2ξ j ) was

expanded as a Taylor series around ξ j = 0 and the odd order
terms are canceled after carrying out the summation because
±ξ j are both in the set {ξ j}. The expansion in the above
equation should be the same as the direct high-temperature
expansion from Eq. (2) [33] which depends on the lattice and
the boundary conditions. Let us consider the simplest case for
periodic boundary conditions on a regular lattice of coordi-
nation number γ . For this case, the direct high-temperature
expansion is given by

1

Ns
lnZ = ln (1 + z) − Nb

Ns

4z

(1 + z)2
k

+ 4
Nb

Ns

z[2z + γ (z − 1)2]

(1 + z)4
k2 + O(k3). (6)

It is possible to deduce information about the zeros by com-
paring Eqs. (5) and (6). Note that the former series is in terms
of ξ j while the latter is a power series in k. Therefore, to
compare the two we assume an expansion of ξ j around k = 0
as follows:

ξ j = c j0kα0 + c j1kα1 + c j2kα2 + . . . , (7)

where α0 < α1 < α2 < . . . and c jν are arbitrary coefficients,
with ν = 0, 1, 2, . . . . For the AFM case (k < 0), we restrict
c jν to be real numbers and the power series in |k| as the AFM
Yang-Lee zeros at high temperature are all real and negative
[30]. The lowest order of |k| in Eq. (6) is the first order, and
the lowest order after plugging Eq. (7) into Eq. (5) is |k|2α0 ;
therefore α0 = 1

2 . All the powers of |k| in Eq. (6) are integers.

However, due to the ξ 2
j in Eq. (5), powers of the form |k| 1

2 +αν

appear. Therefore, all αν are half odd integers, which gives
the behavior of the logarithm of AFM Yang-Lee zeros at high
temperature as

ξ j =
√

|k|
( ∞∑

ν=0

c jν |k|ν
)

. (8)

The above result is due to the presence of the linear term and
the integer powers of |k| in Eq. (6). These two do not require

TABLE I. B and C sum rules for the k2 term for different bound-
ary conditions on an L × L square lattice where γ = 4.

Boundary conditions B C

Periodic 1
3Ns

(5Nb) 2
Ns

(7Nb)
Cylindrical 1

3Ns
(5Nb − 24L) 2

Ns
(7Nb − 48L)

Open 1
3Ns

(5Nb − 6L + 4) 2
Ns

(7Nb − 12L + 8)

the lattice to be periodic, and therefore, this result holds for
any boundary condition. The

√
k dependence indicates that

the roots at high temperatures satisfy equations of the form
dξ

dk ∝ 1
ξ j−ξi

. This behavior, in turn, underlies a repulsive in-
teraction between the zeros. We have verified that such an
interacting root model arises in simple cases and will report it
elsewhere. Moreover, the coefficients c jν are not independent
of one another. The expansions in Eqs. (5) and (6) should
match for all z, and comparing them gives a set of identities
satisfied by c jν . By substituting Eq. (8) into Eq. (5), we get the
high-temperature expansion in terms of |k| as

1

Ns
lnZ = ln (1 + z) + 2z

(1 + z)2
A|k|

+
[

4z

(1 + z)2
B + 2(z − 4z2 + z3)

3(1 + z)4
C
]

× |k|2 + O(|k|3), (9)

where A = 1
Ns

∑Ns
j=1 c2

j0, B = 1
Ns

∑Ns
j=1 c j0c j1, and

C = 1
Ns

∑Ns
j=1 c4

j0. Comparing the k term in the above
equation with Eq. (6) gives the sum rule

A = 1

Ns

Ns∑
j=1

c2
j0 = 2

Nb

Ns
, (10)

while the k2 term gives

4z

(1 + z)2
B + 2(z − 4z2 + z3)

3(1 + z)4
C = 4

Nb

Ns

z[2z + γ (z − 1)2]

(1 + z)4
.

(11)
After simplifying the above equation, and matching the coef-
ficients of z, z2, and z3 on both sides of the equation, we get
two independent linear equations for B and C, which have the
solution

B = 1

Ns

Ns∑
j=1

c j0c j1 = 1

3Ns
(γ + 1)Nb,

C = 1

Ns

Ns∑
j=1

c4
j0 = 2

Ns
(2γ − 1)Nb. (12)

With similar algebra, similar sum rules can be derived for any
other boundary condition chosen for the lattice. For example,
the sum rules for different boundary conditions on a square
lattice are summarized in Table I.

The dependence of the sum rules on the boundary condi-
tions and coordination number can be avoided by constructing
a suitable linear combination of A, B, and C. Such linear
combinations are generated by comparing Eqs. (5) and (6) at
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z = 1 because at this value of z, the direct high-temperature
expansion for different boundary conditions becomes of the
same form as in Eq. (6) up to second order. In addition, up
to the second order, at z = 1 the factors of γ also vanish. At
z = 1, Eq. (6) gives

1

Ns
lnZ = ln (2) + Nb

Ns
|k| + Nb

2Ns
|k|2 + O(|k|3), (13)

whereas evaluating Eq. (9) at z = 1 gives the power series

1

Ns
lnZ = ln(2) + J1|k| + J2|k|2 + . . . , (14)

where Jμ are coefficients that depend on c jν . The coefficients
of the different powers of |k| should match between Eq. (13)
and Eq. (14). The first two coefficients give the following two
sum rules:

J1 = 1

2
A = Nb

Ns
, andJ2 = B − 1

12
C = Nb

2Ns
. (15)

These sum rules are independent of the geometry and dimen-
sion of the lattice.

To verify the sum rules in Eq. (15), we first consider the
simple case of the 1D nearest-neighbor Ising model with peri-
odic boundary conditions. The Yang-Lee zeros of this model
are found exactly through the eigenvalues of the transfer ma-
trix and given by

ξ j = − 1
2 ln

(
φ j − s j

√
φ2

j − 1
)

∼ c j0

√
|k| + c j1|k|3/2 + O(|k|5/2), (16)

where φ j = (e−4k − 1) cos q j + e−4k , q j = (2 j+1)π
Ns

,

s j = sgn(2 j − Ns + 1), c j0 = √
2s j

√
1 + cos q j , c j1 =

− 2
3 s j | cos q j

2 |(cos q j − 2), and k < 0 for AFM interaction. By
plugging these expressions for c j0 and c j1 into Eqs. (15), it
can be verified that the sum rules are satisfied with Ns = Nb

due to the periodic boundary conditions.
In the next subsection, we verify the sum rules in Eqs. (15)

for the 2D nearest-neighbor Ising model on a square lattice by
computing the exact partition function of the 16 × 16 lattice
and finding its zeros exactly. We also describe the behavior of
Yang-Lee zeros at different temperatures.

B. Numerical results on square lattice

The sum rules can be verified if the roots are known at
different temperatures. We find the roots by computing the
partition function polynomial directly. A memory-efficient
algorithm to compute the zero-field partition function of some
discrete systems was given by Bhanot [34]. We extend this
algorithm to finite-field partition functions and compute the
2D nearest-neighbor Ising model exact partition function for
sizes 15 × 15 and 16 × 16 by calculating the number of states
�(nb, ns) for open and cylindrical (i.e., periodic in one di-
rection) boundary conditions of the square lattice. The exact
algorithm and its extension are explained in Appendix A.

The Yang-Lee roots of 16 × 16 lattice with open boundary
conditions in the complex z plane inside the unit disk |z| � 1
for different temperatures are shown in Fig. 1. At very high
temperature T 
 Tc = 2

ln (1+√
2)

J
kB

, we see all the roots lie on

FIG. 1. Yang-Lee zeros in the complex z plane of 16 × 16 lattice
with open boundary conditions at different temperatures: (a) T =
8T c, (b) T = 2T c, (c) T = T c, and (d) T = 0.25T c. As the tem-
perature decreases, roots fly off the negative real axis and enter the
positive real half-plane. Furthermore, the roots cluster around z = 0
at very low temperatures. Tc = 2

ln (1+√
2)

J
kB

, where kB is Boltzmann’s
constant.

the negative real axis. As the temperature is lowered towards
the critical temperature Tc, complex roots start to appear.
Further decreasing the temperature below Tc, some roots jump
to the positive real half-plane. The imaginary parts of these
roots are expected to decrease with increasing the system
size and touch the real axis in the thermodynamic limit. At
very small temperatures, the roots cluster around z = 0 as
expected.

We now verify the sum rules in Eq. (15) by computing the
left-hand side of

1
2

〈
ξ 2

j

〉 − 1
12

〈
ξ 4

j

〉 = J1k + J2k2 + . . . (17)

at different values of k and terminating the series on the
right-hand side up to order n. We construct an n × n linear
system to numerically find {J1,J2, . . . ,Jn}. We can then
confirm the sum rules for J1 and J2 for the 2D Ising model
on 16 × 16 square lattice with open boundary conditions. We
show this comparison in Table II, in which Ns = 162 and
Nb = 2(16)(16 − 1).

A slightly improved algorithm than Bhanot’s algorithm
was introduced by Creswick [35]. Nevertheless, both algo-
rithms still have memory and computation time limitations.
This results in difficulty in studying larger system sizes. More-
over, for the AFM case, the roots of the partition function are
highly sensitive to any perturbation in the coefficients of the
partition function as seen in Fig. 2. Hence, any approximation
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TABLE II. % error in both sum rules in Eq. (15) for J1 and J2

on a 16 × 16 lattice with open boundary conditions. The % error
is computed relative to the high-temperature expansion coefficient in
Eq. (6) as |J1−Nb/N2 |

Nb/Ns
and |J2−Nb/(2N2 )|

Nb/(2Ns ) . The values of k used to evaluate
this are −0.02 � k � −0.002.

n J1 % error in J1 J2 % error in J2

2 1.88 1 × 10−3 0.918 2
10 1.88 2 × 10−23 0.938 1 × 10−19

20 1.88 1 × 10−43 0.938 1 × 10−39

30 1.88 2 × 10−59 0.938 2 × 10−55

40 1.88 4 × 10−74 0.938 5 × 10−70

50 1.88 8 × 10−89 0.938 1 × 10−84

method, like Monte Carlo simulations for example, results in
a drastically different picture of the roots. We, therefore, study
the more tractable mean-field model with infinite-ranged cou-
pling between all sites in the next section.

III. THE MEAN-FIELD POLYNOMIALS

We start with the FM case for which we consider Ns spins
with all-to-all coupling. The exact Hamiltonian is given by

HFM = J

2Ns

∑
i �= j

(1 − σiσ j ) − h
∑

i

(1 + σi ), (18)

with J > 0. The partition function is given by

ZFM = e− 1
2 kNs

Ns∑
M=0

(
Ns

M

)
zMe

1
2 kNs(2 M

Ns
−1)2

, (19)

where M = 1
2

∑
i(1 + σi ) and k = βJ . Katsura showed that

the roots of the polynomial in Eq. (19) in the complex fugacity

FIG. 2. Comparison between the Yang-Lee zeros of the partition
function polynomial with exact coefficients (dots) and the zeros of
the partition function with perturbed coefficients (crosses) at differ-
ent temperatures: (a) T = 2T c and (b) T = 0.5T c. The coefficients
are perturbed randomly so that the relative error for all the coeffi-
cients is of the order of 10−6. We see that a drastically different
picture of roots appears if the coefficients are not accurate. Therefore,
numerical methods (such as Monte Carlo simulations) to approxi-
mate the coefficients, and subsequently the zeros will be ineffective.
The size of the lattice is 16 × 16 with open boundary conditions and
Tc = 2

ln (1+√
2)

J
kB

, where kB is Boltzmann’s constant.

FIG. 3. Yang-Lee zeros in the complex z plane of the AFM
mean-field polynomial in Eq. (21) with Ns = 162 at different temper-
atures: (a) T = 8T c, (b) T = 2T c, (c) T = T c, and (d) T = 0.25T c.
As the temperature decreases, the roots fly off the negative real axis
and enter the positive real half-plane. The roots are much more well
behaved than the square lattice Ising model. Tc = γ J

kB
⇒ kc = 1,

where kB is Boltzmann’s constant.

plane behave similarly to the FM Yang-Lee zeros of the Ising
model [31].

For the AFM interaction, we assume that the system is
defined on a bipartite lattice with sublattices A and B each
containing 1

2 Ns spins, where a spin on sublattice A interacts
with every spin on sublattice B. The Hamiltonian for the AFM
case is

HAFM = 2J

Ns

∑
i∈A

∑
j∈B

(1 − σiσ j ) − h
∑

i∈A∪B

(1 + σi ). (20)

The partition function is

ZAFM = e
1
2 kNs

Ns/2∑
Ma=0

Ns/2∑
Mb=0

( 1
2 Ns

Ma

)( 1
2 Ns

Mb

)
zMa+Mb

× e− 1
2 kNs (4Ma/Ns−1)(4Mb/Ns−1), (21)

where Ma = 1
2

∑
i∈A(1 + σi ), Mb = 1

2

∑
i∈B(1 + σi ), and k ≡

β|J|. Note that k > 0 for both FM and AFM cases. The
behavior of the AFM MF polynomial roots is shown in
Fig. 3 at different temperatures. The roots of the polyno-
mial behave similarly to the AFM Ising model roots that
are shown in Fig. 1 in the sense that all roots are real and
negative at high temperatures. On lowering the temperature,
complex roots with Re(z) < 0 start appearing. Further, reduc-
ing the temperature, the roots enter the positive half-plane
similar to the AFM Ising model. Given this similarity with
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FIG. 4. Correspondence between Yang-Lee zeros and times t at
which the coherence |L(t )| vanishes. The results are for the AFM
Ising model on a 4 × 4 lattice at inverse temperature β = 0.5, λ =
0.01, and at two different real magnetic fields. For the real magnetic
field in (a) Re(h) = −1.71, there are two roots on the dotted circle
in the complex z plane as shown on the top-right panel, while on the
top-left panel, the coherence vanishes at two times corresponding to
those roots. Similarly, for (b) Re(h) = −2.08, there is only one root
on the dotted circle in the bottom-right panel and its corresponding
time of vanishing |L(t )| in the bottom-left panel.

the AFM Ising model and the simplicity of the mean-field
models we, therefore, look at partition function polynomials
of the mean-field models at high temperatures and its zeros in
the thermodynamic limit.

Another way to visualize Yang-Lee zeros was introduced
by Wei and Liu who showed a one-to-one correspondence
between the Yang-Lee zeros and the times at which the coher-
ence of a probe spin coupled to a many-body system vanishes
[16]. They showed that the probe spin coherence as a function
of time t is given by

L(t ) ∝
∏Ns

j=1{e2β[Re(h)+2iλt/β] − z j}∏Ns
j=1[e2βRe(h) − z j]

, (22)

where z j are the Yang-Lee zeros of the partition function
of the corresponding many-body system. Therefore, at a
given real magnetic field Re(h), the times at which |L(t )|
vanishes correspond to Yang-Lee zeros. Wei and Liu stud-
ied the FM Ising model where all the roots lie on the
unit circle in z plane [Re(h) = 0]. We show the correspon-
dence between Yang-Lee zeros and |L(t )| for the AFM Ising
model and AFM mean-field polynomial in Figs. 4 and 5,
respectively.

In the next subsection, we show that the logarithm of Yang-
Lee zeros for the AFM mean-field model scale as ∼√

k at high
temperatures similar to the roots of the exact nearest-neighbor
AFM Ising model. We obtain this result by two different
methods. The former is by applying the procedure in Sec. II A,

FIG. 5. Correspondence between Yang-Lee zeros and times t at
which the coherence |L(t )| vanishes. The results are for the AFM
mean-field polynomial for Ns = 16 at inverse temperature β = 0.5,
λ = 0.01, and at two different real magnetic fields. For the real
magnetic field in (a) Re(h) = −0.505, there are two roots on the
dotted circle in the complex z plane as shown on the top-right panel,
while on the top-left panel, the coherence vanishes at two times
corresponding to those roots. Similarly, for (b) Re(h) = −0.841,
there is only one root on the dotted circle in the bottom-right panel
and its corresponding time of vanishing |L(t )| in the bottom-left
panel.

and the latter is by showing that the AFM mean-field polyno-
mial at high temperatures is a linear combination of Hermite
polynomials in the variable ξ . This linear combination leads
to roots, ξ j , that scale as powers of

√
k at high temperatures.

A. AFM MF polynomial at high temperatures

The goal of this subsection is to show that the logarithm of
Yang-Lee zeros of the AFM mean-field polynomial defined in
Eq. (21) scale as

√
k at high temperature. The first method is

to apply the procedure in Sec. II A. We compare the expansion
in Eq. (5) to the high-temperature expansion of the AFM MF
polynomial. We expand the exponential in Eq. (21) for high
temperature ( kNs

2 ∼ 0) to get

ZAFM =
Ns/2∑

Ma=0

Ns/2∑
Mb=0

( 1
2 Ns

Ma

)( 1
2 Ns

Mb

)
zMa+Mb

{
1 +

[
1 −

(
4

Ma

Ns
− 1

)(
4

Mb

Ns
− 1

)]
kNs

2

+ 1

2

(
4

Ma

Ns
− 1

)2(
4

Mb

Ns
− 1

)2(kNs

2

)2

+ . . .

}
.

(23)

The summations can be carried out separately for each or-
der of k̃ using binomial expansions. This results in the
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high-temperature expansion for the AFM mean-field polyno-
mial as

1

Ns
lnZAFM = ln (1 + z) + 2z

(1 + z)2
k

+ 2

⎡
⎣ (z − 2z2 + z3) + 4z2

Ns

(1 + z)4

⎤
⎦k2 + O(k3).

(24)

Since all the roots ξ j approach 0 at high temperatures, we
can assume the same expansion as in Eq. (7). Hence, by
plugging this expansion into Eq. (5) and then comparing the
result with Eq. (24), we reach the same conclusion for the
MF polynomials that the logarithm of Yang-Lee zeros scale
as

√
k at high temperatures similar to the nearest-neighbor

Ising model as in Eq. (8). We can also derive similar sum
rules to Eqs. (10) and (12) by comparing the coefficients of
k in Eq. (24) with Eq. (9). This gives the sum rules for the MF
model

A = 1, B = 1

2Ns

(
1 + 1

2
Ns

)
, C = 2

Ns
(−1 + Ns). (25)

The second method to obtain the
√

k result is to write the
AFM mean-field polynomial defined in Eq. (21) as a linear
combination of Hermite polynomials by expressing it in an
integral form and then approximating the integrand at high
temperatures. This approximation is given by

ZAFM ≈
(
−αe−αξ̃

)Ns
Ns/2∑
p=0

(−1)p

(Ns
2

p

)
(2p)!

p!
HNs−2p(ξ̃ ). (26)

where ξ̃ =
√

2k
Ns

ξ , with ξ defined in Eq. (4). The detailed

derivation of Eq. (26) is given in Appendix B. The roots ξ̃ j

are related to the roots ξ j defined in by

ξ j = αξ̃ j =
√

k

√
2

Ns
ξ̃ j . (27)

Since the roots ξ̃ j are independent of temperature, the roots of
the AFM mean-field polynomial have

√
k dependence at high

temperature.
The free energy associated with the partition functions that

are described by the mean-field polynomials could be written
down explicitly and used to determine the zeros of these
polynomials. In the next section, we show that the density
of the zeros in the z plane is related to the free energy of
the model via a simple relation. We subsequently use this
relation to numerically determine the Yang-Lee zeros of the
mean-field polynomials in the thermodynamic limit.

B. Density of roots and the saddle-point equations

The real part of the free energy per site of the partition
function in terms of the Yang-Lee zeros is given by

β f (z) = βRe[ f̃ (z)] = 1

Ns

Ns∑
j=1

ln |z − z j | + c, (28)

where c is a constant. In analogy with basic electrostatics, the
real part of the free energy can be interpreted as the potential
due to Ns point charges located at z j on a two-dimensional
plane. Therefore, if the free energy per site is known, then
the location of the roots would be revealed by taking the
Laplacian of its real part. In fact, in the thermodynamic limit,
the Laplacian of the real part of the free energy would directly
give us the density of the roots, ρ(z). We can therefore write,

ρ(z) = − 1

2π
∇2[β f (z)]. (29)

A similar approach of calculating the density of Lee-Yang
zeros was explained in Bena et al. [19]. Hemmer and Hauge
[36] used this technique to study the Yang-Lee zeros of a van
der Waals gas. We use Eq. (29) to numerically determine the
Yang-Lee zeros for the AFM and FM mean-field models in the
thermodynamic limit. For these models, the free energy per
site can be computed by using the saddle-point approximation
of the corresponding partition functions. To that end, we first
note that, for large Ns, we can use Stirling’s formula to write
the FM and AFM polynomial as ZFM = ∑

M e−Nsβ f̃FM and
ZAFM = ∑

Ma,Mb
e− 1

2 Nsβ f̃AFM , respectively. f̃FM and f̃AFM are
given by

β f̃FM(m) = − 1
2 km2 − 1

2 ln (z)m − s(m) + 1
2 k, (30)

β f̃AFM(ma, mb) =kmamb − 1
2 ln z(ma + mb)

− 1
2 s(ma) − 1

2 s(mb) − k, (31)

where

s(m) = −
[

1 + m

2
ln

(
1 + m

2

)
+ 1 − m

2
ln

(
1 − m

2

)]
,

(32)

m = 2 M
Ns

− 1, and ma/b = 2 Ma/b

Ns
− 1 are the magnetizations

per site.
For the saddle-point approximation, we first consider the

FM case. We use Eq. (30) to write the partition function
for large Ns as a sum of exponential terms using the vari-
able mi = 2i/Ns − 1 with 
m = mi+1 − mi = 2/Ns as ZFM =
Ns
2

∑Ns
i=0 e−Nsβ f̃FM(mi )
m. This sum could be approximated as

an integral over a real continuous variable −1 � m � 1. If
we allow m to be complex, then the contour of integration
could be deformed into another contour C, which has the
same endpoints and passes through saddle points m∗ satisfy-
ing ∂ f̃

∂m |m∗ = 0 in the complex m plane. The partition function
could then be approximated using saddle-point approximation
over the new contour as

Ns

2

Ns∑
i=0

e−Nsβ f̃FM(mi )
m ≈
∫

C
e−Nsβ f̃ (m)dm

∼ e−Nsβ f̃FM(m∗
1 ) + e−Nsβ f̃FM(m∗

2 ) + . . . .

(33)

Note that the new contour C has to remain within the branch
cuts of f̃FM(m) closest to the real axis so that the value of the
integral does not change. Therefore, only saddle points within
those branch cuts should be considered. As Ns → ∞, the sad-
dle point m∗ that minimizes the real part of f̃ (m) will have the
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most contribution and dominate the other saddles. Therefore,
f̃FM(m∗) with the minimum real part is the free energy per site
of the system in the thermodynamic limit. The saddle points
are given by the mean-field theory self-consistency equation

m∗ = tanh (km∗ + βh). (34)

A similar calculation for the AFM case to derive the AFM
version of Eq. (33) could be done by applying the saddle-point
approximation for the variables ma and mb. Hence, we get the
saddle points by setting ∂ f̃AFM

∂ma
= 0, and ∂ f̃AFM

∂mb
= 0, which lead

to the equations

m∗
a = tanh(−km∗

b + βh), (35)

m∗
b = tanh(−km∗

a + βh), (36)

respectively. Equations (35) and (36) were first introduced by
Garrett [37].

C. Numerical results

In the numerical implementation to find the roots using free
energy, we first choose a region in either the z plane or ξ plane
that includes the roots. We then choose a fine grid for the
region in either plane and find the free energy for each point
on the grid. Once the free energy is known for each point on
the grid, the density of the roots is then calculated by taking
the Laplacian of the free energy numerically.

1. Numerical results for FM

To determine the free energy per site in the thermodynamic
limit, the problem boils down to finding the saddle point m∗
that minimizes the real part of free energy. One of the simplest
ways is to consider the iterations of the saddle-point equation,
Eq. (34). So we consider the following iteration scheme for
the FM case,

mi+1 = gFM(mi ) = tanh (kmi + βh). (37)

This iteration equation shows a fast convergence to some
fixed point, m∗, which would therefore be a solution to the
saddle-point equation. For the FM case, the saddle point that
minimizes Re[ f̃FM(m)] is always an attractive fixed point of
the mapping gFM(m). Therefore, iteration is enough to find
the solution which minimizes the real part of the free energy.

We take a grid in the z plane around the unit circle because
the roots of FM mean-field polynomial lie on the unit circle.
We use the iteration scheme in Eq (37) to find the free energy
for every point in the grid. Numerical calculations of the
Laplacian of the free energy give the root density of the FM
polynomial in the thermodynamic limit. The results for the
density of the roots are shown in Fig. 6. The results are in
agreement with the Yang-Lee theorem since the roots lie on an
arc of the unit circle for k < kc and on decreasing the tempera-
ture, the roots close onto a full circle at k = kc. For k > kc, the
roots seem to be approaching a uniform distribution along the
unit circle. As mentioned in Sec. III C 1, the iteration always
gives the saddle point m∗ with the minimum real part of the
free energy.

FIG. 6. Contour plot of | ρ(z)
max{ρ(z)} | in z plane at different values of

k: (a) k = 0.25, (b) k = 0.5, (c) k = 1, and (d) k = 1.5. The critical
temperature at kc = 1. The root arc is in agreement with the Yang-
Lee theorem as the roots lie on an arc of the unit circle for k < kc

in panels (a) and (b). At the critical temperature, the roots close onto
the real axis forming a full circle in panel (c). Further reducing the
temperature, the density approaches uniform distribution on the unit
circle in panel (d).

2. Numerical results for AFM

For the AFM case, the iteration scheme could be used as

mi+1 = gAFM(mi ) = tanh [−k tanh (−kmi + βh) + βh],
(38)

where m ≡ ma in the AFM case and mb is fixed by Eq. (36).
However, such a scheme to find solutions to the saddle-point
equation does not guarantee that the real part of the free
energy would be a global minimum. In fact, it may be possible
that the solution that minimizes the real part of the free energy
may not be an attractive fixed point at all. An example of
this is shown in Fig. 7 where we show that for a particular
value of k and h, the fixed point which is repulsive (green dot
indicated with Re[ fAFM(m)] = −1.87736) has a smaller real
part of the free energy compared to the other two fixed points
(yellow dots indicated with Re[ fAFM(m)] = −2.07265) which
are attractive in nature. It is worth mentioning that changing
the variable of iteration from the magnetization per site mi

to the effective magnetic field ψi = −kmi + βh, and iteration
ψi+1 = −k tanh [−k tanh (ψi ) + βh] + βh, seems to be more
effective in finding saddle points with iteration. The quantity
km is of the same order as βh and this causes underflow
precision errors when evaluating the tanh function. This is
fixed by iterating the ψi variable.

To find the solutions to the AFM saddle-point equation, we
consider the function |m − gAFM(m)| and look for values of
m at which this function has vanishing minima. To that end,
we use the so-called simplicial homology global optimiza-
tion (SHGO) algorithm [38]. This algorithm could be used
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FIG. 7. Saddle points of Eq. (38) at k = 1 and βh = 1.5 − 0.75i
in m plane. Each saddle is labeled with the corresponding value of
Re[ fAFM(m)]. The saddles with Re[ fAFM(m)] ≈ −1.877 are obtained
through iteration, whereas the one with Re[ fAFM(m)] ≈ −2.073 is
obtained with SGHO. The light-colored region corresponds to repul-
sive points | dgAFM

dm | > 1, while the dark-colored regions are attractive
points | dgAFM

dm | < 1. The saddle point with the minimum value of
Re[ fAFM(m)] is a repulsive fixed point, hence not approachable by
iteration.

to determine different minima of a given function within a
given range by efficiently locating suitable starting points of
the search for minima. Once the starting points are known, a
local minimization routine can be used to locate a particular
minimum. A useful Python implementation of this algorithm
can be found in Ref. [39]. Using the SHGO algorithm, we find
multiple values of m at which the function, |m − gAFM(m)|
has vanishing minima in a given region of the m plane. The m
corresponding to these minima are the solutions to the AFM
saddle-point equations. Out of these saddle points, we choose
the one with the lowest real part of f̃AFM. Note that the chosen
saddle point might not be the global minimum of the real part
of f̃AFM.

We now take a grid in ξ plane instead of z plane because the
roots in the z plane cluster around z = 0 for low temperatures,
which leads to precision errors when numerically computing
the Laplacian of free energy. Since ξ = − 1

2 ln(−z), the roots
in ξ plane have periodically repeating imaginary parts of
period π , and therefore, we choose −π/2 � Im(ξ ) � π/2.
We fix the real part based on finite-size roots of the AFM
mean-field polynomial for a small size. For every ξ in the
grid, we set a region in the m plane within which we look
for solutions of the saddle-point equation using the SHGO
algorithm. As explained below Eq. (33), only saddle points
within the branch cuts of f̃AFM(m) should be considered. The
function f̃AFM(m) has two branch cuts at m = 1

2k (±π + arg z).
Therefore, we set the range of the imaginary part of m to be
1
2k (−π + arg z) < Im(m) < 1

2k (π + arg z). For the real part,
by inspection, we found that the saddle points lie in two
regions that are −2 < Re(m) � 0 and −Re(ξ )

2k − 2 < Re(m) �
−Re(ξ )

2k + 2 for the k’s we tested.
Figure 8 shows the density of roots obtained in the ξ

plane for different values of k. These plots indicate that in the
thermodynamic limit, the roots form continuous curves as the

FIG. 8. Contour plot of | ρ(z=−e−2ξ )
max{ρ(z)} | in ξ plane at different values

of k: (a) k = 0.5, (b) k = 1, (c) k = 1.5, and (d) k = 5. The dots are
the exact roots for Ns = 300. At temperatures greater than the critical
temperature (a), the curves do not touch the line Im(ξ ) = π/2. The
roots start pinching the line Im(ξ ) = π/2 at k = kc = 1 (b). This
marks the phase transition point as the pinching point corresponds
to a real value of magnetic field h. For lower temperatures k > kc

(c) and (d), the pinching point shifts along the line Im(ξ ) = π/2
with an increasing Re(ξ ). The critical temperature is kc = 1, and the
legend bar is given in log scale.

density is zero everywhere except for the thin darker curves.
The dots on these figures represent the roots of the finite size
mean-field polynomial given by Eq. (21) with Ns = 300. We
see that these roots lie exactly on a part of the root curves
indicated by these plots. As expected, at temperatures greater
than the critical temperature [see Fig. 8(a)], the curves in the ξ

plane do not touch the line Im(ξ ) = π/2 and therefore all the
roots are complex. The roots start pinching the line Im(ξ ) =
π/2 at k = kc = 1. This marks the phase transition point as
the pinching point corresponds to a real value of magnetic
field h, where the partition function vanishes. On lowering
the temperature below, k > kc, the pinching point shifts along
the line Im(ξ ) = π/2 with an increasing Re(ξ ). This means
that the phase transition point at lower temperatures appears
at higher values of |h|. As stated earlier, sometimes, the SHGO
algorithm fails to find the saddle point corresponding to global
minimum of Re( fAFM). This is reflected by the noisy parts in
Fig. 8, which appear at large values of Re(ξ ). While most of
the noisy parts can be easily spotted as they are not symmetric
about the real axis, the rest could be excluded based on an ar-
gument, which we will discuss in the next paragraph. Similar
features are seen when the roots are plotted in z plane and the
results are shown in Fig. 9. The root curves in the ξ plane are
mapped to the curves in z plane via the relation z = −e−2ξ .
This maps the region charted in the ξ plane to the interior of
the unit circle in z plane. The root curves are therefore mapped
to curves with |z| < 1. The pinching point now lies on the
positive real axis in z plane. In addition, the noisy parts at
large values of Re(ξ ) in Fig. 8 appear very close to the origin
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FIG. 9. Contour plot of ln | ρ(z)
max{ρ(z)} | in z plane at different values

of k: (a) k = 0.5, (b) k = 1, (c) k = 1.5, and (d) k = 5. The dots are
the exact values of the roots for Ns = 300. At temperatures greater
than the critical temperature (a), the curves are far from the positive
real axis. The curve closes onto the positive real axis at k = kc (b),
which marks the phase transition point as the pinching point corre-
sponds to a real value of the magnetic field, namely z = 1 ⇒ h = 0.
For lower temperatures k > kc [(c) and (d)], the pinching point shifts
along the positive real axis with an increasing |Re(h)| = | ln |z||. The
critical temperature is kc = 1.

in the z plane in Fig. 9, whereas the noisy parts at Re(ξ ) < 6
and outside the root curves in Fig. 8(d) are shown as dots or
very faint lines in the outside the root curves in Fig. 9(d).

A part of the root density curves in Fig. 8 does not have
corresponding Ns = 300 roots (dots). A natural question is
to ask whether these are indeed root curves of the partition
function or not. To answer this question, consider two saddle
points, m1 and m2, with the lowest real part of free energy for a
given ξ and k. After saddle-point approximation, the partition
function is

ZAFM ∼ e−Nsβ f (m)
{
1 + e−Nsβ[ f (m′ )− f (m)]

}
, (39)

where f (m) = f̃AFM(m, tanh(−km + βh)), and m(m′) is such
that Re[ f (m)](Re[ f (m′)]) is the minimum(maximum) be-
tween Re[ f (m1)] and Re[ f (m2)]. The partition function then
vanishes under the condition β[ f (m′) − f (m)] = π i(2n +
1)/Ns. This implies that the roots happen when Re[ f (m′)] =
Re[ f (m)], and Im[ f (m′)] − Im[ f (m)] = π (2n + 1)/Ns for an
integer 0 � n < Ns, given finite Ns. As Ns → ∞, the condi-
tion on the imaginary parts is relaxed because all integers n are
allowed. Hence, any different imaginary parts may result in a
root. This is equivalent to the criteria developed by Ohminami
et al. [32].

To test the above condition, we study the free energy as
a function of Re(ξ ), with Im(ξ ) = 1 at k = 1.5. The free
energy of the two saddle points m1 and m2 is plotted in
Fig. 10. The two vertical grid-lines are at the values of Re(ξ )
at which a line Im{ξ ) = 1 cuts the root curves in Fig. 8(c).

FIG. 10. The variation of the real and imaginary parts of the free
energies fAFM(m1) and fAFM(m2) with the Re(ξ ) at a fixed Im(ξ ) = 1
and at k = 1.5. m1 and m2 are the two saddle points with the lowest
real parts of free energy. The two vertical grid lines are the values of
Re(ξ ) at which the roots occur. At those lines, the free energies at
the two saddle points have the same real part but different imaginary
parts resulting in a vanishing expression of the partition function.

In between the vertical grid-lines, which corresponds to the
region inside the root curves in Fig. 8(c), Re[ f (m1)] is smaller
than Re[ f (m2)], whereas outside the grid-lines, Re[ f (m2)] is
smaller. Therefore, in the thermodynamic limit, f (m1) and
f (m2) approximate the free energy inside and outside of the
vertical grid lines, respectively. At the vertical grid lines,
f (m1) and f (m2) have the same real parts but different imag-
inary parts. This implies that both curves are indeed root
curves in the thermodynamic limit. This argument could also
be used to excludes the noisy parts in Figs. 8 and 9 as at
those points, Re[ f (m1)] is different from Re[ f (m2)]. It is
also interesting to look at the nature of the solution, m∗

a and
m∗

b , of the saddle-point equations Eqs. (35) and (36), which
minimize the free energy. In Fig. 11, we plot the absolute
value of the staggered magnetization, |m∗

a − m∗
b|. We observe

that the regions bounded by the root curves have vanish-
ing staggered magnetization, while in the outside region, the
staggered magnetization is finite. Therefore, the root curves
demarcate the ξ plane into regions of zero and nonzero stag-
gered magnetization. This shows two different phases that
exist in the complex ξ plane: a complex paramagnetic phase
inside the root curves and a complex antiferromagnetic phase
outside of the root curves. We also see this in the plot of
the staggered magnetization as a vector field in ξ plane by
plotting the vector Re(m∗

a − m∗
b )x̂ + Im(m∗

a − m∗
b )ŷ at every

point. Figure 12 shows this vector plot of the staggered mag-
netization for different values of k. Note that the Re(m∗

a − m∗
b )

vanishes for Re(ξ ) greater than the pinching point (critical
magnetic field) as expected from the mean-field AFM phase
diagram. We see that the vectors have zero magnitude inside
the region bounded by the root curves and finite magni-
tude outside confirming the views of two different phases in
the complex ξ plane.

IV. CONCLUSION

In summary, we have shown analytically that the logarithm
of Yang-Lee zeros of the nearest-neighbor Ising model scale
as

√
k at high temperatures for an arbitrary regular lattice

in any dimension. Assuming these logarithms have a power
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FIG. 11. Contour plot of the magnitude of the staggered mag-
netization ms = |m∗

a − m∗
b| in the ξ plane at different values of k:

(a) k = 0.5, (b) k = 1, (c) k = 1.5, and (d) k = 5, where the critical
temperature at kc = 1 and the legend bar is given in log scale. For
all temperatures, the staggered magnetization vanishes in the region
bounded by the root curves, while it is finite in the outside region
showing the existence of complex paramagnetic and antiferromag-
netic phases.

FIG. 12. Vector plot of the staggered magnetization, where at
each point in ξ plane, the vector plotted is Re(m∗

a − m∗
b )x̂ + Im(m∗

a −
m∗

b )ŷ at different values of k: (a) k = 0.5, (b) k = 1, (c) k = 1.5, and
(d) k = 5, where the critical temperature at kc = 1 and the legend
bar indicates the magnitude of the vector. For all temperatures, the
vectors have zero magnitude inside the region bounded by the root
curves (complex paramagnetic phase) and finite magnitude outside
(complex antiferromagnetic phase).

series at high temperatures around k = 0, we find constraints
(i.e., sum rules) for the coefficients of the power series. In
general, these sum rules depend on the number of sites,
bonds, and the boundary conditions of the lattice. How-
ever, we show here that a linear combination of these sum
rules is independent of the boundary conditions. We veri-
fied the sum rules for two cases (i) the 1D nearest-neighbor
Ising model with periodic boundary conditions and (ii) the
2D square lattice with open boundary conditions. For the
latter, the verification was done by computing the exact
partition function up to size 16 × 16, which seems to be
the largest size studied for the purpose of computing the
partition function zeros. We also examined the behavior of
Yang-Lee zeros at different values of the temperature for this
lattice size.

To understand the behavior of the Yang-Lee zeros in the
thermodynamic limit, we studied the mean-field model with
infinite-ranged FM and AFM coupling. We showed that the
logarithm of Yang-Lee zeros of this model also scale as

√
k

at high temperatures using two different methods. The first
method followed the same power series expansion as for the
Ising model. The second method was by showing that the
AFM mean-field partition function at high temperatures is a
linear combination of Hermite polynomials, which leads to
the roots having the same k dependence at high temperatures
as the Ising model. We then studied the roots of the FM
and AFM partition functions of the mean-field model in the
thermodynamic limit using a simple but powerful approach
involving the mean-field free energy. Using this approach,
and useful newly developed iterative schemes, we numerically
determined the root curves for the FM and AFM cases. For
the AFM case, our results show new root curves that, to the
best of our knowledge, were not reported in earlier literature.
For the largest size we computed, none of the roots were in
the vicinity of the new root curve. Therefore, the roots at
finite sizes may not reflect the entire locus of zeros in the
thermodynamic limit. Summarizing, we find that the new root
curves demarcate the boundary between distinct “thermody-
namic phases,” characterized by different (complex) values of
the staggered magnetization. This provides a helpful physical
basis for understanding the root curves.
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APPENDIX A: EXACT ALGORITHM

It is computationally difficult to compute the exact partition
function by directly enumerating all the configurations of the
lattice spins due to memory limitations. Binder [40] intro-
duced a memory-efficient algorithm to compute the zero-field
partition function of the nearest-neighbor Ising Hamiltonian
that enumerates all configurations of the spins on a d-
dimensional lattice by iteratively building the lattice from the
partition function of the (d − 1)-dimensional lattice. The al-
gorithm stores the coefficients of a polynomial in the variable
u, and, hence, it still has a memory limitation that scales with
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the degree of the polynomial [34]. Bhanot proposed a modi-
fication of Binder’s algorithm [34] to overcome this memory
limitation. Bhanot’s trick is to assume that umu = cu for an
integer mu < Nb and a real number cu. This reduces the degree
of the polynomial to mu − 1, consequently reducing the mem-
ory needed to store the coefficients. A process that Bhanot
called “folding” the polynomial, where the coefficients of the
original polynomial could be retrieved from the coefficient of
the folded polynomial by knowing the values mu and cu.

In the presence of a magnetic field, the partition function is
a polynomial of two variables u and z as shown in Eq. (2). To
adapt Bhanot’s technique for a polynomial of two variables,
a similar trick is used for the new variable zmz = cz for an
integer mz < Ns and a real number cz. The partition function
becomes

Z =
Nb∑

nb=0

Ns∑
ns=0

�(nb, ns)unbzns

=
mu−1∑
nb=0

mz−1∑
ns=0

�̃mu,mz (nb, ns)unbzns . (A1)

The relation between the coefficients of the original and
folded polynomial is given by

�̃mu,mz (nb, ns)

=
� Nb−nb

mu
�∑

μ=0

� Ns−ns
mz

�∑
ν=0

�(nb + μmu, ns + νmz )cμ
u cν

z . (A2)

For every choice of mu and mz, we get a different set of
mu × mz independent equations that are linear in �(nb, ns)
from Eq. (A2). In principle, (Nb + 1)(Ns + 1) independent
equations are needed to determine all original coefficients
�(nb, ns). Running Bhanot’s algorithm for different values of
cu and cz in order to generate the required number of indepen-
dent equations and then solving the linear system completely
determines the coefficients of the partition function in Eq. (2).

For the Ising model on an L × L lattice, it is enough to
choose mz = �Ns

2 � + 1 and make use of the symmetry in the
coefficients of z due to the symmetry σi → −σi. With this
choice, it is enough to set cz = 0. We then set mu = L and
vary cu for different integer values until (Nb + 1) equations are
generated. The number of different values of cu is �Nb+1

mu
� + 1.

APPENDIX B: AFM MF POLYNOMIAL
AS HERMITE POLYNOMIALS

To write the polynomial in an integral form, we start by
using the identity

e− 1
2 Nskmamb = e

1
2 Nsk

(
m2

s −m2
t

)
= Ns

2πk

∫ ∞

−∞

∫ ∞

−∞
dxdye− Ns

2k (x2+y2 )eNs (xms+iymt ), (B1)

where ms = ma − mb is the staggered magnetization and mt =
ma + mb is the total magnetization. Now, expressing ms and
mt in terms of Ma and Mb will allow us to carry out the

FIG. 13. The roots ξ j = αξ̃ j of the linear combinations of
Hermite polynomials in Eq. (26) terminated at different values of
pmax for Ns = 20 and different values of high temperatures: (a)
k = 10−1kc and (b) k = 10−3kc. The roots are all real and simple.

summations in the polynomial. We note that

Ns(xms + iymt ) = 2Ma(x + iy) + 2Mb(−x + iy) − iyNs.

(B2)
Plugging this back into Eq. (21) and carrying out the two
sums using binomial expansion, we reach the polynomial in
the integral form

ZAFM = Ns

2πk

∫ ∞

−∞

∫ ∞

−∞
dxdye− Ns

2k (x2+y2 )−iNsy

× (1 + ze2(x+iy) )
Ns
2 (1 + ze2(−x+iy) )

Ns
2 . (B3)

We now use z = −e−2ξ to simplify the parentheses in terms
of hyperbolic functions as

ZAFM = 2Ns Ns

2πk
e−Nsξ

∫ ∞

−∞

∫ ∞

−∞
dxdye− Ns

2k (x2+y2 )

× [sinh (x + iy − ξ ) sinh (−x + iy − ξ )]
Ns
2 .

(B4)

The high-temperature limit is k → 0, we therefore make the
scaling transformation (x̃, ỹ, ξ̃ ) → (αx, αy, αξ ), where α =√

2k
Ns

. Since the high-temperature limit now is α → 0, we then

use the expansion sinh(αA) ≈ αA to get

ZAFM ≈ (2α)N2

π
e−αNs ξ̃

∫ ∞

−∞

∫ ∞

−∞
dx̃dỹe−(x̃2+ỹ2 )

× [(iỹ − ξ̃ )2 − x̃2]
Ns
2 .

(B5)
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The integration over x̃ can be evaluated after expanding the
parentheses using binomial expansion

Ns/2∑
p=0

(Ns
2

p

)
(−1)p

∫ ∞

−∞
dx̃e−x̃2

x̃2p

=
Ns/2∑
p=0

(Ns
2

p

)
(−1)p√π

(2p)!

22p p!
. (B6)

Plugging this back into Eq. (B5), we get

ZAFM ≈ αNs e−αNs ξ̃

Ns/2∑
p=0

(Ns
2

p

)
(−1)p√π

(2p)!

p!

2Ns−2p

√
π

×
∫ ∞

−∞
dỹe−ỹ2

(−ξ̃ + iỹ)Ns−2p. (B7)

Finally, using the definition of Hermite polynomial

Hn(t ) = 2n

√
π

∫ ∞

−∞
dỹe−ỹ2

(t + iỹ)n, (B8)

the leading behavior of the AFM mean-field polynomial at
high temperatures is given by

ZAFM ≈ (−αe−αξ̃ )Ns

Ns/2∑
p=0

(−1)p

(Ns
2

p

)
(2p)!

p!
HNs−2p(ξ̃ ). (B9)

The function in Eq. (B9) is a linear combination of
Hermite polynomials in the variable ξ̃ modulated with the
factor e−αNs ξ̃ . Numerical calculations show that the roots of
this linear combination of Hermite polynomials are real for
different values of Ns. A comparison between the exact roots
of ZAFM and the roots of this linear combination of Hermite
polynomials terminated at some given pmax for Ns = 20 and at
two temperatures k = 10−1kc and 10−3kc are shown in Fig. 13.
The figure shows the exact roots on the lowest horizontal level
and the roots for pmax = 0, 5, 10 at the higher levels. pmax =
10, which corresponds to Ns/2, gives the best approximation
for the exact roots and approximations become better at higher
temperatures.
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