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Entropic timescales of dynamic heterogeneity in supercooled liquid
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Non-Gaussian displacement distributions are universal predictors of dynamic heterogeneity in slowly varying
environments. Here, we explore heterogeneous dynamics in supercooled liquid using molecular dynamics
simulations and show the efficiency of the relative-entropy based measure, negentropy, in quantifying dynamic
heterogeneity over the widely used non-Gaussian parameter. Our analysis shows that the heterogeneity quantified
by the negentropy is significantly different from the one obtained using the conventional moment-based definition
that considers deviation from Gaussianity up to lower-order moments. We extract the timescales of dynamic
heterogeneity using the two methods and show that the differential changes diverge as the system experiences
strong intermittency near the glass transition. Further, we interpret the entropic timescales and discuss the general

implications of our work.
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Introduction. Fickian theory of diffusion has been unques-
tionably successful for more than a century in analyzing
particle-level dynamics in soft condensed matter that appear
in different forms and shapes unless the system is intermittent
or has widely separating timescales [1-23]. In metastable
systems, such a route to diffusion becomes intermittent in the
presence of complex energy landscapes, specifically, when
a small magnitude of thermal fluctuation is not enough to
supply the energy cost of achieving diffusion, overcoming
the energy barriers [15,24]. For instance, molecular displace-
ments deviate from their usual Gaussian form [3,5] in liquids
approaching glass transition [25,26], showing slow heteroge-
neous density relaxation [27]. Such dramatic slowing down
observed generically in a host of systems without any re-
producible thermodynamic transition has remained a surprise
even after decades of research [2,16,18]. Dynamic hetero-
geneity is the observed complex dynamics of particles in such
temporally fluctuating environments in the presence of spatial
degrees of heterogeneity, where both locally fast and slow
relaxation processes coexist simultaneously [15,21,28-30].

Dynamic heterogeneity in the supercooled liquid has
been affirmed with persisting non-Gaussian tails in the
displacement distributions, even when the mean-squared dis-
placement linearly increases with time [31,32]. Such a class
of non-Gaussian diffusion has been explained as an effective
dynamics in the presence of a diffusion spectrum where the
dynamics is strongly influenced by the presence of cages, and
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diffusion is only restored upon cage breaking, making it dis-
tinct from the Fickian class of liquids [31,32]. The persistence
of dynamic heterogeneity is thus debated for the presence of
multiple timescales of relaxation and various ways of their de-
termination [33-38]. It has also remained indecisive whether
the onset of Fickian diffusion at all occurs in the finite time
when a liquid approaches its glass transition [39—42].

Extracting the fundamental timescale of dynamic hetero-
geneity directly from the displacement distributions or the
self-Van Hove function is more advantageous than obtaining
it by other quantities which are either related to its moments or
derivatives. Using the displacement distributions, it is possible
to identify timescales of heterogeneity by finding the maxi-
mal non-Gaussianity using conventional measures that rely on
moment-based relationships [43]. However, one hindrance of
this method is that such moment ratios are primarily limited to
lower-order moments, which raises natural question: How op-
timal are the non-Gaussianity-based estimation of complexity
with respect to its determination by conventional techniques?
This calls for newer directions in the precise identification
of non-Gaussianity by informative approaches, akin to the
information-theory-based optimizations that simplify multi-
scale and inverse problems in bioinformatics [44,45], explore
material complexity [46—49], design metamaterials [50,51],
develop data-driven decision making [52], predict catastro-
phes [53], innovate intelligent medical diagnostics [54,55],
or help understand complex pathways of sensory response at
synaptic levels [56].

Here, we explore dynamic heterogeneity in the super-
cooled liquid above the glass transition using molecular
dynamics simulations in three dimensions. We examine the
spatiotemporal dynamics in terms of the evolving probability
distribution functions of the displacements at single particle
level which are strongly heterogenous and non-Gaussian till
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FIG. 1. [(a), (b)] Temporal evolution of the non-Gaussian displacement distributions, Gs(x,?) vs x for two different 7', (a) T = 0.70,
(b) T = 0.45 for different t: 1, = 928.98, t, = 9527.62,t; = 39913.85, 1, = 68300.79, ts = 139796.16 with x € [X, Y, Z]. Long time behavior
of Gg(x,t) at large x is Gaussian for 7 = 0.70 and exponential for 7' = 0.45. [(c)—(n)] Temporal evolution of the displacement distributions,
Gs(x, t) (open symbols) and respective reconstructed equal-time nearest Gaussians, Gg(x, t) (black solid line) vs x for T = 0.70 [(c)—(h)] and
T = 0.45 [(i)—(n)] for t = 0.60 [(c), ()], 21.62 [(d), (§)], 129.59 [(e), (k)], 27899.00 [(f), (1)], 47740.94 [(g), (m)], and 167210.14 [(h), (n)].
G$ (x, 1) are the optimal Gaussians with identical first two moments, the same as Gg(x, 1).

it diffuses at sufficiently long time. We quantify temporal
intermittency in terms of non-Gaussianity extracted from
the molecular displacements using the conventional moment-
based descriptions and a relative entropy based non-Gaussian
information that considers the statistical distance between
the time-dependent displacement distribution and its equal-
time nearest Gaussian trained from the original probability
distribution functions. We extract and compare the identi-
fied timescales of optimal heterogeneity obtained from the
two methods and show that they surprisingly differ in es-
timating microscopic heterogeneity, in particular when the
situation is strongly intermittent at low temperatures. Further,
we show that such a difference diverges when liquid becomes
more viscous approaching the glass transition while they are
comparable at relatively high temperatures, even within the
supercooled regime. We correlate the two quantities and in-
terpret the deviation.

Model. We simulate a well-studied model glass-forming
system, popularly known as the Kob-Anderson 80:20 (A:B)
binary mixture [57], in three dimensions at different temper-
atures T within the supercooled regime. The particles (each
with unit mass) interact via the Lennard-Jones (LJ) pair po-
tential with a cutoff at a distance R.. Here, we use N = 1000
particles at a constant number density (o = 1.20) in a cubic
box of length L = 9.41 and R, = 2.5. All measurements are
done in the LJ reduced unit (see Ref. [58] for model-related
information). Independent molecular dynamics trajectories
are generated using LAMMPS [59] under periodic boundary
conditions with integration time step At = 0.004 at each of
the different 7 € [0.43, 0.70].

Results. We track the particle trajectories and compute
time-dependent probability distribution functions of particle
displacements (also known as self-van Hove functions) which

have been mapped in one dimension, x in time interval,
t, Gy(x,t) = 1lv vazl 8(x — (x;(t) — x;(0))) [60] by averaging
over displacement distributions in all spatial dimensions ob-
tained in different independent trajectories.

We show the time evolution of Gg(x, t) for different ¢ in
Fig. 1 for two different values of 7. At finite temperatures,
Gs(x,t) spreads with increasing ¢ due to diffusion which
we see here. For T = (.70, it develops a non-Gaussian tail
for intermediate times that reverts back to Gaussian at long
times, suggesting that the dynamics is intermittent and het-
erogeneous even at relatively high temperatures, within the
supercooled regime [Fig. 1(a)]. For T = 0.45, the heterogene-
ity is not only stronger but also its lifetime is prolonged as the
non-Gaussian tail [Gg(x, 1) ~ exp(—x/A(t))] with A(t) ~ /t
persists for a very long time [Fig. 1(b)]. Such persistent ex-
ponential tails have been earlier reported in both simulations
[10,25] and experiments [3,15,32].

In order to assess the degree of temporal heterogeneity in
microscopic dynamics, we show the temporal evolution of
Gs(x, t) for various ¢ for two different T in Figs. 1(c)-1(n)
and compare it with the reconstructed equal-time nearest
Gaussian distributions (see Ref. [61]), Gg;(x, t) that has
first two moments the same as Gg(x,t). This ensures that
for a purely Gaussian distribution, GSG(x, t) = Gg(x,t) and
Gg(x, t) # Gg(x,t) when it is strictly non-Gaussian. We ob-
serve Gg(x, t) =~ §(x) fort = 0, but the calculation of Gg(x, 1)
will become more meaningful when Gs(x, t) has some finite
support at finite . For T = 0.70, we observe that for very
small 7, the difference between Gs(x, t) and Gg(x, t) is not
very significant [Fig. 1(c)]. The difference enhances with in-
creasing t [Figs. 1(d) and 1(e)], where Gg(x, t) is prominently
non-Gaussian while for larger ¢, again Gg(x, t) reverts back
to Gaussian form with Gg;(x, t) = Gg(x, t) [Figs. 1(f)-1(h)],
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FIG. 2. Quantification of dynamic heterogeneity in terms of non-
Gaussianity of Gg(x, t) via (a) a,, and (b) AS,, vs ¢ for different T
as marked.

suggesting the onset of Fickian diffusion that is characterized
by the presence of Gaussian displacement distribution and
linear mean squared displacement [32].

The situation is surprisingly different for 7 = 0.45 which
we show in Figs. 1(i)-1(n) and compare it with respec-
tive GSG (x,t), as earlier. For small ¢, the distributions are
highly spiked, centered at x = 0. Within the smaller intervals,
Gs(x, t) ~ Gg(x, t) [Fig. 1(1)] and smaller deviations from
delta functions are mostly contributed by the lower-order mo-
ments. For larger ¢, as Gg(x, t) broadens in x, more deviation
could be seen from GSG (x, ) in the form of exponential tail that
grows with a significantly large proportion of displacements
appearing beyond the support of the equal time nearest Gaus-
sians [Figs. 1(j) and 1(k)], suggesting that the heterogeneity
is maximally contributed by the higher-order moments. With
increasing ¢ [Figs. 1(1)-1(n)], the difference between Gg(x, t)
and GY (x, 1) decreases yet it remains non-Gaussian within our
observation time window.

Now we attempt to quantify the dynamic heterogeneity
in terms of non-Gaussianity in Gg(x,?) using conventional
approaches that use lower order moment-based relationships.
One such very simple quantification of non-Gaussianity that
is widely available in the literature is based on the deviation
of kurtosis from the square of second moment, defined as

ar(t) = 32’)‘;% — 1 with < x"(r) >= [dx x"Gs(x, 1), as in
Ref. [1,3,57,62]. We show the dependence of o, with ¢ for dif-
ferent T in Fig. 2(a). For T = 0.70, ap grows with increasing
t till a peak is observed. After that, o, decreases for larger ¢.
For smaller temperatures, the peak in «, shifts to larger # and
the height of the peak grows. In all these cases, «, decreases
monotonically after the peak. The timescale corresponding to
the peak is generally identified as the characteristic timescale
of dynamic heterogeneity. However, such quantification is
fundamentally limited to fourth-order moments of Gg(x,t).

Figures 1(c)—1(n) suggest that the higher order moments may
be associated with the larger degrees of heterogeneity for
which we explore another quantification of non-Gaussianity
that captures contributions of all order moments of Gg(x, t) at
a given time.

Non-Gaussianity in Gg(x,t) is now analyzed using
non-Gaussian information [61] that we developed
following Ref. [63], originally proposed as negentropy.
It uses the statistical distance between Gg(x,?) and
GS$(x,t) to quantify Asu(r) = ADkr(Gs(x, 1)||G$(x, 1))
where A is a constant. We further define, AS,,(t)(=

G X,
Asng(1)/A) = — [ dx Gs(x, 1) log, % =G — Sy, when
Gs(x,t) has some finite support. Here, S§,,(t) =
— [ dxGs(x,t)log, Gs(x, 1) and SnGg(t) =

— [ dxG§(x,1)log, GS(x,1), and Dk (P||Q) is the
Kullback-Leibler (KL) divergence [64] between two
probability distribution functions, P(x) and Q(x). We show
the time dependence of AS,,, for different 7" in Fig. 2(b). AS,,,
shows nonmonotonic dependence on ¢, similar to «. For
all these cases, AS,, grows up to a peak and then decreases
monotonically. Surprisingly, for every 7, we observe that
AS,, still grows to higher values when o, has already reached
the maximum. This suggests that the dynamic heterogeneity
in Gg(x,t) may not be completely captured in o, and the
peak in ap may also not be a true representation of timescale
of the underlying heterogeneity as it underestimates the
contribution of the higher order moments in Gs(x, t) because
the information in «, is limited up to the fourth moment of
the displacement distribution.

We compare the behavioural differences between o, and
AS,, in Fig. 3. In Fig. 3(a), we statistically correlate oy and
AS,, for the different cases of T'. In all these cases, they form
looplike shapes and the area covering the curve is larger for
smaller 7. We observe that the behavioral difference between
ay and AS,,, grows when both have higher values, represent-
ing the maximal heterogeneity. The degree of such deviation
significantly increases for decreasing 7', suggesting strongly
that the dynamic heterogeneity is underestimated by «; when
Gs(x, t) is maximally non-Gaussian. This is consistent with
our earlier investigations [61] where we obtained similar loops
in the case of a model supercooled liquid based on continuous
time random walk (CTRW), suggesting that the underlying
dynamic heterogeneity picture is qualitatively similar and the
behavior of non-Gaussianity based quantifications remain uni-
versal under such slowly varying conditions.

We further extract the associated timescales corresponding
to the peaks of ay, 74 and that of AS,,, 15 [see Fig. 2],
and show its dependence on inverse of T in the inset of
Fig. 3(b). Both 74 and 7y increase sharply for larger val-
ues of 1/T. In all these cases, we observe that g has
higher values than that of 74. We finally correlate log, T4 and
log, ts in the main panel of Fig. 3(b). We fit the data of
log, ts and log, T4 and obtain log, ts ~ By + B log, T4 with
Bo ~ —0.411, B ~ 1.297. This suggests that tg diverges from
T4 in a power-law (g ~ ‘L’f ) and such difference diverges
with decreasing T'. Further, we extract the height of the
peak in AS,,, AS,fg(T)(z Max,e(o,00] ASye(t; T)) and corre-
late it with the corresponding entropic timescale, ts. In the
inset of Fig. 3(c), we show the dependence of log, ts on
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FIG. 3. (a) Correlating the non-Gaussian information, AS,,
with the non-Gaussian parameter, o, for different 7 € [0.43,0.7]
as marked in Fig. 2. (b) Inset: Temperature dependence of the
timescales extracted corresponding to the peak of «,, 74 and AS,,,
Tg. Main Panel: log, ts vs log, 4. The dashed line shows a lin-
ear fit: log, ts ~ By + Blog, t4. (c) Dependence of log, Asfg on
1/T. Dashed line shows a fit with the form log, AS}, ~ vy +
v/T. Inset: log, ts vs log, AS,’:g. The dashed line shows log, ts ~
¢ + ¢ log, AS),. (d) log, 75 vs (TAng)*l. The dashed line shows
log, 7s ~ (T ASy,)™V. See the text for the values of different fitting
parameters.

log, Ang. We observe that log, Ty deviates from linear rela-
tionship with log, Ang, which suggests that the dependence
could not be fitted with simple power law in the low tem-
perature regime. Further, log, Ang grows linearly with 1/T
[Fig. 3(c)] when tg grows sharply with decreasing 7' [inset
of Fig. 3(b)]. We fit the data as log, Ang ~ vy + v/T with
Vo &~ —8.633, v &~ 3.162. This suggests that the non-Gaussian
information grows monotonically as T is lowered, accompa-
nied with the sharp increase in 7y, as the system approaches
the state of dynamic arrest. Hence, AS,’;, becomes a natural
characteristic indicator of the degree of heterogeneity at a
given T. Thus, with decreasing 7', the system explores in-
creasingly stronger intermittent environment and dynamically
heterogeneous states with larger non-Gaussian information,
Ang, capturing the absolute entropic distance between the
state of characteristic heterogeneity from its nearest diffu-
sive route. Hence, the term TAS,’;, can be considered as an
energy term associated with the heterogeneity that competes
with the diffusion in overcoming the dynamic heterogene-
ity at a given T. So, we correlate the entropic timescale,
g with 1/ (TAS,’;,) and observe that tg grows and shows a

sharp rise with decreasing 1/ (TAS,’:g) [Fig. 3(d)]. Our data

follows log, 7s ~ 1o + n(T AS},)™V with ng ~ —8.551, n ~
25.630, ¢ ~ —0.215. Using the form of Ang as suggested
by the data shown in Fig. 3(c), one can obtain log, ts ~
nlT exp(vo +v/T)]"Y whose temperature dependence is
essentially given by log, s ~ T~V exp(—vy/T). At suffi-
ciently low temperatures, it also suggests that the growth
of log, s is likely to be dominated primarily by the factor
~exp(—vy/T) for v > 0,1 < 0, which qualitatively ex-
plains the nature of growth of tg with decreasing 7', as well
as for the cases when tg ~ O(1) at relatively high T within
the supercooled regime, as indicated by the data shown [in the
inset of Fig. 3(b)]. The rapid rise of s is due to the presence of
strong intermittency, for which achieving diffusion becomes
increasingly difficult overcoming the barriers of heterogene-
ity, for the exploration within the rough energy landscapes at
low temperatures.

Discussion. These results align with our theoretical pre-
dictions of the entropic timescales of dynamic heterogeneity
in a model supercooled liquid [61] where the development
of intermittent non-Gaussian tail was modeled using the
Montroll-Weiss CTRW framework, considering complex hop-
ping of particles within the mobile and immobile regions and
jumps from one region to another [65]. The persistence of
such vibrations and jumps within these regions overall con-
trols the nature of intermittency and its lifetime [25,26]. Such
intermittent non-Gaussian tails were inferred as a convolu-
tion process of cooperative diffusion, known as the Brownian
yet non-Gaussian diffusion [32,66]. Supportive literature
[21,22,67-70] shows that the diffusion spectrum obtained
upon the deconvolution of the non-Gaussian displacement
distribution validates the physical picture of dynamic hetero-
geneity which considers the simultaneous presence of slow
and fast regions within the system [30,36-38]. Such hetero-
geneity exhibits anomalous spatiotemporal fluctuations that
have all order information [71]. Therefore, to estimate the
dynamic heterogeneity effectively, consideration of all or-
der moments is advantageous. Gaussianity reverts when the
Fickian diffusion sets in and the dynamics follow the cen-
tral limit theorem, marking the onset of diffusion. However,
extraction of this timescale becomes increasingly difficult
when the dynamics becomes strongly heterogeneous, and
non-Gaussianity in the displacement distributions persists for
very long times. Our analysis also affirms that g grows
with increasing t4 in a power law which can be further
tested using CTRW models [25,26] or using mode coupling
theory [72]. The sharp increase of AS,fg with decreasing T
is due to diverging dynamic heterogeneity that also leads
to a sharp increase in entropic timescale as the system ap-
proaches the state of dynamic arrest. At such close vicinity
of the glass transition, it should also be interesting to com-
pare different timescales of heterogeneity, that appear due
to dynamical slowing down and low-probable spatiotemporal
fluctuations responsible for cage breaking [33-38]. Whether
the non-Gaussian-information has any connection with the
predictability [46], structural relaxation [73], configurational
entropy [74], or nonequilibrium free energy [75] needs further
investigation.

Conclusions. We quantify the timescales of dynamic het-
erogeneity in supercooled liquids using the conventional non-
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Gaussian parameter and the non-Gaussian information. We
show that the entropic timescales are significantly different
and diverge from those obtained using the non-Gaussian pa-
rameter. This difference arises because the moment-based
definitions are limited up to the fourth order, while the
information-theoretic quantification takes into account all
order moments. Although several other moment-based defini-
tions are available [62,76], it is always challenging to estimate
timescales using them, as the computation of higher-order
moments can be increasingly noisy or unreliable without the
quality data. On the other hand, our framework is easy to im-
plement and extract heterogeneity optimally. This makes the
information theoretic framework scientifically robust in quan-
tifying non-Gaussianity in practical situations, also in a more

general context, in out-of-equilibrium systems in identifying
or predicting novel crossover or transition where small fluctu-
ations lead to catastrophic changes, or differentiate phases or
states of matter [71,77].
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