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Uncertainty relation for symmetric Petz-Rényi relative entropy
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Holevo introduced a fidelity between quantum states that is symmetric and as effective as the trace distance
in evaluating their similarity. This fidelity is bounded by a function of the trace distance, a relationship to
which we will refer as Holevo’s inequality. More broadly, Holevo’s fidelity is part of a one-parameter family of
symmetric Petz-Rényi relative entropies, which in turn satisfy a Pinsker’s-like inequality with respect to the trace
distance. Although Holevo’s inequality is tight, Pinsker’s inequality is loose for this family. We show that the
symmetric Petz-Rényi relative entropies satisfy a tight inequality with respect to the trace distance, improving
Pinsker’s and reproducing Holevo’s as a specific case. Additionally, we show how this result emerges from a
symmetric Petz-Rényi uncertainty relation, a result that encompasses several relations in quantum and stochastic
thermodynamics.
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Introduction. Holevo introduced a quantum fidelity [1] be-
tween states ρ and σ defined as

FH (ρ, σ ) := [tr(
√

ρ
√

σ )]2, (1)

which is symmetric, FH (ρ, σ ) = FH (σ, ρ), and used under
different names in the literature such as affinity and overlap
[2–8]. We have the following inequality for Holevo’s fidelity:

T (ρ, σ ) := 1
2 |ρ − σ |1 �

√
1 − FH (ρ, σ ), (2)

where |x|1 := tr(
√

x†x) is the trace norm and T (ρ, σ ) is the
trace distance. More generally, Holevo’s fidelity is a member
of a one parameter family of symmetric Petz-Rényi relative
entropies defined as

D̃α (ρ, σ ) := 1
2 [Dα (ρ||σ ) + Dα (σ ||ρ)], (3)

such that D̃α (ρ, σ ) = D̃α (σ, ρ), where Dα (ρ||σ ) is the Petz-
Rényi relative entropy [9] defined as

Dα (ρ||σ ) := 1

α − 1
ln tr(ρασ 1−α ), (4)

which is non-negative for any α ∈ (0, 1) ∪ (1,∞). It has
applications in quantum hypothesis testing [10,11] and in
quantum field theory [12]. The case α = 1 is understood
as D1(ρ, σ ) := [D(ρ||σ ) + D(σ ||ρ)]/2, where D(ρ||σ ) =
tr(ρ ln ρ) − tr(ρ ln σ ) is the quantum relative entropy. For the
specific case α = 1/2, one has D̃1/2(ρ, σ ) = D1/2(ρ||σ ) =
−2 ln tr(

√
ρ
√

σ ) = − ln FH (ρ, σ ) from (1) and (3). In this
case, one could write Holevo’s inequality (2) as a lower bound
for D̃1/2(ρ, σ ) as

D̃1/2(ρ, σ ) � ln
1

1 − T (ρ, σ )2
, (5)

also recently used in the applications of Petz-Rényi relative
entropy in quantum field theory [12]. In the same application,
a Pinsker’s-like inequality was explored:

D̃α (ρ, σ ) � 2 min(α, 1)T (ρ, σ )2. (6)

Note that, for the case α = 1/2, Holevo’s inequality improves
Pinsker’s inequality for the particular case α = 1/2,

D̃1/2(ρ, σ ) � ln
1

1 − T (ρ, σ )2
� T (ρ, σ )2. (7)

Motivated by (7), we analyze the following question: can we
generalize Holevo’s inequality (5) beyond the case α = 1/2
such that it improves Pinsker’s inequality (6) for any α in
the symmetric Petz-Rényi family? In this case, we obtain the
following result.

(Generalized Holevo’s inequality). Let ρ and σ be any
density matrices. Then,

D̃α (ρ, σ ) � 1

α − 1
ln

cosh{(2α − 1)atanh[T (ρ, σ )]}
cosh{atanh[T (ρ, σ )]} . (8)

For the specific case α = 1/2, our result (8) reproduces
Holevo’s inequality (5). Notably, the case α = 1 previously
appeared in the classic case ([ρ, σ ] = 0) as a bound for
the symmetric Kullback-Leibler divergence in terms of total
variation [13–15]. We also show that (8) improves Pinsker’s
inequality (6) for any α.

More generally, we show that (8) is a consequence of a
quantum uncertainty relation for the symmetric Petz-Rényi
relative entropy. This uncertainty relation not only results in
(8), but it also results in multiple relations from stochastic and
quantum thermodynamics as discussed in this Letter. We state
our main result.

Theorem (Symmetric Petz-Rényi uncertainty relation). Let
ρ and σ be any density matrices and θ̂ be any Hermitian
operator. Then,

D̃α (ρ, σ ) � 1

α − 1
ln

cosh{(2α − 1)atanh[s(ρ, σ ; θ̂ )]}
cosh{atanh[s(ρ, σ ; θ̂ )]} , (9)

where

s(ρ, σ ; θ̂ ) :=
[

(1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

〈〈θ̂〉〉ρ + 〈〈θ̂〉〉σ + (1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

]1/2

,

(10)
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where 〈θ̂〉x := tr{xθ̂} and 〈〈θ̂〉〉x := tr{xθ̂2} − tr{xθ̂}2. Note
that the right-hand side (RHS) in (9) depends only on the
statistics of θ̂ with respect to ρ and σ encoded in s(ρ, σ ; θ̂ ),
which is the main idea behind uncertainty relations discussed
below. The bound (9) is significant as it remains applicable
in quantum and stochastic thermodynamics, particularly in
nonequilibrium situations and strong coupling regimes. As a
consequence of (9), we obtain (8) and other results similar to
thermodynamic uncertainty relations (TURs) [16–41].

This Letter is organized as follows. First, we present the
main steps of the proof; then we show how the bound is satu-
rated and the improvement over Pinsker’s inequality. Finally,
we discuss the applications of (9) and obtain multiple previous
and new results in stochastic and quantum thermodynamics.

Formalism. The idea behind the proof is a strategy that
maps n dimensional quantum states ρ = ∑

i pi|pi〉〈pi| and
σ = ∑

j q j |q j〉〈q j | into the following n2 dimensional classic
distributions: Pi j := pi|〈pi|q j〉|2 and Qi j := q j |〈pi|q j〉|2. This
strategy is sometimes called Nussbaum-Szkoła distributions
[42] and it was successfully used in other contexts [43,44],
particularly as a tool to calculate relative entropies [45,46] as
follows:∑

i j

Pα
i jQ

1−α
i j =

∑
i j

pα
i q1−α

j |〈pi|q j〉|2 = tr(ρασ 1−α ), (11)

which results in Dα (P|Q) = Dα (ρ||σ ), where Dα (P|Q) :=
[1/(1 − α)] ln

∑
i j Pα

i jQ
1−α
i j is the Rényi relative entropy. The

symmetric relative entropies follow immediately from (11),

D̃α (P, Q) = D̃α (ρ, σ ), (12)

where D̃α (P, Q) = (1/2)[Dα (P|Q) + Dα (Q|P)]. Now that we
mapped the Petz-Rényi relative entropy into a classic diver-
gence, we import a recent result from information theory [47],

D̃α (P, Q) � B[α,
√

δ(P, Q)], (13)

where δ(P, Q) = (1/2)
∑

s(Ps − Qs)2/(Ps + Qs) is the trian-
gular discrimination and

B(α, x) := 1

α − 1
ln

cosh[(2α − 1)atanh(x)]

cosh[atanh(x)]
(14)

is increasing in the interval 0 < x < 1 for all α > 0. We note
that (13) is actually valid for any f divergence that satis-
fies an additional constraint on f , but we focus our analysis
on the Rényi relative entropy. Finally, we use the inequal-
ity

√
δ(P, Q) � s(ρ, σ, θ̂ ) (see the Appendix) in (13), which

combined with (11) results in

D̃α (ρ, σ ) = D̃α (P, Q) � B[α,
√

δ(P, Q)] � B[α, s(ρ, σ ; θ̂ )],
(15)

proving our main result (9). The generalized Holevo’s in-
equality (8) is obtained as a particular case of (9) where θ̂ =∑

k sgn(wk )|wk〉〈wk| and {wk} are the eigenvalues of ρ − σ

(see the Appendix).
As in previous results [44], the bound (9) is sat-

urated for the specific two-level system, where ρ =
[eε/2|1〉〈1| + e−ε/2|0〉〈0|]/[2 cosh(ε/2)], σ = [e−ε/2|1〉〈1| +
eε/2|0〉〈0|]/[2 cosh(ε/2)], and θ̂ = φ(|1〉〈1| − |0〉〈0|). In this
case, one has tr(ρθ̂ ) = φ tanh(ε/2), tr(σ θ̂ ) = −φ tanh(ε/2),

and tr(ρθ̂2) = tr(σ θ̂2) = φ2, such that

D̃α (ρ, σ ) = 1

1 − α
ln

cosh[(2α − 1)ε/2]

cosh[ε/2]
, (16)

and also s(ρ, σ ; θ̂ ) = |tanh(ε/2)|. Therefore, in this minimal
system, we have the saturation of (9),

D̃α (ρ, σ ) = B(α, s(ρ, σ ; θ̂ )). (17)

We also show that (8) improves Pinsker’s inequality (6) in the
Appendix, where we have

D̃α (ρ, σ ) � B(α, T (ρ, σ )) � 2 min(α, 1)T (ρ, σ )2, (18)

which generalizes Holevo’s case (7) for any α.
Discussion. We investigate particular cases of (8) and (9) in

stochastic and quantum thermodynamics. Some of the cases
are very well known and some of them are new to our knowl-
edge. In the applications that follow, one could think of σ as
a final state, after evolving ρ under some unitary operation or
CPTP map, σ = 	(ρ), which is a typical situation in quantum
thermodynamics. In that case, the relative entropies between
ρ and σ will have a dependence on time.

First, turning our attention to relation (8), we note that par-
ticular cases also appeared in the literature. The case α = 1/2
is obviously the Holevo’s inequality (5), but we also observe
that the case lim α → 1 results in

D̃(ρ, σ ) � 2T (ρ, σ )atanh[T (ρ, σ )], (19)

which was recently used to analyze fluxes in quantum thermo-
dynamics [48]. We also note that the classic case ([ρ, σ ] = 0)
of (19) was used in the study of Markov chains in stochas-
tic thermodynamics as well [13–15], where ρ and σ can
be written as classic probabilities p = (p1, . . . , pn), q =
(q1, . . . , qn), yielding

D̃(p, q) � 2
(p, q)atanh[
(p, q)], (20)

where 
(p, q) = (1/2)
∑

s |pi − qi| is the total variation.
Moreover, we note that (9) can be inverted to the following

expression when 〈θ̂〉ρ 	= 〈θ̂〉σ :

〈〈θ̂〉〉ρ + 〈〈θ̂〉〉σ
(1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

� f (α, D̃α (ρ, σ )), (21)

where f (α, x) := 1/[B−1(α, x)]2 − 1 and, for a fixed α,
B−1(α, x) is the inverse of B(α, x) for x � 0, such that
B−1(α, B(α, x)) = x. Remarkably, expression (21) has the
form of a quantum uncertainty relation, which explains the
name of the theorem as symmetric Petz-Rényi uncertainty re-
lation. As matter of fact, the case α = 1 results in the recently
proposed quantum relative entropy uncertainty relation [44],

〈〈θ̂〉〉ρ + 〈〈θ̂〉〉σ
(1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

� f (1, D̃(ρ, σ )), (22)

where f (1, x) = 1/ sinh2[g(x)/2] and g(x) is the inverse of
h(x) = x tanh(x/2) for x � 0. Analogously, the case α = 1/2
in (21) results in the following Holevo’s uncertainty relation:

〈〈θ̂〉〉ρ + 〈〈θ̂〉〉σ
(1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

� FH (ρ, σ )

1 − FH (ρ, σ )
, (23)
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which takes the usual form of thermodynamic uncertainty
relations as a lower bound for some uncertainty in terms of
a dissimilarity. In this case, the dissimilarity is not the usual
entropy production, but given in terms of Holevo’s fidelity (1)
instead.

We also consider the classic situation [ρ, σ ] = 0, which
represents the absence of coherence between the states. In
this particular case, writing again ρ and σ in terms of clas-
sic probabilities p = (p1, . . . , pn), q = (q1, . . . , qn) and θ =
(θ1, . . . , θn) is a random variable. We obtain the classic ver-
sion of (21),

〈〈θ〉〉p + 〈〈θ〉〉q

(1/2)(〈θ〉p − 〈θ〉q)2
� f (α, D̃α (p, q)), (24)

which can be seen as the α-generalized version of the tightest
form of the hysteretic thermodynamic uncertainty relation
(α = 1) [28–30],

〈〈θ〉〉p + 〈〈θ〉〉q

(1/2)(〈θ〉p − 〈θ〉q)2
� f (1, D̃(p, q)), (25)

while the case α = 1/2 in (24) can be written as (23) but in
terms of the Bhattacharyya or Hellinger distances.

Finally, in the particular case p = P(�), q = P(�†), where
� typically represents a trajectory and �† is the inverse trajec-
tory, such that (�†)† = �, and θ (�) is a current with property
θ (�†) = −θ (�), relation (25) yields a result known as the
thermodynamic uncertainty relation from the exchange fluc-
tuation theorem [20,24],

〈〈θ〉〉p

〈θ〉2
p

� f (1, 〈�〉), (26)

where 〈�〉 := ∑
� P(�) ln P(�)/P(�†) is the average entropy

production.
Conclusions. We proposed a symmetric Petz-Rényi un-

certainty relation (9) and studied multiple applications. Our
result was obtained using a mapping from quantum to classic
systems and exploring recent results from information theory.
From our result, we wrote a general uncertainty relation (21)
and, for the particular case α = 1/2, we obtained a uncer-
tainty relation in terms of Holevo’s fidelity (22), a generalized
Holevo’s inequality (8), and multiple known results in quan-
tum and stochastic thermodynamics (20), (25), and (26). Our
results highlight that different symmetric quantum dissimilar-
ities may also play a role akin to the entropy production in
expressions resembling thermodynamic uncertainty relations.
This fact does not depend on specific properties of the system
(such as the detailed fluctuation theorem), but it is rather
a fundamental interplay between quantum uncertainties and
symmetric dissimilarities.

Appendix. We start proving a result in information theory
for probabilities (P, Q). Then, we will show the quantum
case is obtained as a consequence of the classic case using
a strategy that maps n-dimensional quantum states into n2-
dimensional classic distributions.

Definition 1. Let P = {Ps} and Q = {Qs} be probabilities
in a set S and let the triangular discrimination be defined as

δ(P, Q) = 1

2

∑
s

(Ps − Qs)2

Ps + Qs
, (27)

with the notation 02/0 = 0 for the cases where Ps = Qs = 0.
We define the Rényi relative entropy as

Dα (P|Q) := 1

α − 1
ln

∑
s

Pα
s Q1−α

s , (28)

for α ∈ (0, 1) ∪ (1,∞) and the symmetric version,

D̃α (P, Q) := 1

2
[Dα (P|Q) + Dα (Q|P)]. (29)

Lemma 1. Let P and Q be any distributions; then

D̃α (P, Q) � 1

α − 1
ln

cosh{(2α − 1)atanh[
√

δ(P, Q)]}
cosh[atanh(

√
δ(P, Q)]

.

(30)
Proof. This is a particular case of a recent result for some

forms of symmetric f divergences [47]. We provide an alter-
native proof for the symmetric Rényi relative entropy using a
formulation in terms of stochastic entropy [30,49]. Let {Ps}
be a probability function and let s′ := m(s) be any involu-
tion (such that m[m(s)] = s) and define a new probability
P′(s) := P(s′). Unless mentioned otherwise, expectations 〈〉
are meant with respect to Ps, 〈〉 = 〈〉P. If the pair (P, P′) is
not absolutely continuous for α > 1, (i.e., there is an s such
that P′

s = 0 and Ps > 0), then D̃α (P, Q) = ∞ and (30) holds
immediately. Thus we focus on the cases where (P, P′) are
absolutely continuous (Ps = 0 ↔ P′

s = 0, for all s ∈ S). Let
�(s) be an entropylike random variable defined as

�(s) := ln
P(s)

P′(s)
, (31)

when P′
s 	= 0 and �(s) = 0 otherwise. In the stochastic ther-

modynamics literature, this is known as the strong detailed
fluctuation theorem and � is the stochastic entropy produc-
tion, although in our notation (31) is just a definition of a
random variable �(s). Consider the following expectation
with respect to P:

〈exp(β�)〉 =
∑

s

P(s)β+1P′(s)−β, (32)

which can also be rewritten as exp(β�) = sinh(β�) +
cosh(β�). Now using the following property, 〈u(�)〉 =
〈u(�) tanh(�/2)〉 for odd functions u(−x) = −u(x), we
obtain

〈exp(β�)〉 = 〈sinh(β�) tanh(�/2) + cosh(β�)〉, (33)

which has the following compact form from cosh(x + y) =
cosh(x) cosh(y) + sinh(x) sinh(y) and replacing β = α − 1,

〈exp[(α − 1)�]〉 =
〈

cosh[(α − 1/2)�]

cosh(�/2)

〉
. (34)

Now we note that the triangular discrimination δ(P, P′) has a
particular form in terms of the statistics of �(s) as

δ(P, P′) =
∑

s

(Ps − P′
s )2

(Ps + P′
s )2

Ps + P′
s

2
= 〈tanh(�/2)2〉, (35)

using the fact that 〈tanh(�/2)2〉(P+P′ )/2 = 〈tanh(�/2)2〉P. Fi-
nally, we write the function F (�) := cosh[(α − 1/2)�]/
cosh(�/2) from (35) in terms of tanh(x/2)2

F (�) = F {2 arctan[
√

tanh(�/2)2]}, (36)
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and use Jensen’s inequality in (36)

〈F (�)〉 � F {2 arctan[
√

〈tanh(�/2)2〉]}
= F {2 atanh[

√
δ(P, P′)]}, (37)

since d2F [2 atanh(
√

y)]/dy2 � 0 for α > 1. Similarly, we get
〈F (�)〉 � F {2 arctan[

√
〈tanh(�/2)2〉]} for 0 � α < 1. Com-

bining (34) and (37), we obtain

〈exp(α − 1)�〉 � cosh{(2α − 1)atanh[
√

δ(P, P′)]}
cosh{atanh[

√
δ(P, P′)]} , (38)

for α > 1 and 〈exp(α − 1)�〉 � F {2 atanh[
√

δ(P, Q)]} for
α < 1. Note that Rényi relative entropy is given by

Dα (P|P′) = 1

α − 1
ln〈exp(α − 1)�〉, (39)

so that the cases α > 1 in (39) and the case α < 1 can be
rewritten as a single expression,

Dα (P|P′) � 1

α − 1
ln

cosh{(2α − 1)atanh[
√

δ(P, P′)]}
cosh{atanh[

√
δ(P, P′)]} ,

(40)
for all α 	= 1. The case α = 1 should be understood as the
limit α → 1. Since (40) was proved for any probability P
and any involution m(s), we apply the expression for the
particular set {(s, i)}, where s ∈ S and i ∈ {0, 1}, with involu-
tion m(s, i) = [s, m(i)], where m(i) = 1 − i and probabilities
p(s, 1) := P(s)/2 and p(s, 0) = Q(s)/2. In this case, we ob-
tain Dα (p|p′) = (1/2)[Dα (P|Q) + Dα (Q|P)] = D̃α (P, Q) and
δ(p, p′) = δ(P, Q), which results in our Lemma 1 (30) for any
P, Q. �

Lemma 2. Let �s ∈ C be a complex random variable; then

δ(P, Q) � (1/2)|〈�〉P − 〈�〉Q|2
〈〈�〉〉P + 〈〈�〉〉Q + (1/2)|〈�〉P − 〈�〉Q|2 , (41)

where 〈〈�〉〉 := 〈|�|2〉 − |〈�〉|2.
Proof. This is a complex generalization of a previous

result [50] also used in [48] and we reproduce it here. Con-
sider probabilities P, Q in s ∈ S,

∑
s P(s) = ∑

s Q(s) = 1,
and a complex valued random variable �(s) ∈ C. We de-
fine S′ = {s ∈ S|P(s) + Q(s) > 0} and the probability P̃(s) :=
[P(s) + Q(s)]/2 in S′,

∑
s∈S′ P̃(s) = 1, and �X := 〈�〉X =∑

s �(s)X (s), for X ∈ {P, Q, P̃}. Note that the expression
|�P − �Q|2 can be rewritten as

1

4
|�P − �Q|2 =

∣∣∣∣∣
∑
s∈S′

[�(s) − c]
[P(s) − Q(s)]

2

∣∣∣∣∣
2

, (42)

for any complex c. Using Cauchy-Schwarz inequality, we also
obtain for any complex c,∣∣∣∣∣

∑
s∈S′

[�(s) − c]
[P(s) − Q(s)]

2

∣∣∣∣∣
2

� 〈|� − c|2〉P̃

〈(
P − Q

P + Q

)2
〉

P̃

, (43)

so that combining (42) and (43) for c = �P̃ yields

1

4
|�P − �Q|2 � 〈|� − �P̃|2〉P̃

〈(
P − Q

P + Q

)2
〉

P̃

. (44)

We note from Definition 1 (27) that

δ(P, Q) =
〈(

P − Q

P + Q

)2
〉

P̃

. (45)

Now consider the identity

4〈|� − �P̃|2〉P̃ = 2(〈|�|2〉P − |�P|2)

+ 2(〈|�|2〉Q − |�Q|2) + |�P − �Q|2. (46)

Combining (44), (45), and (46) results in (41) �.
Definition 2. (Nussbaum-Szkoła distributions). Let ρ and

σ be density matrices in n dimensions with spectral decompo-
sition ρ = ∑n

i pi|pi〉〈pi| and σ = ∑n
j q j |q j〉〈q j |. We define

distributions P and Q in S = {(i, j)|1 � i � n; 1 � j � n} as

Pi j := |〈pi|q j〉|2 pi, (47)

Qi j := |〈pi|q j〉|2q j, (48)

and we add the definition of the auxiliary complex random
variable � based on a Hermitian operator θ̂ ,

�i j := 〈pi|θ̂ |q j〉
〈pi|q j〉 , (49)

for 〈pi|q j〉 	= 0 and �i j := 0 otherwise.
Lemma 3. For any density matrices ρ, σ and Hermitian

operator θ̂ we have

(1/2)|〈�〉P − 〈�〉Q|2
〈〈�〉〉P + 〈〈�〉〉Q + (1/2)|〈�〉P − 〈�〉Q|2

� (1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

〈〈θ̂〉〉ρ + 〈〈θ̂〉〉σ + (1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2
, (50)

with P, Q,� given by Definition 2 and 〈θ̂〉ρ := tr{ρθ̂},
〈θ̂〉σ := tr{σ θ̂}, 〈〈θ̂〉〉ρ := tr{ρθ̂2} − tr{ρθ̂}2, and 〈〈θ̂〉〉σ :=
tr{σ θ̂2} − tr{σ θ̂}2.

Proof. This idea was explored in [44]. The expected value
of θ̂ with respect to ρ is

tr(ρθ̂ ) =
∑

i j

pi〈pi|θ̂ |q j〉〈q j |pi〉

=
∑

i j;〈q j |pi〉	=0

pi|〈q j |pi〉|2 〈pi|θ̂ |q j〉
〈pi|q j〉 , (51)

where we used 〈pi|q j〉 = 〈q j |pi〉∗. Using Definition 2, in
terms of P and �, we have from (51),

tr(ρθ̂ ) =
∑

i j

Pi j�i j := 〈�〉P. (52)

Similarly, we obtain for the expected value of θ̂ with respect
to σ using Definition 2,

tr(σ θ̂ ) =
∑

i j

Qi j�i j := 〈�〉Q. (53)
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Analogously, we have for the expected value of θ̂2 with
respect to ρ,

tr(ρθ̂2) =
∑

i j

pi|〈pi|θ̂ |q j〉|2 (54)

�
∑

i j;〈q j |pi〉	=0

pi|〈pi|θ̂ |q j〉|2 =
∑

i j

Pi j |�i j |2, (55)

where we used θ̂ = θ̂†, which yields

tr(ρθ̂2) �
∑

i j

Pi j |�i j |2 := 〈|�|2〉P. (56)

We have a similar expression in terms of σ ,

tr(σ θ̂2) �
∑

i j

Qi j |�i j |2 := 〈|�|2〉Q. (57)

Combining expressions (52), (53), (56), and (57) completes
the proof of Lemma 3 (50). �

Definition 3. Let the trace distance be defined as

T (ρ, σ ) := 1
2 |ρ − σ |1 = 1

2 tr{
√

(ρ − σ )2} (58)

and the Petz-Rényi relative entropy

Dα (ρ||σ ) := 1

α − 1
ln tr{ρασ 1−α}, (59)

for any α ∈ (0, 1) ∪ (1,∞), with the symmetric version de-
fined as

D̃α := 1
2 [Dα (ρ||σ ) + Dα (σ ||ρ)]. (60)

Theorem 1. (Symmetric Petz-Rényi uncertainty relation).
Let ρ and σ be any density matrices and θ̂ be any Hermitian
operator. Then,

D̃α (ρ, σ ) � 1

α − 1
ln

cosh{(2α − 1)atanh[s(ρ, σ ; θ̂ )]}
cosh{atanh[s(ρ, σ ; θ̂ )]} ,

(61)
where

s(ρ, σ ; θ̂ ) :=
[

(1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

〈〈θ̂〉〉ρ + 〈〈θ̂〉〉σ + (1/2)(〈θ̂〉ρ − 〈θ̂〉σ )2

]1/2

.

(62)
Proof. Using Definition 2, we have the following

identity:∑
i j

Pα
i jQ

1−α
i j =

∑
i j

pα
i q1−α

j |〈pi|q j〉|2 = tr(ρασ 1−α ), (63)

which results in Dα (P|Q) = Dα (ρ||σ ); thus

D̃α (P, Q) = D̃α (ρ, σ ). (64)

We also have from Lemma 2 (41) and Lemma 3 (50),√
δ(P, Q) � s(ρ, σ ; θ̂ ). (65)

Finally, note that the function

B(α, x) := 1

α − 1
ln

cosh[(2α − 1)atanh(x)]

cosh[atanh(x)]
(66)

is increasing for all α ∈ (0, 1) ∪ (1,∞), which combined
with (64), (65), and Lemma 1 (30) results in

D̃α (ρ, σ ) = D̃α (P, Q) � B(α,
√

δ(P, Q)) � B(α, s(ρ, σ ; θ̂ )),
(67)

which proves Theorem 1 (61). �
Corollary 1 (Generalized Holevo’s inequality). Let ρ and

σ be any density matrices and θ̂ be any Hermitian operator.
Then,

D̃α (ρ, σ ) � 1

α − 1
ln

cosh{(2α − 1)atanh[T (ρ, σ )]}
cosh{atanh[T (ρ, σ )]} . (68)

Proof. We use Theorem 1 with a specific operator ω̂ sug-
gested in [48]. Consider the following spectral decomposition
of the operator ρ − σ = ∑

k wk|wk〉〈wk|. Now we define ω̂ as

ω̂ :=
∑

k,wk 	=0

sgn(wk )|wk〉〈wk|, (69)

where sgn(x) = 1 (−1), for x > 0 (x < 0). Then, we write the
trace distance |ρ − σ |1 in terms of ω̂ from (69),

〈ω̂〉ρ − 〈ω̂〉σ = tr[ω̂(ρ − σ )] =
∑

k

|wk| = |ρ − σ |1. (70)

Then, we observe that

ω̂2 =
∑

k,wk 	=0

sgn(wk )2|wk〉〈wk| = I − ε̂, (71)

where I is the identity operator and ε̂ := ∑
k,wk=0 |wk〉〈wk|,

with averages

〈ε̂〉ρ = 〈ε̂〉σ := ε (72)

obtained from 〈ε̂〉ρ − 〈ε̂〉σ = tr[ε̂(ρ − σ )] = ∑
k,wk=0 wk =

0. We also have 0 � ε � 1, because ρ, σ are positive definite
and tr(ρ) = tr(σ ) = 1. From (71) and (72), we get

〈ω̂2〉ρ = 〈ω̂2〉σ = 1 − ε. (73)

Using the averages (70) and (73) we obtain

s(ρ, σ ; ω̂)2 = (1/2)|ρ − σ |21
(2 − 2ε) − 〈ω̂〉2

ρ − 〈ω̂〉2
σ + (1/2)|ρ − σ |21

.

(74)
Also check that

(1/2)|ρ − σ |21 � 〈ω̂〉2
ρ + 〈ω̂〉2

σ , (75)

directly from (70) and the expression (1/2)(x − y)2 �
(1/2)(x − y)2 + (1/2)(x + y)2 = x2 + y2, for x = 〈ω̂〉ρ , y =
〈ω̂〉σ . In this case, we obtain from (75), s(ρ, σ ; ω̂)2 �
|ρ−σ |21
4(1−ε) �

|ρ−σ |21
4 , which results in

s(ρ, σ ; ω̂) � |ρ − σ |1
2

= T (ρ, σ ). (76)

Now, using Theorem 1 with operator ω̂, we have D̃α (ρ, σ ) �
B(α, s(ρ, σ ; ω̂)) � B(α, T (ρ, α)), using (76) and the fact that
B(α, x) is increasing, which proves (68). �

Lemma 4. The bound in Corollary 1 improves Pinsker’s
inequality.
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Proof. Let T ∈ [0, 1]; then we show that

B(α, T ) := 1

α − 1
ln

cosh[(2α − 1)atanh(T )]

cosh[atanh(T )]

� 2 min(α, 1)T 2. (77)

For that purpose, we consider the function g(α, x) =
ln{cosh[(2α − 1)x]/ cosh(x)} for x � 0 and α ∈ (0, 1) ∪
(1,∞). For a constant x, we have ∂2g(α, x)/∂2α =
4x2sech2[x(1 − 2α)] � 0. Therefore, we could use
the property of convex functions, g(α, x) − g(1, x) �
g′(1, x)(α − 1), where g′(α, x) = ∂g(α, x)/∂α. Replacing
g′(1, x) = 2x tanh(x) and g(1, x) = 0, we have g(α, x) �
2x tanh(x)(α − 1), which yields, for α > 1,

B(α, T ) = 1

α − 1
g(α, atanh(T )) � 2T atanh(T ) � 2T 2.

(78)

Now for 0 < α < 1, we use a different strategy. First,
note that g(α, x) can be conveniently rewritten as
g(α, x) = 2 atanh{tanh(αx) tanh[(α − 1)x]} using atanh(x) =
(1/2) ln[(1 + x)/(1 − x)]. Thus we obtain

g(α, x) = −2 tanh(αx) tanh[(1 − α)x]

� 2α(α − 1) tanh(x)2, (79)

where we used tanh(εx) � ε tanh(x) for 0 < ε < 1 and x > 0
[one can check this showing the function j(x) = tanh(εx) −
ε tanh(x) is increasing in x for any constant ε ∈ (0, 1) and
j(0) = 0]. Finally, we get from (79), using α − 1 < 0,

B(α, T ) = 1

α − 1
g(α, atanh(T )) � 2αT 2. (80)

Combining (78) and (80) results in B(α, T ) � 2 min(α, 1)T 2

for all α � 0, which proves (77). �

[1] A. S. Holevo, J. Theor. Math. Phys. 13, 1071 (1972).
[2] M. Wilde, IEEE International Symposium on Information The-

ory (ISIT) (IEEE, New York, 2018), p. 2331.
[3] R. Iten, J. M. Renes, and D. Sutter, IEEE Trans. Inf. Theory 63,

1270 (2017).
[4] Z. Ma, F.-L. Zhang, and J.-L. Chen, Phys. Rev. A 78, 064305

(2008).
[5] A. Albrecht, Phys. Rev. D 50, 2744 (1994).
[6] S. Luo and Q. Zhang, Phys. Rev. A 69, 032106 (2004).
[7] S. Kim, Lin. Alg. Appl. 438, 2475 (2013).
[8] K. M. R. Audenaert, Quantum Inf. Comput. 14, 31 (2014).
[9] D. Petz, Rep. Math. Phys. 23, 57 (1986).

[10] F. Buscemi and N. Datta, IEEE Trans. Inf. Theory 56, 1447
(2010).

[11] F. G. S. L. Brandao and N. Datta, IEEE Trans. Inf. Theory 57,
1754 (2011).

[12] J. Kudler-Flam, Phys. Rev. Lett. 130, 021603 (2023).
[13] A. Dechant, J. Phys. A: Math. Theor. 55, 094001 (2022).
[14] V. T. Vo, T. V. Vu, and Y. Hasegawa, J. Phys. A: Math. Theor.

55, 405004 (2022).
[15] D. S. P. Salazar, Phys. Rev. E 106, L032101 (2022).
[16] A. C. Barato and U. Seifert, Phys. Rev. Lett. 114, 158101

(2015).
[17] T. R. Gingrich, J. M. Horowitz, N. Perunov, and J. L. England,

Phys. Rev. Lett. 116, 120601 (2016).
[18] M. Polettini, A. Lazarescu, and M. Esposito, Phys. Rev. E 94,

052104 (2016).
[19] P. Pietzonka and U. Seifert, Phys. Rev. Lett. 120, 190602

(2018).
[20] Y. Hasegawa and T. Van Vu, Phys. Rev. Lett. 123, 110602

(2019).
[21] Y. Hasegawa and T. Van Vu, Phys. Rev. E 99, 062126 (2019).
[22] V. T. Vo, T. Van Vu, and Y. Hasegawa, Phys. Rev. E 102, 062132

(2020).
[23] T. V. Vu and Y. Hasegawa, J. Phys. A: Math. Theor. 53, 075001

(2020).
[24] A. M. Timpanaro, G. Guarnieri, J. Goold, and G. T. Landi,

Phys. Rev. Lett. 123, 090604 (2019).

[25] K. Liu, Z. Gong, and M. Ueda, Phys. Rev. Lett. 125, 140602
(2020).

[26] J. M. Horowitz and T. R. Gingrich, Nat. Phys. 16, 15 (2020).
[27] P. P. Potts and P. Samuelsson, Phys. Rev. E 100, 052137

(2019).
[28] K. Proesmans and J. Horowitz, J. Stat. Mech. (2019) 054005.
[29] G. Francica, Phys. Rev. E 105, 014129 (2022).
[30] D. S. P. Salazar, Phys. Rev. E 106, L062104 (2022).
[31] K. Brandner, T. Hanazato, and K. Saito, Phys. Rev. Lett. 120,

090601 (2018).
[32] F. Carollo, R. L. Jack, and J. P. Garrahan, Phys. Rev. Lett. 122,

130605 (2019).
[33] J. Liu and D. Segal, Phys. Rev. E 99, 062141 (2019).
[34] T. Van Vu and K. Saito, Phys. Rev. Lett. 128, 140602

(2022).
[35] H. J. D. Miller, M. H. Mohammady, M. Perarnau-Llobet, and

G. Guarnieri, Phys. Rev. Lett. 126, 210603 (2021).
[36] D. P. Pires, K. Modi, and L. C. Céleri, Phys. Rev. E 103, 032105

(2021).
[37] G. Guarnieri, G. T. Landi, S. R. Clark, and J. Goold, Phys. Rev.

Res. 1, 033021 (2019).
[38] Y. Hasegawa, Phys. Rev. Lett. 125, 050601 (2020).
[39] Y. Hasegawa, Phys. Rev. Lett. 127, 240602 (2021).
[40] Y. Hasegawa, Nat. Commun. 14, 2828 (2023).
[41] Y. Hasegawa, Phys. Rev. Lett. 126, 010602 (2021).
[42] M. Nussbaum and A. Szkoła, Ann. Stat. 37, 1040 (2009).
[43] N. Datta, M. Mosonyi, M.-H. Hsieh, and F. G. S. L. Brandão,

IEEE Trans. Inf. Theory 59, 8014 (2013).
[44] D. S. P. Salazar, Phys. Rev. E 109, L012103 (2024).
[45] G. Androulakis and T. C. John, Infinite Dimens. Anal. Quantum

Prob. Related Topics 2023, 2350021 (2023).
[46] G. Androulakis and T. C. John, Rev. Math. Phys. 2023, 2360002

(2023).
[47] T. Nishiyama, arXiv:2210.09571.
[48] D. S. P. Salazar, Phys. Rev. E 109, 034124 (2024).
[49] D. S. P. Salazar, Phys. Rev. E 107, L062103 (2023).
[50] G. Falasco, M. Esposito, and J.-C. Delvenne, J. Phys. A: Math.

Theor. 55, 124002 (2022).

L052106-6

https://doi.org/10.1007/BF01035528
https://doi.org/10.1109/TIT.2016.2639521
https://doi.org/10.1103/PhysRevA.78.064305
https://doi.org/10.1103/PhysRevD.50.2744
https://doi.org/10.1103/PhysRevA.69.032106
https://doi.org/10.1016/j.laa.2012.10.042
https://doi.org/10.1016/0034-4877(86)90067-4
https://doi.org/10.1109/TIT.2009.2039166
https://doi.org/10.1109/TIT.2011.2104531
https://doi.org/10.1103/PhysRevLett.130.021603
https://doi.org/10.1088/1751-8121/ac4ac0
https://doi.org/10.1088/1751-8121/ac9099
https://doi.org/10.1103/PhysRevE.106.L032101
https://doi.org/10.1103/PhysRevLett.114.158101
https://doi.org/10.1103/PhysRevLett.116.120601
https://doi.org/10.1103/PhysRevE.94.052104
https://doi.org/10.1103/PhysRevLett.120.190602
https://doi.org/10.1103/PhysRevLett.123.110602
https://doi.org/10.1103/PhysRevE.99.062126
https://doi.org/10.1103/PhysRevE.102.062132
https://doi.org/10.1088/1751-8121/ab64a4
https://doi.org/10.1103/PhysRevLett.123.090604
https://doi.org/10.1103/PhysRevLett.125.140602
https://doi.org/10.1038/s41567-019-0702-6
https://doi.org/10.1103/PhysRevE.100.052137
https://doi.org/10.1088/1742-5468/ab14da
https://doi.org/10.1103/PhysRevE.105.014129
https://doi.org/10.1103/PhysRevE.106.L062104
https://doi.org/10.1103/PhysRevLett.120.090601
https://doi.org/10.1103/PhysRevLett.122.130605
https://doi.org/10.1103/PhysRevE.99.062141
https://doi.org/10.1103/PhysRevLett.128.140602
https://doi.org/10.1103/PhysRevLett.126.210603
https://doi.org/10.1103/PhysRevE.103.032105
https://doi.org/10.1103/PhysRevResearch.1.033021
https://doi.org/10.1103/PhysRevLett.125.050601
https://doi.org/10.1103/PhysRevLett.127.240602
https://doi.org/10.1038/s41467-023-38074-8
https://doi.org/10.1103/PhysRevLett.126.010602
https://doi.org/10.1214/08-AOS593
https://doi.org/10.1109/TIT.2013.2282160
https://doi.org/10.1103/PhysRevE.109.L012103
https://doi.org/10.1142/S0219025723500212
https://doi.org/10.1142/S0129055X23600024
https://arxiv.org/abs/2210.09571
https://doi.org/10.1103/PhysRevE.109.034124
https://doi.org/10.1103/PhysRevE.107.L062103
https://doi.org/10.1088/1751-8121/ac52e2

